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Abstract
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Doctor of Philosophy in Computer Science
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Professor James Demmel, Chair

The past ten years have seen tremendous growth in the volume of data in Deep Learning (DL) applications. As a result, the long training time of Deep Neural Networks (DNNs) has become a bottleneck for Machine Learning (ML) developers and researchers. For example, it takes 29 hours to finish 90-epoch ImageNet/ResNet-50 training on eight P100 GPUs. It takes 81 hours to finish BERT pre-training on 16 v3 TPU chips. This thesis is focused on fast and accurate ML training. Although production teams want to fully utilize supercomputers to speed up the training process, the traditional optimizers fail to scale to thousands of processors. In this thesis, we design a series of fundamental optimization algorithms to extract more parallelism for DL systems. Our algorithms are powering state-of-the-art distributed systems at Google, Intel, Tencent, NVIDIA, and so on. The focus of this thesis is bridging the gap between High Performance Computing (HPC) and ML.

There was a huge gap between HPC and ML in 2017. On the one hand, we had powerful supercomputers that could execute $2 \times 10^{17}$ floating point operations per second. On the other hand, we could not even make full use of 1% of this computational power to train a state-of-the-art machine learning model. The reason is that supercomputers need an extremely high parallelism to reach their peak performance. However, the high parallelism led to a bad convergence for ML optimizers. To solve this problem, my co-authors and I proposed the LARS optimizer, LAMB optimizer, and CA-SVM framework. These new methods enable ML training to scale to thousands of processors without losing accuracy. In the past three years, we observed that the training time of ResNet-50 dropped from 29 hours to 67.1 seconds. In fact, all the state-of-the-art ImageNet training speed records were made possible by LARS since December of 2017. LARS became an industry metric in MLPerf v0.6. Moreover, our approach is faster than existing solvers even without supercomputers. If we fix the training budget (e.g. 1 hour on 1 GPU), our optimizer can achieve a higher accuracy than state-of-the-art baselines.
To my family
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1.1 Methods of parallelism. 1.1.1 is data parallelism on 4 machines. 1.1.2 is model parallelism on 3 machines. Let us assume $P$ denotes the number of nodes. Model parallelism partitions the neural network into $P$ pieces whereas data parallelism replicates the neural network itself in each node. .................................................. 5

2.1 This figure is an illustration of Cascade SVM (Graf et al., [2004]). Different layers have to be processed sequentially, i.e. layer $i + 1$ can only be processed after layer $i$ has been finished. The tasks in the same level can be processed concurrently. If the result at the bottom layer is not good enough, the user can distribute all the support vectors (SV15 in the figure) to all the nodes and re-do the whole pass from the top layer and to the bottom layer. However, for most applications, the result will not become better after another Cascade pass. One pass is enough in most cases. .......................................................... 13

2.2 General Flow for CP-SVM. In the training part, different SVMs process its own dataset independently. In the classification part, different models can make the prediction independently. ......................................................... 19

2.3 This is an example of First Come First Served (FCFS) partitioning algorithm. Each figure is a distance matrix, which is referred as $dist$. For example, $dist[i][j]$ is the distance between $i$-th center and $j$-th sample. The color of the matrix in the first figure is the original color. If $dist[i][j]$ has a different color than the original one, then it means that $j$-th sample belongs to $i$-th center. .................................................. 22

2.4 The figure shows that the partitioning by K-means is imbalanced while the partitioning by FCFS is balanced. Specifically, each node has exactly 20,000 samples after FCFS partitioning. The test dataset is face with 160,000 samples (361 features per sample). 8 nodes are used in this test. .................................................. 23

2.5 This is an example of Balanced K-means partitioning algorithm. Each figure is a distance matrix, which is referred as $dist$. For example, $dist[i][j]$ is the distance between $i$-th center and $j$-th sample. The color in the first figure is the original color. If $dist[i][j]$ has a different color than the original one, then it means that $j$-th sample belongs to $i$-th center. .................................................. 24
2.6 The figure shows that CP-SVM is load imbalanced while CA-SVM is load-balanced. The test dataset is $\epsilon$psilon with 128,000 samples (2,000 nnz per sample). 8 nodes are used in this test.

2.7 Communication Patterns of different approaches. The data is from running the 6 approaches on 8 nodes with the same 5MB real-world dataset (subset of ijcnn dataset). x-axis is the rank of sending processors, y-axis is the rank of receiving processors, and z-axis is the volume of communication in bytes. The vertical ranges (z-axis) of these 6 sub-figures are the same. The communication pattern of BKM-SVM is similar to that of CP-SVM. The communication pattern of FCFS-SVM is similar to that of cascade without point-to-point communication.

2.8 The ratio of computation to communication. The experiment is based on a subset of ijcnn dataset. To give a fair comparison, we implemented two versions of CA-SVM. casvm1 means that we put the initial dataset on the same node, which needs communication to distribute the dataset to different nodes. casvm2 means that we put the initial dataset on different nodes, which needs no communication.

2.9 We use the 5,000 samples from the UCI covtype dataset (Blackard, D. Dean, and C. Anderson, 1998) for this experiment. The kernel matrix is 5,000-by-5,000 with 458,222 nonzeroes. The first figure is the original kernel matrix, the second figure is the kernel matrix after clustering. From these figures we can observe that the kernel matrix is block-diagonal after the clustering algorithm.

3.1 Optimization flow of our algorithm. DKRR is the baseline. DC-KRR is the existing method. All the others are the new approaches proposed in this chapter.

3.2 Trade-off between accuracy and speed for large-scale weak scaling study. BKRR3 and KKRR3 are the unrealistic approaches. BKRR2 is optimal for scaling and has good accuracy. KKRR2 is optimal for accuracy and has good speed.

3.3 Implementation of Distributed KRR. We divide the input sample matrix into $\sqrt{p}$ parts by rows, and each machine gets two of these $\sqrt{p}$ parts. Then each machine generates $1/p$ part of the kernel matrix.

3.4 Implementation of Kmeans KRR (KKRR). Both k-means and sort can be parallelized. We use the standard MPI implementation for scatter operation.

3.5 Comparison between DC-KRR and KKRR family, using same parameter set on 96 NERSC Edison processors. The test data set MSD is described in Section 3.5. KKRR2 is an accurate but slow algorithm. KKRR3 is an optimal but unrealistic method for comparison purposes.

3.6 This experiment is conducted on NERSC Cori Supercomputer (WRIGHT et al., 2015). We use 8 nodes for load balance test. The test dataset is MSD dataset and we use 16000 samples. We observe that BKRR has roughly 2000 samples on each node, which leads to a perfect load balance. For KKRR, because different nodes have different number of samples, the fastest node is 51× faster than the slowest node, which leads to a huge resource waste.
3.7 Difference between BKRR2 and DCKRR. BKRR2: partition the dataset into \( p \) different parts, generate \( p \) different models, and select the best model. DCKRR: partition the dataset into \( p \) similar parts, generate \( p \) similar models, and use the average of all the models.

3.8 These figures do a point-do-point comparison between DC-KRR and BKRR family using test data set MSD (described in Section 3.5). They use the same parameter set and conduct the same number of iterations on 96 NERSC Edison processors. DCKRR is more accurate than BKRR. BKRR2 is faster than DCKRR for getting the same accuracy. BKRR3 is an optimal but unrealistic implementation for comparison purposes.

3.9 These figures do a point-to-point comparison between BKRR2, BKRR3 and DC-KRR. They use the same parameter set and conduct the same number of iterations on 96 NERSC Edison processors. BKRR2 is faster than DCKRR for getting the same accuracy. BKRR3 is an optimal but unrealistic implementation for comparison purposes.

3.10 BKRR2 results based on MSD dataset. Using increasing number of samples on a fixed number of processors, we can get a better model but also observe the time increase in the speed of \( \Theta(n^3) \).

3.11 Results based on MSD dataset. We use 96 processors (i.e. 4 nodes) and 8k samples as the baseline. The lowest MSE of DKRR is 0.001848 on 1536 processors. The lowest MSE of BKRR3 is \( 10^{-7} \). The weak scaling efficiency of DKRR at 1536 processors is 0.32%. The weak scaling efficiency of KKRR2 and BKRR2 at 1536 processors is 38% and 92%, respectively. The MSE of DC-KRR for 2k test samples only decreases from 88.9 to 81.0, which is a bad weak scaling accuracy. The MSE of BKRR2 decreases from 93.1 to 14.7. The MSE of KKRR2 decreases from 95.0 to \( 10^{-7} \). The data is in Tables 3.3 and 3.4. We conclude that the proposed methods outperform the existing methods.

3.12 Comparison between DC-KRR and KKRR family, using same parameter set on eight nodes of Piz Daint supercomputer (each node has one Intel Xeon E5-2690 v3 CPU and one NVIDIA P100 GPUs). The test data set MSD is described in Section 3.5. KKRR2 is an accurate but slow algorithm. KKRR3 is an optimal but unrealistic method for comparison purposes.

3.13 These figures do a point-to-point comparison between DC-KRR and BKRR family using test data set MSD (described in Section 3.5). They use the same parameter set and conduct the same number of iterations on eight nodes of Piz Daint supercomputer (each node has one Intel Xeon E5-2690 v3 CPU and one NVIDIA P100 GPUs). DCKRR is more accurate than BKRR. BKRR2 is faster than DCKRR for getting the same accuracy. BKRR3 is an optimal but unrealistic implementation for comparison purposes.
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4.1 Data statistics. \( \ell \) is number of training samples, \( d \) is dimensionality, \( \ell_t \) is number of testing samples.

5.1 An Analytical Scaling Performance Study with ResNet-50 as the Example. \( t_1 \) is the computation time and \( t_2 \) is communication time. We fix the number of epochs as 100. Larger batch size needs less iterations. We set batch size as 512 per machine. Then we increase the number of machines. Since \( t_1 \gg t_2 \) for using ImageNet-1k dataset to train ResNet-50 on GPUs (Goyal et al., 2017), the single iteration time is dominant by the computation. Thus the total time will be reduced approximately linearly.
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5.4 AlexNet Test Accuracy with varying Batch Size. Current approaches (linear scaling + warmup) do not work for AlexNet with a batch size larger than 1k. We tune the warmup epochs from 0 to 10 and pick the one with highest accuracy. According to linear scaling, the optimal learning rate (LR) of batch size 4k should be 0.16. We use the poly learning rate policy (Ge et al., 2018), and the poly power is 2. The momentum is 0.9 and the weight decay is 0.0005.


5.6 The ratios between \( ||w||_2 \) and \( ||\nabla w||_2 \) for different layers of AlexNet with batch size = 4k at the 1st epoch. We observe that they are very different from each other. fc is the fully connected layer and conv is the convolutional layer. x.0 is a layer's weight. x.1 is a layer's bias.

5.7 Test Accuracy of AlexNet with Batch Size of 32k using KNL Nodes on Stampede2. We use poly learning rate policy, and the poly power is 2. The momentum is 0.9 and the weight decay is 0.0005. For a batch size of 32K, we changed local response norm in AlexNet to batch norm. Specifically, we use the refined AlexNet model by Boris Ginsburg.

5.8 Communication unit is much slower than computation unit because time-per-flop \( (\gamma) \ll 1/\text{bandwidth} (\beta) \ll \text{latency} (\alpha) \). For example, \( \gamma = 9 \times 10^{-13} \)s for NVIDIA P100 GPUs.

5.9 Time-to-solution Comparison against Other Published Performance.

5.10 ResNet-50 Result. The DA means Data Augmentation. The result of 76.4% accuracy is achieved by ResNet-50-v2.
5.11 Comparison by 90-epoch ResNet50 Accuracy. DA means Data Augmentation.

6.1 Large-batch training is a sharp minimum problem. It is easy to miss the global minimum. Tuning the hyper-parameters requires a lot of effort. In this example (ImageNet/ResNet-50 training by LARS solver), we only slightly changed the LR, the accuracy dropped below the target 76.3% accuracy.

6.2 We use the F1 score on SQuAD-v1 as the accuracy metric. The baseline F1 score is the score obtained by the pre-trained model (BERT-Large) provided on BERT’s public repository (as of February 1st, 2019). We use TPUv3s in our experiments. We use the same setting as the baseline: the first 9/10 of the total epochs used a sequence length of 128 and the last 1/10 of the total epochs used a sequence length of 512. All the experiments run the same number of epochs. Dev set means the test data. It is worth noting that we can achieve better results by manually tuning the hyper-parameters. The data in this table is collected from the untuned version.

6.3 LAMB achieves a higher performance (F1 score) than LARS for all the batch sizes. The baseline achieves a F1 score of 90.390. Thus, LARS stops scaling at the batch size of 16K.

6.4 Top-1 validation accuracy of ImageNet/ResNet-50 training at the batch size of 16K (90 epochs). The performance of momentum was reported by (Goyal et al., 2017). + means adding the learning rate scheme of Goyal et al., 2017 to the optimizer: (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017). All the adaptive solvers were comprehensively tuned. The tuning information is in Section 6.6.

6.5 Untuned LAMB for BERT training across different batch sizes (fixed #epochs). We use square root LR scaling and LEGW. For example, batch size 32K needs to finish 15625 iterations. It uses 0.2×15625 = 3125 iterations for learning rate warmup. BERT’s baseline achieved a F1 score of 90.395. We can achieve an even higher F1 score if we manually tune the hyper-parameters.

6.6 Untuned LAMB for ImageNet training with ResNet-50 for different batch sizes (90 epochs). We use square root LR scaling and LEGW. The baseline Goyal et al., 2017 gets 76.3% top-1 accuracy in 90 epochs. Stanford DAWN Bench (Coleman et al., 2017) baseline achieves 93% top-5 accuracy. LAMB achieves both of them. LAMB can achieve an even higher accuracy if we manually tune the hyper-parameters.
6.7 CIFAR-10 training with DavidNet (batch size = 512). All of them run 24 epochs and finish the training under one minute on one cloud TPU. We make sure all the solvers are carefully tuned. The learning rate tuning space of Adam, AdamW, AdaGrad and LAMB is \{0.0001, 0.0002, 0.0004, 0.0006, 0.0008, 0.001, 0.002, 0.004, 0.006, 0.008, 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8, 10, 15, 20, 25, 30, 35, 40, 45, 50\}. The momentum optimizer was tuned by the baseline implementer. The weight decay term of AdamW was tuned by \{0.0001, 0.001, 0.01, 0.1, 1.0\}.

6.8 Test Accuracy by MNIST training with LeNet (30 epochs for Batch Size = 1024). The tuning space of learning rate for all the optimizers is \{0.0001, 0.001, 0.01, 0.1\}. We use the same learning rate warmup and decay schedule for all of them.

6.9 AdamW stops scaling at the batch size of 16K. The target F1 score is 90.5. LAMB achieves a F1 score of 91.345. The table shows the tuning information of AdamW. In this table, we report the best F1 score we observed from our experiments.

6.10 The accuracy information of tuning default AdaGrad optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

6.11 The accuracy information of tuning AdaGrad optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

6.12 The accuracy information of tuning default Adam optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

6.13 The accuracy information of tuning Adam optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

6.14 The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

6.15 The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

6.16 The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

6.17 The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).
<table>
<thead>
<tr>
<th>Section</th>
<th>Description</th>
</tr>
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<tbody>
<tr>
<td>6.18</td>
<td>The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.19</td>
<td>The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.20</td>
<td>The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.21</td>
<td>The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.22</td>
<td>The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.23</td>
<td>The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.24</td>
<td>The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.25</td>
<td>The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
<tr>
<td>6.26</td>
<td>The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Motivation

The past several years have seen tremendous growth in the volume of data in Deep Learning (DL) applications. As a result, the long training time of Deep Neural Networks (DNNs) has become a bottleneck for Machine Learning (ML) researchers. For example, it takes 29 hours to finish 90-epoch ImageNet/ResNet-50 training on eight P100 GPUs. It takes 81 hours to finish BERT pre-training on 16 v3 TPU chips. My research is focused on fast and accurate ML. Although production teams want to fully utilize supercomputers to speed up the training process, the traditional optimizers fail to scale to thousands of processors. In this thesis, my co-authors and I design a series of fundamental optimization algorithms to extract more parallelism for DL systems. Our algorithms are powering state-of-the-art distributed systems at Google, Intel, Tencent, NVIDIA, and so on (see Table 1.1). The focus of this thesis is bridging the gap between High Performance Computing (HPC) and ML.

There was a huge gap between HPC and ML in 2017. On the one hand, we had powerful supercomputers that could execute $2 \times 10^{17}$ floating point operations per second. On the other hand, we could not even make full use of 1% of this computational power to train a DNN. The reason is that supercomputers need an extremely high parallelism to reach their peak performance. However, the high parallelism led to a bad convergence for DNN optimizers. To solve this problem, we proposed the LARS optimizer (You, Gitman, and Ginsburg, 2017), LAMB optimizer (You, J. Li, et al., 2019), and LEGW (You, Hseu, et al., 2019). These new methods enable DNN training to scale to thousands of processors without losing accuracy. In the past three years, we observed that the training time of ResNet-50 dropped from 29 hours to 67.1 seconds. In fact, all the state-of-the-art ImageNet training speed records were made possible by LARS since December of 2017 (Table 1.1). The speedup comes from the fact that researchers can scale the training to a larger batch size, and so use larger scale, parallelism, without losing accuracy in a fixed number of epochs. For example, researchers scaled the batch size of ImageNet training from 256 (K. He et al., 2016) to 1K (Krizhevsky, 2014), 5K (Mu Li, 2017), 8K (Goyal et al., 2017), 16K (You, Z. Zhang, Demmel, et al., 2017), 32K (Ying et al., 2018), and 64K (Sameer Kumar et al., 2019). LARS became an industry
metric in MLPerf v0.6 (Mattson et al., 2019). Moreover, our approach is faster than existing
solvers even without supercomputers. If we fix the training budget (e.g. 1 hour on 1 GPU),
our optimizer can achieve a higher accuracy (You, J. Li, et al., 2019).

Table 1.1: ImageNet/ResNet-50 Training Speed Records.

<table>
<thead>
<tr>
<th>Teams</th>
<th>Date</th>
<th>Accuracy</th>
<th>Time</th>
<th>Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>K. He et al., 2016</td>
<td>12/10/2015</td>
<td>75.3%</td>
<td>29h</td>
<td>Momentum</td>
</tr>
<tr>
<td>Goyal et al., 2017</td>
<td>06/08/2017</td>
<td>76.3%</td>
<td>65m</td>
<td>Momentum</td>
</tr>
<tr>
<td>You, Z. Zhang, Demmel, et al., 2017</td>
<td>11/02/2017</td>
<td>75.3%</td>
<td>48m</td>
<td>LARS</td>
</tr>
<tr>
<td>You, Z. Zhang, Demmel, et al., 2017</td>
<td>11/07/2017</td>
<td>75.3%</td>
<td>31m</td>
<td>LARS</td>
</tr>
<tr>
<td>Akiba, Suzuki, and Fukuda, 2017</td>
<td>11/12/2017</td>
<td>74.9%</td>
<td>15m</td>
<td>RMSprop</td>
</tr>
<tr>
<td>You, Z. Zhang, Demmel, et al., 2017</td>
<td>12/07/2017</td>
<td>74.9%</td>
<td>14m</td>
<td>LARS</td>
</tr>
<tr>
<td>X. Jia et al., 2018</td>
<td>07/30/2018</td>
<td>75.8%</td>
<td>6.6m</td>
<td>LARS</td>
</tr>
<tr>
<td>Mikami et al., 2018</td>
<td>11/14/2018</td>
<td>75.0%</td>
<td>3.7m</td>
<td>LARS</td>
</tr>
<tr>
<td>Ying et al., 2018</td>
<td>11/16/2018</td>
<td>76.3%</td>
<td>2.2m</td>
<td>LARS</td>
</tr>
<tr>
<td>Yamazaki et al., 2019</td>
<td>03/29/2019</td>
<td>75.1%</td>
<td>1.25m</td>
<td>LARS</td>
</tr>
<tr>
<td>Sameer Kumar et al., 2019</td>
<td>10/02/2019</td>
<td>75.9%</td>
<td>67.1s</td>
<td>LARS</td>
</tr>
</tbody>
</table>

1.2 Structure of this Thesis

We give an overview of the ideas in this thesis. The key contribution of this thesis is "increasing parallelism while changing algorithms as needed to maintain efficiency by avoiding communication". To do so, we need to maintain accuracy by modifying the algorithms and/or hyper-parameters as needed, or using different approximate solutions. The following sections and chapters will embody this idea in different algorithms. In summary, this thesis includes three main parts:

- [Part 1] Chapter 2 covers the details of communication-avoiding SVM. Chapter 3 covers the details of communication-efficient KRR. Chapter 4 covers the details of asynchronous greedy coordinate descent (Asy-GCD). Section 1.3 acts as a brief introduction for Chapters 2, 3, and 4.

- [Part 2] Chapter 5 covers the details of speeding up ImageNet training on supercomputers. It will introduce both the algorithm design and the trade-off in communication/computation. Section 1.4 acts as a brief introduction for Chapter 5.
• [Part 3] Chapter 6 covers the details of reducing BERT-training time from three days to 76 minutes, which is built on top of the techniques like large-batch optimization and hyper-parameter auto-tuning. Section 1.5 acts as a brief introduction for Chapter 6.

These three parts are closely related to each other. We start from convex optimization in Part 1 and dive into non-convex optimization in Part 2. Since non-convex optimization is much more difficult than convex optimization, we present more details in Part 3. Chapter 7 presents the concluding remarks.

1.3 Fast and Scalable Convex Optimization Methods for Machine Learning (ML)

Kernel methods like Support Vector Machines (SVM) and Kernel Ridge Regression (KRR) scale poorly on distributed systems because the cost of communication dominates the arithmetic. My co-authors and I designed several communication-avoiding approximate algorithms that outperformed state-of-the-art methods. This study won the Best Paper Award of IPDPS 2015 (You, Demmel, Kenneth Czechowski, et al., 2015).

Some early machine learning applications that require high-performance training are Kernel methods like non-linear SVM and KRR. Before the Deep Learning era, SVM and KRR were some of the state-of-the-art techniques used in a wide range of applications. On shared-memory systems, although the basic SVM algorithm features limit the performance and efficiency on the many-core architectures that we evaluated, my MIC-SVM (You, S. L. Song, et al., 2014; You, Fu, et al., 2015) still achieves 4.4-84x and 18-47x speedups against LIBSVM on Intel MIC and Ivy Bridge CPUs respectively (with the techniques like Adaptive Heuristic and Multi-level Parallelism). To further improve SVM’s efficiency on shared-memory systems, we proposed the Asynchronous parallel Greedy Coordinate Descent (Asy-GCD) algorithm. At each iteration, workers asynchronously conduct greedy coordinate descent updates on a block of variables. We analyzed the theoretical behavior of Asy-GCD and proved a linear convergence rate. Asy-GCD (You, Lian, et al., 2016) is a general optimization algorithm for minimizing a smooth function with bounded constraints.

On distributed-memory systems, SVM often suffers from significant communication overheads. In our study, we considered the problem of how to design communication-efficient approximate versions of parallel SVM. Prior to our study, the parallel isoefficiency (A. Y. Grama, Anshul Gupta, and V. Kumar, 1993) of a state-of-the-art implementation scaled as \( W = \Omega(P^3) \), where \( W \) is the problem size and \( P \) the number of processors; this scaling is worse than even one-dimensional block row dense matrix vector multiplication, which has \( W = \Omega(P^2) \). My study (You, Demmel, Kenneth Czechowski, et al., 2015; You, Demmel, Kent Czechowski, L. Song, and Rich Vuduc, 2016) considers a series of algorithmic refinements, leading ultimately to a Communication-Avoiding SVM (CA-SVM) method that improves the isoefficiency to nearly \( W = \Omega(P) \). We evaluate these methods on 96 to 1536 processors, and show average speedups of \( 3 - 16 \times (7 \times \text{on average}) \) over previous distributed SVM, and a 95% weak-scaling efficiency on six real-world datasets, with almost no loss in overall classification
accuracy. For KRR, my communication-efficient approach (You, Demmel, Cho-Jui Hsieh, et al., 2018) is able to reduce the computation cost from $\Theta(n^3/P)$ to $\Theta((n/P)^3)$ where $n$ is the number of data samples. We discuss these results in more detail in Chapters 2, 3, and 4.

1.4 Large-Scale Optimization for Deep Learning (DL)

Existing optimization methods fail to extract enough parallelism to fully utilize supercomputers. I designed a large-batch algorithm to help the system to scale to thousands of processors. Our fast ImageNet training work won the Best Paper Award of ICPP 2018 (You, Z. Zhang, Cho-Jui Hsieh, et al., 2018).

HPC and supercomputing techniques are becoming increasingly popular among Internet tech giants. Amazon AWS provides an elastic and scalable cloud infrastructure to run HPC applications. Google released its first 100-petaFlop supercomputer, named the TPU Pod. Facebook made a submission on the Top500 supercomputer list. Microsoft is heavily investing in supercomputing techniques. Modern supercomputers require an extremely high parallelism to reach their peak performance. However, where does the parallelism come from for DL?

There are two kinds of parallelism for neural network training: data parallelism and model parallelism (J. Dean et al., 2012a). Let us assume $P$ denotes the number of nodes. Model parallelism partitions the neural network into $P$ pieces whereas data parallelism replicates the neural network itself in each node and divides the data across the $P$ nodes. Figure 1.1 illustrate the ideas of data parallelism and model parallelism. Due to the data dependency between different layers in forward propagation and backward propagation, developers cannot efficiently parallelize across different layers except for pipelining (Huang et al., 2018). Thus, developers usually need to parallelize within each layer to implement model parallelism. In this way, a wider neural network provides higher parallelism. However, given the same number of parameters, a deep model typically achieves better results than a wide model (Eldan and Shamir, 2016). Thus, modern neural networks are deep rather than wide. For example, a typical layer of BERT (state-of-the-art NLP model) is a 1024-by-1024 matrix. The widest layer of BERT is a 1024-by-4096 matrix. If we disable data parallelism (i.e. set batch size as one), we cannot make full use of the computational power of even one GPU or CPU chip to accelerate a 1024x1024x1024 matrix multiply.

For applications with an extremely wide model or a large single sample, model parallelism can work with data parallelism (e.g. Shazeer et al., 2018). Assume we have $P$ nodes in this situation, and we partition these $P$ nodes into $G$ groups (e.g. $G=256$, $P=1024$). We use model-parallelism within each group and data-parallelism across different groups. Data parallelism dominates in most of our applications (i.e. $G \gg P/G$). Thus, I study the data-parallel DL method, which includes synchronous and asynchronous approaches. My study shows that the synchronous approach can be much faster and more stable than the asynchronous
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1.1. Methods of parallelism. 1.1.1 is data parallelism on 4 machines. 1.1.2 is model parallelism on 3 machines. Let us assume $P$ denotes the number of nodes, Model parallelism partitions the neural network into $P$ pieces whereas data parallelism replicates the neural network itself in each node.

Our recent successes are based on a synchronous data-parallel approach. To scale this approach to more processors, we need to increase the batch size. The motivation behind this is that increasing the batch size as we increase the number of processors can keep the per-processor work constant, which avoids reducing the single processor efficiency.

However, large-batch training is difficult because it introduces a generalization gap, i.e. increasing batch size often leads to a significant loss in test accuracy. Achieving the same accuracy as the baseline (e.g. batch size = 256) is the most challenging task for large-batch training. By controlling the learning rate (LR) during the training process, people can efficiently use large-batch training in some notable applications. Goyal et al., 2017 used linear scaling rule and warmup scheme in ImageNet training with ResNet-50. However, existing methods do not perform well when we increase the batch size beyond 1024 for some models like AlexNet. Also, the approach of Goyal et al., 2017 suffers from accuracy loss when we scale the batch size beyond 8K. Brute-force search or tuning of the hyper-parameters can not solve this problem. To further scale the batch size of existing methods and enable large-batch training to general models and datasets, we need a new optimizer. Our optimizer (You, Gitman, and Ginsburg, 2017), Layer-wise Adaptive Rate Scaling (LARS), was proposed to solve this problem. LARS uses different LRs for different layers based on the runtime information: the norm of the weights ($||w||$) and the norm of the gradients ($||\nabla w||$). The reason behind this technique is that we observe that the trust ratio ($||w||/||\nabla w||$) varies significantly for different layers. The optimal LR of a large-ratio layer may lead to the divergence of a small-ratio layer. To improve the generalization performance, we also add layer-wise weight decay to LARS. Our original LARS (You, Gitman, and Ginsburg, 2017) was simulated on a single-node system. People were sceptical about its robustness on a real distributed system. Therefore,
we designed a distributed-memory LARS (You, Z. Zhang, Cho-Jui Hsieh, et al., 2018; You, Z. Zhang, Cho-Jui Hsieh, et al., 2019), which helped us successfully scale the batch size to 32K without losing accuracy and finish the ImageNet/ResNet training in 14 minutes on a regular CPU cluster (without using any accelerators like GPUs or TPUs). All the ImageNet training speed records used LARS since December of 2017 (Table 1.1). We discuss these results in more detail in Chapter 5.

1.5 General Optimization and Auto-Tuning for DL

Huge models with a large number of parameters and hyper-parameters to tune bring an unprecedented challenge to auto-tuning optimization. I designed the LAMB (Layer-wise Adaptive Moments for Batch training) optimizer that minimizes the users' tuning efforts and achieves state-of-the-art accuracy on a diverse set of applications (You, J. Li, et al., 2020). This project was mentioned in Google's production release.

LAMB helped fast.ai to scale their transformer model to 128 GPUs.

LAMB helped Google establish new state-of-the-art results on GLUE, RACE, and SQuAD benchmarks (Z. Lan et al., 2019).

To motivate LAMB, we note that LARS performs well on a wide range of applications; however, one exception is BERT (Devlin et al., 2018), which is a huge DL language model with 300 million parameters. It builds on top of deep bidirectional transformers for language understanding. The baseline of BERT used the AdamW (Adam with weight decay) optimizer. Previous large-batch training techniques and AdamW perform poorly when we scale to an extremely large batch size (e.g. 16K). BERT training is very time-consuming (around 3 days on 16 TPU-v3 chips). To scale up the BERT batch size, I proposed the LAMB optimizer (You, J. Li, et al., 2020). LAMB supports adaptive element-wise updating and accurate layer-wise correction. LAMB is a general optimizer that works for both small and large batches. Users only need to input the initial LR and no other hyper-parameters. By using LAMB, we are able to scale the batch size of BERT to 64K without losing accuracy. Our study is the first work to reduce the BERT training time from 3 days to 76 minutes. We provide a convergence analysis for both LARS and LAMB to achieve a stationary point in non-convex settings (You, J. Li, et al., 2020). It is well known that the convergence rate of SGD depends on the maximum of all the Lipschitz constants (Ghadimi and G. Lan, 2013a). Our study shows that the convergence rate of LARS/LAMB only depends on the average of all the Lipschitz constants. That means LARS/LAMB can converge faster than SGD in large-batch setting.

Before our study, no optimizer could perform well in all the major DL tasks. For example, all the state-of-the-art ImageNet classification results are achieved by Momentum SGD, which significantly outperforms the adaptive optimizers like Adam. On the other hand, the Adam optimizer can achieve a higher performance than Momentum SGD in BERT training. To the best of our knowledge, LAMB is the first solver that can achieve state-of-the-art accuracy for both ImageNet training and BERT training (You, J. Li, et al., 2020). Even

---
6https://medium.com/@yaroslavvb/scaling-transformer-xl-to-128-gpus-d21875961c5d
using a small batch size, LAMB can still outperform current optimizers. In practice, different applications usually need different batch sizes because they use different hardware resources. LARS or SGD optimizer requires users to re-tune the hyper-parameters when they change the batch size. Re-tuning the hyper-parameters is a non-trivial overhead for a production team (especially at runtime). To solve this problem, I proposed the LEGW (Linear Epoch Gradual Warmup) approach (You, Hseu, et al. [2019]). We also provide theoretical analysis to support LEGW. On top of LARS, LEGW enables users to scale the batch size from 256 to 65536 without tuning any hyper-parameters. LEGW can also automatically pick the learning rate for LAMB. The key difference between LAMB and LEGW is that LAMB is a general optimizer while LEGW is a hyper-parameter tuning framework. We discuss these results in more detail in Chapter 6.
Chapter 2
Communication-Efficient Support Vector Machines

2.1 Introduction

This chapter concerns the development of communication-efficient algorithms and implementations of kernel support vector machines (SVMs). The kernel SVM is a state-of-the-art algorithm for statistical nonlinear classification problems (Corinna Cortes and Vladimir Vapnik, 1995), with numerous practical applications (Joachims, 1998b; Tay and L. Cao, 2001; Leslie, Eskin, and Noble, 2002). However, the method’s training phase greatly limits its scalability on large-scale systems. For instance, the most popular kernel SVM training algorithm, Sequential Minimal Optimization (SMO), has very little locality and low arithmetic intensity; we have observed that it might spend as much as 70% of its execution time on network communication on modern HPC systems.

Intuitively, there are two reasons for SMO’s poor scaling behavior (You, Demmel, Kent Czechowski, L. Song, and Richard Vuduc, 2015). The first reason is that the innermost loop is like a large sparse-matrix-sparse-vector multiply, whose parallel isoefficiency function scales like $W = \Omega(P^2)$. The second reason is that SMO is an iterative algorithm, where the number of iterations scales with the problem size. When combined, these two reasons result in an isoefficiency of $W = \Omega(P^3)$, meaning the method can only effectively use $\sqrt[3]{W}$ processors (refer to Section 5.4.2 of A. Grama, 2003 for $W$ and $P$).

In this chapter, we first evaluate distributed memory implementations of three state-of-the-art SVM training algorithms: SMO (John C Platt, 1999), Cascade SVM (Graf et al., 2004), and Divide-and-Conquer SVM or DC-SVM (Cho-Jui Hsieh, Si Si, and Inderjit S Dhillon, 2013). Our implementations of the latter two are the first-of-their-kind for distributed

---

1In parallel computing, the isoefficiency function denotes the growth rate of the problem size $W$ required to keep the efficiency fixed as the number of processors $P$ increases. A small isoefficiency function means that a small increase in the problem size is enough for an efficient utilization of an increasing number of processors, suggesting that the algorithm scales very well. However, a large isoefficiency function indicates a poorly scalable algorithm.
memory systems, as far as we know. We then optimize these methods through a series of
techniques including: (1) developing a Divide-and-Conquer Filter (DC-Filter) method, which
combines Cascade SVM with DC-SVM to balance accuracy and performance; (2) designing a
Clustering-Partition SVM (CP-SVM) to improve the parallelism, reduce the communication,
and improve accuracy relative to DC-Filter; and (3) designing 3 versions of a Communication-
Efficient SVM or CE-SVM (BKM-SVM, FCFS-SVM, CA-SVM) that achieves load-balance
and significantly reduces the amount of inter-node communication. Our contributions are:

(1) We convert a communication-intensive algorithm to an embarrassingly-parallel algo-
rithm by significantly reducing the amount of inter-node communication.
(2) CE-SVM achieves significant speedups over the original algorithm with only small
losses in accuracy on our test sets. In this way, we manage to balance the speedup and
accuracy.
(3) We optimize the state-of-the-art training algorithms step-by-step, which both points
out the problems of the existing approaches and suggests possible solutions.

For example, FCFS-SVM achieves $2-13 \times (6\times$ on average) speedups over distributed SMO
algorithm with comparable accuracies. The accuracy losses range from none to 1.1% (0.47%
on average). According to previous work by others, such accuracy losses may be regarded
as small and are likely to be tolerable in practical applications. FCFS-SVM improves the weak
scaling efficiency from 7.9% to 39.4% when we increase the number of processors from 96 to
1536 on NERSC’s Edison system (NERSC, 2016).

This chapter is based on a joint work with James Demmel, Kent Czechowski, Le Song,
and Rich Vuduc. It was published as a journal paper entitled Design and implementation
of a communication-optimal classifier for distributed kernel support vector machines (You,

2.2 Background and Related Work

SVMs have two major phases: training and prediction. The training phase builds the model
from a labeled input data set, which the prediction phase uses to classify new data. The
training phase is the main limiter to scaling, both with respect to increasing the training
set size and increasing the number of processors. By contrast, prediction is embarrassingly
parallel and fairly “cheap” per data point. Therefore, we focus on training, just like prior
papers on SVM-acceleration (John C Platt, 1999; L. J. Cao and Keerthi, 2006; Graf et al.,
2004).

In terms of potential training algorithms, there are many options. In this chapter, we
focus on a class of algorithms we will call partitioned SMO algorithms. These algorithms work
essentially by partitioning the data set, building kernel SVM models for each partition using
SMO as a building block, and then combining the models to derive a single final model. In
addition, they estimate model parameters using iterative methods. We focus on two exemplars
of this class, Cascade SVM (§2.2) and Divide-and-Conquer SVM (§2.2). We briefly survey
alternative methods in §2.2. Our primary reason for excluding them in this study is that they
use very different approaches that are both complex to reproduce and that do not permit the same kind of head-to-head comparisons as we wish to consider here.

**SVM Training and Prediction**

We focus on two-class (binary-class) kernel SVMs, where each data point has a binary label that we wish to predict. Multi-class (3 or more classes) SVMs may be implemented as several independent binary-class SVMs; a multi-class SVM can be easily processed in parallel once its constituent binary-class SVMs are available. The training data in an SVM consists of \( m \) samples, where each sample is a pair \((X_i, y_i)\) and \( i \in \{1, 2, ..., m\} \). \( X_i \) is the \( i \)-th training sample, represented as a vector of features. Each \( y_i \) is the \( i \)-th sample’s label; in the binary case, each \( y_i \) has one of two possible values, \(-1, 1\). Mathematically, the kernel SVM training is typically carried out in its dual formulation where a set of coefficients \( \alpha_i \) (called Lagrange multipliers), with each \( \alpha_i \) associated with a sample \((X_i, y_i)\), are found by solving the following linearly-constrained convex Quadratic Programming (QP) problem, eqns. (2.1–2.2):

Maximize: \[
F(\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j K_{i,j}
\]  
Subject to: \[
\sum_{i=1}^{m} \alpha_i y_i = 0 \quad \text{and} \quad 0 \leq \alpha_i \leq C, \quad \forall i \in \{1, 2, ..., m\}
\]

Here, \( C \) is a regularization constant that attempts to balance generality and accuracy; and \( K_{i,j} \) denotes the value of a kernel function evaluated at a pair of samples, \( X_i \) and \( X_j \). (Typical kernels appear in Table 2.1.) The value \( C \) is chosen by the user.

The training produces the vector of Lagrange multipliers, \([\alpha_1, \alpha_2, ..., \alpha_m]\). The predicted label for a new sample, \( \hat{X} \), is computed by evaluating eqn. (2.3),

\[
\hat{y} = \sum_{i=1}^{m} \alpha_i y_i K(\hat{X}, X_i)
\]

In effect, \( \alpha \) in eqn. (2.3) is the model learned during training. One goal of SVM training is to produce a compact model, that is, one whose \( \alpha \) coefficients are sparse or mostly zero. The set of samples with non-zero \( \alpha_i \) are called the support vectors. Observe that only the samples with non-zero Lagrange multipliers \( (\alpha_i \neq 0) \) can have an effect on the prediction result.

It is worth noting that \( K(X_i, X_j) \) is (re)computed on demand by all algorithms that use it, as opposed to computing all values once and storing them. The reason is that the kernel matrix needs \( O(m^2) \) memory, which is prohibitive for real-world applications because \( m \) is usually much larger than the sample dimension. For example, a 357 MB dataset (520,000 × 90 matrix) (Bertin-Mahieux et al., 2011) would generate a 2000 GB kernel matrix. To clarify the notation, \( K(X_i, X_j) \) means the kernel function that computes the kernel value of \( X_i \) and \( X_j \). \( K_{i,j} \) means the value at \( i \)-th row and \( j \)-column of kernel matrix \( K \), so we have \( K_{i,j} = K(X_i, X_j) \).
Sequential Minimal Optimization (SMO)

The most widely used kernel SVM training algorithm is Platt’s *Sequential Minimal Optimization (SMO)* algorithm (John C Platt, 1999). It is the basis for popular SVM libraries and tools, including LIBSVM (C.-C. Chang and C.-J. Lin, 2011) and GPUSVM (Catanzaro, Sundaram, and Keutzer, 2008). The overall structure of the SMO algorithm appears in Alg. 1. In essence, it iteratively evaluates the following formulae:

\[
 f_i = \sum_{j=1}^{m} \alpha_j y_j K(X_i, X_j) - y_i \quad (2.4)
\]

\[
 \hat{f}_i = f_i + \Delta \alpha_{\text{high}} y_{\text{high}} K_{\text{high},i} + \Delta \alpha_{\text{low}} y_{\text{low}} K_{\text{low},i} \quad (2.5)
\]

\[
 \Delta \alpha_{\text{low}} = \frac{y_{\text{low}} (b_{\text{high}} - b_{\text{low}})}{K_{\text{high,high}} + K_{\text{low,low}} - 2 K_{\text{high,low}}} \quad (2.6)
\]

\[
 \Delta \alpha_{\text{high}} = -y_{\text{low}} y_{\text{high}} \Delta \alpha_{\text{low}} \quad (2.7)
\]

For a detailed performance bottleneck analysis of SMO, see You et al. (You, Shuaiwen Song, et al., 2014). The most salient observations we can make are that (a) the dominant update rule is eqn. (2.4), which is a matrix-vector multiply (with kernel); and (b) the number of iterations necessary for convergence will tend to scale with the number of samples, \(m\).

All of the algorithmic improvements in this chapter start essentially from SMO. In particular, we adopt the approach of Cao et al. (L. J. Cao and Keerthi, 2006), who designed a parallel SMO implementation for distributed memory systems. As far as we know, it is the best distributed SMO implementation so far. The basic idea is to partition the data among nodes and launch a big distributed SVM across those nodes. This means all the nodes share one model during the training phase. Their implementation fits within a map-reduce framework. The two-level (“local” and “global”) map-reduce strategy of Catanzaro et al. can significantly reduce the amount of communication (Catanzaro, Sundaram, and Keutzer, 2008). However, Catanzaro et al. target single-node (single-GPU) systems, whereas we focus on distributed memory scaling.

Cascade SVM

Cascade SVM is a multi-layer approach designed with distributed systems in mind (Graf et al., 2004). As Fig. 2.1 illustrates, its basic idea is to divide the SVM problem into \(P\) smaller SVM sub-problems, and then use a kind of “reduction tree” to re-combine these smaller SVM sub-problems.
Algorithm 1 Sequential Minimal Optimization (SMO)

Input the samples \( X_i \) and labels \( y_i, \forall i \in \{1, 2, ..., m\} \).

\[
\alpha_i = 0, \quad f_i = -y_i, \quad \forall i \in \{1, 2, ..., m\}.
\]

\[
b_{\text{high}} = -1, \quad \text{high} = \min\{i : y_i = 1\}
\]

\[
b_{\text{low}} = 1, \quad \text{low} = \min\{i : y_i = -1\}.
\]

Update \( \alpha_{\text{high}} \) and \( \alpha_{\text{low}} \) according to Equations 2.6 and 2.7.

Update \( f_i \) according to Equation 2.5, \( \forall i \in \{1, 2, ..., m\} \).

\[
I_{\text{high}} = \{i : 0 < \alpha_i < C \lor y_i > 0, \alpha_i = 0 \lor y_i < 0, \alpha_i = C\}
\]

\[
I_{\text{low}} = \{i : 0 < \alpha_i < C \lor y_i > 0, \alpha_i = C \lor y_i < 0, \alpha_i = 0\}
\]

\[
\text{high} = \arg\min\{f_i : i \in I_{\text{high}}\}
\]

\[
\text{low} = \arg\max\{f_i : i \in I_{\text{low}}\}
\]

\[
b_{\text{high}} = \min\{f_i : i \in I_{\text{high}}\}, \quad b_{\text{low}} = \max\{f_i : i \in I_{\text{low}}\}
\]

Update \( \alpha_{\text{high}} \) and \( \alpha_{\text{low}} \) according to Equations 2.6 and 2.7.

If \( b_{\text{low}} > b_{\text{high}} \), then go to Step 6.

models into a single result. The subproblems and combining steps could in principle use any SVM training method, though in this chapter we consider those that use SMO. A Cascade SVM system with \( P \) computing nodes has \( \log(P) + 1 \) layers. In the same way, the whole training dataset \( (TD) \) is divided into \( P \) smaller parts \( (TD_1, TD_2, ..., TD_P) \), each of which is processed by one sub-SVM. The training process selects certain samples (with non-zero Lagrange multiplier, i.e. \( \alpha_i \)) out of all the samples. The set of support vectors, \( SV \), is a subset of the training dataset \( (SV_i \subseteq TD_i, i \in \{1, 2, ..., P\}) \). Each sub-SVM can generate its own \( SV \). For Cascade, only the \( SV \) will be passed from the current layer to next layer. The \( \alpha_i \) of each support vector will also be passed to the next layer to provide a good initialization for the next layer, which can significantly reduce the iterations for convergence. On the next layer, any two consecutive \( SV \) sets \( (SV_i \) and \( SV_{i+1} \) will be combined into a new sub-training dataset. In this way, there is only one sub-SVM on the \( (\log(P) + 1) \)-st layer.

Divide-and-Conquer SVM (DC-SVM)

DC-SVM is similar to Cascade SVM (Cho-Jui Hsieh, Si Si, and Inderjit S Dhillon, 2013). However, it differs in two ways: (1) Cascade SVM partitions the training dataset evenly on the first layer, while DC-SVM uses K-means clustering to partition the dataset; and (2) Cascade SVM only passes the set of support vectors from one layer to the next, whereas DC-SVM passes all of the training dataset from layer to layer. At the last layer of DC-SVM, a single SVM operates on the whole training dataset.

K-means clustering: since K-means clustering is a critical sub-step for DC-SVM, we review it here. The objective of K-means clustering is to partition a dataset \( TD \) into \( k \in \mathbb{Z}^+ \) sub-datasets \( (TD_1, TD_2, ..., TD_k) \), using a notion of proximity based on Euclidean distance (Forgy, 1965). The value of \( k \) is chosen by the user. Each sub-dataset has a center \( (CT_1, CT_2, ..., CT_k) \). The center has the same structure as a sample (i.e. \( n \)-dimensional vector). Sample \( X \) will belong to \( TD_i \) if \( CT_i \) is the closest data center to \( X \). In this work, \( k \) is set to
Figure 2.1: This figure is an illustration of Cascade SVM (Graf et al., 2004). Different layers have to be processed sequentially, i.e. layer $i + 1$ can only be processed after layer $i$ has been finished. The tasks in the same level can be processed concurrently. If the result at the bottom layer is not good enough, the user can distribute all the support vectors (SV15 in the figure) to all the nodes and re-do the whole pass from the top layer and to the bottom layer. However, for most applications, the result will not become better after another Cascade pass. One pass is enough in most cases.

be the number of processors. A naive version of K-means clustering appears in Alg. 2.

**Algorithm 2** Naive K-means Clustering

Input the training samples $X_i$, $i \in \{1, 2, ..., m\}$. Initialize data center $CT_1, CT_2, ..., CT_k$ randomly.

set $\delta = 0$

For every $i$, set $c^i = \arg\min_j ||X_i - CT_j||$.

If $c^i$ has been changed, $\delta = \delta + 1$

For every $j$, set $CT_j = \frac{\sum_{i=1}^{m} 1\{c^i = j\}X_i}{\sum_{i=1}^{m} 1\{c^i = j\}}$, $j \in \{1, 2, ..., k\}$.

If $\delta/m >$ threshold, then go to Step 3.

**Other methods**

There are other potential algorithms for SVMs. One method uses matrix factorization of the kernel matrix $K$ (E. Y. Chang, 2011). Another class of methods relies on solving the QP problem using an iteration structure that considers more than two points at a time (G. Wu et al., 2006; Zanni, Serafini, and Zanighrati, 2006). Additionally, there are other optimizations for serial approach (Joachims, 1999; John C Platt, 1999; Fan, P.-H. Chen, and C.-J. Lin, 2005) or parallel approach on shared memory systems (Catanzaro, Sundaram, and Keutzer, 2008; T.-K. Lin and Chien, 2010). All of these approaches are hard to compare "head-to-head"
against the partitioned SMO schemes this chapter considers, so we leave such comparisons for future work.

2.3 Re-Design Divide-and-Conquer Method

Performance Modeling for Existing Methods

In this section, we will do performance modeling for the three related methods mentioned in Section 2.2. The related terms are in Table 2.2 and the proofs can be found in (You, Demmel, Kent Czechowski, L. Song, and Richard Vuduc, 2015). To evaluate the scalability, we refer to Iso-efficiency function (Section 5.4.2 of A. Grama, 2003), shown in Equation (2.8) where $E (E = T_1 / (pT_p))$ is the desired scaling efficiency (Specifically, $T_1 = t_cW$ where $t_c$ is the time per flop. In this chapter, to make it simple, we normalize so that $t_c = 1$. In the same way, $t_s$ and $t_w$ in Table 2.2 actually are ratios of communication time to flop time). $T_o$ is the overall overhead, $T_o^{comm}$ is the communication overhead, and $T_o^{comp}$ is the computation overhead. The minimum problem size $W$ can usually be obtained as a function of $P$ by algebraic manipulations. This function dictates the growth rate of $W$ required to keep the efficiency fixed as $P$ increases. For example, the Iso-efficiency function of 1D Mat-Vec-Mul is $W = \Omega(P^2)$, and it is $W = \Omega(P)$ for 2D Mat-Vec-Mul (Section 8.1 of (A. Grama, 2003), $W = n^2$ where $n$ is the matrix dimension for Mat-Vec-Mul). Mat-Vec-Mul is more scalable with 2-D partitioning because it can deliver the same efficiency on more processors with 2-D partitioning ($P = O(W)$) than with 1-D partitioning ($P = O(\sqrt{W})$).

\[
W = \frac{E}{1 - E} T_o = \frac{E}{1 - E} (T_o^{comm} + T_o^{comp})
\]  (2.8)
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Distributed SMO (Dis-SMO)

Our Dis-SMO implementation is based on the idea of Cao’s paper, we also include Catanzaro’s improvements in the code. The serial runtime ($T_1$) of a SMO iteration is $2mn$ and its parallel runtime ($T_p$) per iteration is in Equation (2.9). Based on the terms in Table 2.2, the parallel overhead ($T_o$) can be obtained in Equation (2.10). The scaling model is in Table 2.4. This model is based on single-iteration SMO. However, the model of the completely converged SMO algorithm will be worse (i.e. the lower bound will be larger) because the number of iterations is proportional to the number of samples (Table 2.3). This will furthermore jeopardize the scalability for large-scale computation.

Table 2.3: The number of iterations with different number of samples, epsilon and forest are the test datasets

<table>
<thead>
<tr>
<th>Samples</th>
<th>10k</th>
<th>20k</th>
<th>40k</th>
<th>80k</th>
<th>160k</th>
<th>320k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iters (epsilon)</td>
<td>4682</td>
<td>8488</td>
<td>15065</td>
<td>26598</td>
<td>49048</td>
<td>90320</td>
</tr>
<tr>
<td>Iters (forest)</td>
<td>3057</td>
<td>6172</td>
<td>11495</td>
<td>22001</td>
<td>47892</td>
<td>103404</td>
</tr>
</tbody>
</table>

$$T_p = 14\log Pt_s + (2n\log P + 4P^2)t_w + \frac{2mn + 4m}{P} + 2P + n$$  \hspace{1cm} (2.9)$$

$$T_o = 14P\log Pt_s + [2nP\log P + 4P^2]t_w + 4m + 2P^2 + nP$$  \hspace{1cm} (2.10)$$

Cascade and DC-SVM

The communication and computation Iso-efficiency functions of Cascade are in Equation (2.11) and Equation (2.12) respectively. Since $V_{1+\log P}$ is the number of support vectors of the whole system, we can get that $V_{1+\log P} = \Theta(m)$. On the other hand, the number of training samples can not be less than the number of nodes (i.e. $m = \Omega(P)$), because we can not keep all $P$ nodes busy. That is $V_{1+\log P} = \Omega(P)$. Therefore, after substituting $V_{1+\log P}$ by $\Omega(P)$ in Equation (2.11), we obtain that the lower bound of communication Iso-efficiency function $W = \Omega(P^3)$. Because we can not predict the number of support vectors and the number of iterations on each level (i.e. $V_{k-1}$ and $L_k$ in Equation (2.12)) beforehand, we can only get the upper bound for the computation Iso-efficiency function (Table 2.4). For DC-SVM, since the K-means time is significantly less than the SVM time (Tables 2.9 to 2.14), we ignore the effect of K-means on the whole system performance. Therefore, we get the Iso-efficiency function of DC-SVM by replacing $V_{k}$ of Cascade with $m$ (Table 2.4).

$$W_{\text{cascade, comm}} = \Theta((\sum_{k=2}^{\log P} n2^k V_k) + P^2V_{1+\log P})$$  \hspace{1cm} (2.11)$$

$$W_{\text{cascade, comp}} = \Theta(n(\sum_{k=2}^{1+\log P} L_k V_{k-1}2^k - 2Im))$$  \hspace{1cm} (2.12)$$
Table 2.4: Scaling Comparison for Iso-efficiency Function

<table>
<thead>
<tr>
<th>Method</th>
<th>Communication</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D Mat-Vec-Mul</td>
<td>$W = \Omega(P^2)$</td>
<td>$W = \Theta(P^2)$</td>
</tr>
<tr>
<td>2D Mat-Vec-Mul</td>
<td>$W = \Omega(P)$</td>
<td>$W = \Theta(P)$</td>
</tr>
<tr>
<td>Distributed-SMO</td>
<td>$W = \Omega(P^3)$</td>
<td>$W = \Omega(P^2)$</td>
</tr>
<tr>
<td>Cascade</td>
<td>$W = \Omega(P^3)$</td>
<td>$W = O(\sum_{k=1}^{logP} nL_kV_{k-1}2^k)$</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>$W = \Omega(P^3)$</td>
<td>$W = O(\sum_{k=1}^{logP} nL_km2^k)$</td>
</tr>
</tbody>
</table>

We compare with Mat-Vec-Mul, which is a typical communication-intensive kernel. Actually, the scalability of these three methods are even worse than 1D Mat-Vec-Mul, which means we need to design a new algorithm to scale up SVM on future exascale computing systems. Our scaling results in Section 2.5 are in line with our analysis.

**DC-Filter: Combination of Cascade and DC-SVM**

From our experimental results, we observe that Cascade is faster than Dis-SMO. However, the classification accuracy of Cascade is worse. DC-SVM can obtain a higher classification accuracy. Nevertheless, the algorithm becomes extremely slow (Tables 2.9 to 2.14). The reason is that DC-SVM has to pass all the samples layer-by-layer, and this significantly increases the communication overhead. In addition, more data on each node means the processors have to do more on-chip communication and computation. Therefore, our first design is to combine Cascade with DC-SVM. We refer to this approach as Divide-and-Conquer Filter (DC-Filter).

Like DC-SVM, we apply K-means in DC-Filter to get a better data partition, which can help to get a good classification accuracy (Cho-Jui Hsieh, Si Si, and Inderjit S Dhillon, 2013). It is worth noting that K-means itself does not significantly increase the computation and communication overhead (Tables 2.9 to 2.14). For example, K-means converges in 7 loops and only costs less than 0.1% of the total runtime for processing the ijcn dataset. However, we need to redistribute the data after K-means, which may increase the communication overhead. On the other hand, we apply the filter function of Cascade in the combined approach. On each layer, only the support vectors rather than all the training samples will be sent to next layer, which is like a filter since SV is a subset of the original training dataset. The Lagrange multiplier of each support vector will be sent with it to give a good initialization for next layer, which can reduce the number of iterations for convergence (Graf et al., 2004). In our experiments, the speed and accuracy of DC-Filter fall in between Cascade and DC-SVM, or perform better than both of them. DC-Filter is a compromise between these two existing approaches, which is our first attempt to balance the accuracy and the speedup.
2.4 Communication-Efficient Design

CP-SVM: Clustering-Partition SVM

The node management for Cascade, DC-SVM, and DC-Filter are actually similar to each other (i.e. Fig. 2.1). Table 2.5 provides the detailed profiling result of a toy Cascade example to show how they work. We can observe that only 27% (5.49/20.1) of the total time is spent on the top layer, which makes full use of all the nodes. In fact, almost half (9.69/20.1) of the total time is spent on the bottom layer, which only uses one node. In this situation, the Cascade-like approach does not perform well because the parallelism in most of the algorithm is extremely low. The weighted average number of nodes used is only 3.3 (obtained by Equation (2.13)) for the example in Table 2.5. However, the system actually occupies 8 nodes for the whole runtime. Specifically, the parallelism is decreasing by a factor of 2 layer-by-layer. For some datasets (e.g. Table 2.10), the lower level can be fast and converge within $\Theta(1)$ iterations. For other datasets (e.g. Table 2.5), the lower level is extremely slow and becomes the bottleneck of the runtime performance. Therefore, we need to redesign the algorithm again to make it highly parallel and make full use of all the computing nodes.

$$\sum_{l=1}^{1+\log P} ((\text{time of layer } l) \times (\# \text{nodes of layer } l))$$

The analysis in this section is based on the Gaussian kernel with $\gamma > 0$ because it is the most widely used case (Catanzaro, Sundaram, and Keutzer, 2008). Other cases can work in the same way with different implementations. For any two training samples, their kernel function value is close to zero ($\exp\{-\gamma ||X_i - X_j||^2\} \to 0$) when they are far away from each other in Euclidean distance ($||X_i - X_j||^2 \to \infty$). Therefore, for a given sample $\hat{X}$, only the support vectors close to $\hat{X}$ can have an effect on the prediction result (Equation (2.3)) in the classification process. Based on this idea, we can divide the training dataset into $P$ parts ($TD_1, TD_2, ..., TD_P$). We use K-means to divide the initial dataset since K-means clustering is based on Euclidean distance. After K-means clustering, each sub-dataset will get its data center ($CT_1, CT_2, ..., CT_P$). Then we launch $P$ independent support vector machines ($SVM_1, SVM_2, ..., SVM_P$) to process these $P$ sub-datasets, which is like the top layer of the DC-Filter algorithm.

After the training process, each sub-SVM will generate its own model file ($MF_1, MF_2, ..., MF_P$). We can use these model files independently for classification. For a given sample $\hat{X}$, if its closest data center (in Euclidean distance) is $CT_i$, we will only use $MF_i$ to make a prediction for $\hat{X}$ because the support vectors in other model files have little impact on the classification result. Fig. 2.2 is the general flow of CP-SVM. CP-SVM is highly parallel because all the sub-problems are independent of each other. The communication overhead of CP-SVM is from K-means clustering and data distribution. CP-SVM generally is faster than the previous algorithms and its accuracy is closer to the SMO algorithm (Tables 2.9 to 2.14). However, in terms of scalability and speed, it is still not good enough. It is worth noting that K-means itself does not significantly increase the computation and communication cost.
Table 2.5: Profile of 8-node & 4-layer Cascade for a subset of ijcnn dataset

<table>
<thead>
<tr>
<th>level 1&lt;sup&gt;st&lt;/sup&gt; node rank</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>samples</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
<td>6000</td>
</tr>
<tr>
<td>time: 5.49s</td>
<td>4.87</td>
<td>4.92</td>
<td>4.90</td>
<td>4.68</td>
<td>5.12</td>
<td>5.10</td>
<td>5.49</td>
<td>4.71</td>
</tr>
<tr>
<td>iter: 6168</td>
<td>5648</td>
<td>5712</td>
<td>5666</td>
<td>5415</td>
<td>5936</td>
<td>5904</td>
<td>6168</td>
<td>5453</td>
</tr>
<tr>
<td>SVs: 5532</td>
<td>746</td>
<td>715</td>
<td>717</td>
<td>718</td>
<td>686</td>
<td>707</td>
<td>721</td>
<td>699</td>
</tr>
<tr>
<td>level 2&lt;sup&gt;nd&lt;/sup&gt; node rank</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samples</td>
<td>1461</td>
<td>1435</td>
<td>1393</td>
<td>1420</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time: 1.58s</td>
<td>1.58</td>
<td>1.50</td>
<td>1.35</td>
<td>1.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iter: 7485</td>
<td>7485</td>
<td>7211</td>
<td>6713</td>
<td>7035</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVs: 5050</td>
<td>1292</td>
<td>1263</td>
<td>1256</td>
<td>1239</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>level 3&lt;sup&gt;rd&lt;/sup&gt; node rank</td>
<td>1</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samples</td>
<td>2555</td>
<td>2495</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time: 3.34s</td>
<td>3.34</td>
<td>3.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iter: 9081</td>
<td>8975</td>
<td>9081</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVs: 4699</td>
<td>2388</td>
<td>2311</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>level 4&lt;sup&gt;th&lt;/sup&gt; node rank</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>samples</td>
<td>4699</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time: 9.69s</td>
<td>9.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iter: 14052</td>
<td>14052</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVs: 4475</td>
<td>4475</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

overhead. However, we need to redistribute the data after K-means, which may increase the communication overhead.

Communication-Efficient SVM

Based on the profiling result in Fig. 2.6, we can observe that CP-SVM is not well load-balanced. The reason is that the partitioning by K-means is irregular and imbalanced. For example, processor 2 in Fig. 2.6 has to handle 35,137 samples while processor 7 only needs to process 9,685 samples. Therefore, we need to replace K-means with a better partitioning algorithm that balance the load while maintaining accuracy. We design three versions of balanced partitioning algorithms and use them to build the communication-efficient algorithms.

First Come First Served (FCFS) SVM

The goal of FCFS is to assign an equal number of samples $m/P$ to each processor, where each sample is assigned to the processor with the closest center that has not already been assigned $m/P$ samples. Centers are the locations of the first particles randomly chosen and assigned to each processor. (Other choices of centers are imaginable, such as doing K-means;
Figure 2.2: General Flow for CP-SVM. In the training part, different SVMs process its own dataset independently. In the classification part, different models can make the prediction independently.

Balanced K-means (BKM) SVM

As mentioned above, the objective of BKM partitioning algorithm is to make the number of samples on each node close to $m/P$ (a machine node corresponds to a data center) based on Euclidean distance. The basic idea of this algorithm is to slightly rearrange the results of the original K-means algorithm. We will keep moving samples from the over-loaded centers to under-loaded centers till they are balanced. The balanced K-means partitioning method is detailed in Algorithm 4. Lines 1-4 of Algorithm 4 compute the K-means clustering of all the inputs. In lines 6-8, we calculate the Euclidean distance distance between every sample and every center: $\text{dist}[i][j]$ is the Euclidean distance between $i$-th sample and $j$-th center. The variable balanced is the number of samples every center should have in the load-balanced
Algorithm 3 First Come First Served Partitioning

Input:
- \( SA[i] \) is the \( i \)-th sample
- \( m \) is the number of samples
- \( P \) is the number of clusters (processes)

Output:
- \( MB[i] \) is the closest center to \( i \)-th sample
- \( CT[i] \) is the center of \( i \)-th cluster
- \( CS[i] \) is the size of \( i \)-th cluster

Randomly pick \( P \) samples from \( m \) samples (\( RS[1:P] \))

\[
\text{for } i \in 1 : P \text{ do}
\]
\[
CT[i] = RS[i] \quad CS[i] = 0
\]
\[
\text{end}
\]

\[
\text{balanced} = m / P \quad \text{for } i \in 1 : m \text{ do}
\]
\[
\text{mindis} = \infty \quad \text{minind} = 0 \quad \text{for } j \in 1 : P \text{ do}
\]
\[
dist = \text{EuclideanDistance}(SA[i], CT[j]) \quad \text{if } dist < \text{mindis} \quad \text{and } CS[j] < \text{balanced} \text{ then}
\]
\[
\text{mindis} = dist \quad \text{minind} = j
\]
\[
\text{end}
\]
\[
CS[\text{minind}]++ \quad MB[i] = \text{minind}
\]
\[
\text{end}
\]

\[
\text{for } i \in 1 : P \text{ do}
\]
\[
CT[i] = 0
\]
\[
\text{end}
\]

\[
\text{for } i \in 1 : m \text{ do}
\]
\[
j = MB[i] \quad CT[j] += SA[i]
\]
\[
\text{end}
\]

\[
\text{for } i \in 1 : P \text{ do}
\]
\[
CT[i] = CT[i] / CS[i]
\]
\[
\text{end}
\]

situation. After the K-means clustering, some centers will have more than \( \text{balanced} \) samples.

In lines 9-26, the algorithm will move some samples from the over-loaded centers to the under-loaded centers. For a given over-loaded center, we will find the farthest sample (lines 13-16). The id of the farthest sample is \( \text{maxind} \). In lines 17-23, we find the closest under-loaded center to sample \( \text{maxind} \). In lines 24-26, we move sample \( \text{maxind} \) from its over-loaded center to the best under-loaded center. In lines 27-33, we recompute the data center by averaging the all the samples in a certain center. Recomputing the centers by averaging is optional. Fig. 2.5 is an example of Algorithm 4. After the BKM algorithm is finished and the load-balance is achieved, the algorithm framework is the same as CP-SVM.
Algorithm 4 Balanced K-means Partitioning

Input:
- $SA[i]$ is the $i$-th sample
- $m$ is the number of samples
- $P$ is the number of clusters (processes)

Output:
- $MB[i]$ is the closest center to $i$-th sample
- $CT[i]$ is the center of $i$-th cluster
- $CS[i]$ is the size of $i$-th cluster

Randomly pick $P$ samples from $m$ samples ($RS[1:P]$)

for $i \in 1 : P$
\[
\begin{align*}
CT[i] &= RS[i] \\
\end{align*}
\]
end

for $i \in 1 : m$
\[
\begin{align*}
dist[i][j] &= \text{EuclideanDistance}(SA[i], CT[j]) \\
\end{align*}
\]
end

for $j \in 1 : P$
\[
\begin{align*}
\text{while } CS[j] > \text{balanced } \text{do} \\
\quad \text{maxdist} = 0 \\
\quad \text{maxind} = 0 \\
\quad \text{for } i \in 1 : m \text{ do} \\
\quad \quad \text{if } dist[i][j] > \text{maxdist} \text{ and } MB[i] = j \text{ then} \\
\quad \quad \quad \text{maxdist} = dist[i][j] \\
\quad \quad \quad \text{maxind} = i \\
\quad \text{end} \\
\text{end} \\
\text{mindist} = \inf \text{ minind} = j \\
\text{for } k \in 1 : P \text{ do} \\
\quad \text{if } dist[maxind][k] < \text{mindist} \text{ then} \\
\quad \quad \text{mindist} = dist[maxind][k] \\
\quad \text{minind} = k \\
\text{end} \\
MB[maxind] = \text{minind} \\
CS[j] = CS[j] - 1 \\
CS[minind] = CS[minind] + 1 \\
\end{align*}
\]
end
for $i \in 1 : P$
\[
\begin{align*}
CT[i] &= 0 \\
\end{align*}
\]
end
for $i \in 1 : m$
\[
\begin{align*}
j &= MB[i] \\
CT[j] &= SA[i] \\
\end{align*}
\]
end
for $i \in 1 : P$
\[
\begin{align*}
CT[i] &= CT[i] / CS[i] \\
\end{align*}
\]
end
2.3.1 We have 8 samples (S0-S7). In the load-balanced situation, each center has 2 samples. The closest center to S0 is C2 (1<3<4<5). Since C2 is under-loaded, we move S0 to C2. After loaded, we move S1 to C3. After this, C2 is still under-loaded. The closest center to S1 is C3 (0<1<2<7). Since C3 is under-loaded, we move S1 to C3. After this, C3 is still under-loaded. The closest center to S2 is C0 (3<4<6<8). Since C0 is under-loaded, we move S2 to C0. After loaded, we move S3 to C3. After this, C0 is still under-loaded. The closest center to S3 is C3 (1<3<4<8). Since C3 is under-loaded, we move S3 to C3. After loaded, we move S4 to C0. After this, C0 is balanced. The closest center to S4 is C0 (2<4<6<7). Since C0 is under-loaded, we move S4 to C0. After this, C0 is balanced. The closest center to S5 is C0 (0<1<3<7). Since C0 and C3 are balanced, we move S5 to C1. After this, C3 is balanced. The closest center to S6 is C3 (4<6<8<9). Since C3 is balanced, we move S6 to C2. After this, C2 is balanced. Since only C1 is under-loaded, (0<1<3<7). Since C0 and C3 are balanced, we move S7 to C1. After this, C1 is balanced. After this, all the centers are balanced.

**Figure 2.3** This is an example of First Come First Served (FCFS) partitioning algorithm. Each figure is a distance matrix, which is referred as dist. For example, dist[i][j] is the distance between i-th center and j-th sample. The color of the matrix in the first figure is the original color. If dist[i][j] has a different color than the original one, then it means that j-th sample belongs to i-th center.

### Communication-Avoiding SVM (CA-SVM)

For CA-SVM, the basic idea is to randomly divide the original training dataset into P parts \((TD_1, TD_2, ..., TD_P)\) evenly. After partitioning, each sub-dataset will generate its own data center \((CT_1, CT_2, ..., CT_P)\). For \(TD_i\) \((i \in \{1, 2, ..., P\})\), its data center (i.e. \(CT_i\)) is the average of all the samples on node \(i\). Then we launch \(P\) independent support vector
Figure 2.4: The figure shows that the partitioning by K-means is imbalanced while the partitioning by FCFS is balanced. Specifically, each node has exactly 20,000 samples after FCFS partitioning. The test dataset is *face* with 160,000 samples (361 features per sample). 8 nodes are used in this test.

machines ($SVM_1, SVM_2, ..., SVM_P$) to process these $P$ sub-datasets in parallel. After the training process, each sub-SVM will generate its own model file ($MF_1, MF_2, ..., MF_P$). Like CP-SVM, we can use these model files independently for classification. For any unknown sample ($\hat{X}$), if its closest data center is $CT_i$, we will only use $MF_i$ to make prediction for $\hat{X}$. The communication overheads of CP-SVM and BKM-SVM are from the data transfer and distribution in K-means like partitioning algorithm. The communication overhead of FCFS-SVM is from the FCFS clustering method. In this new method, we replace the K-means variants or FCFS with a no-communication partition. Thus, we can also directly refer it as CA-SVM (Communication-Avoiding SVM). However, this assumes that originally the dataset is distributed to all the nodes. To give a fair comparison, we implement two versions of CA-SVM. *casvm1* means that we put the initial dataset on just one node, which needs communication to distribute the dataset to different nodes. *casvm2* means that we put the initial dataset on different nodes, which needs no communication (Fig. 2.8). All the results of CA-SVM in Section 2.5 are based on casvm2. CA-SVM may lose accuracy because evenly-randomly dividing does not get the best partitioning in terms of Euclidean distance. However, the results in Tables 2.9 to 2.14 show that it achieves significant speedup with comparable results.

The framework of CA-SVM is shown in Algorithm 5. The prediction process may need a little communication. However, both the data centers and test samples are pretty small compared with the training samples. Also, the overhead of single variable reduce operation is very low. This communication will not bring about significant overhead. On the other hand, the majority of SVM time is spent on the training process. Like previous work (e.g. SMO, Cascade, DC-SVM), the focus of this chapter is on optimizing the training process.
2.5.1 We have 8 samples (S0-S7) and want to distribute them to 4 centers (C0-C3). In the load balanced situation, each center has 2 samples.

2.5.2 After regular K-means, C0 has 4 samples and C3 has 3 samples. We need to move some samples from them to the under-loaded centers.

2.5.3 We move S2 from C0 since it is the worst sample of C0. The first choice is C3, but C3 is overloaded. So we move S2 to C1.

2.5.4 We move S4 from C0 since C0 is still overloaded. The first choice is C2. C2 is under-loaded, so we move S4 to C2.

2.5.5 We move S6 from C3 since it is the worst sample of C3. Both C0 and C2 are already balanced. So we move S6 to C1.

2.5.6 Finally, each center has exactly 2 samples. Now the system is load balanced.

Figure 2.5: This is an example of Balanced K-means partitioning algorithm. Each figure is a distance matrix, which is referred as $\text{dist}$. For example, $\text{dist}_{ij}$ is the distance between i-th center and j-th sample. The color in the first figure is the original color. If $\text{dist}_{ij}$ has a different color than the original one, then it means that j-th sample belongs to i-th center.

Initial Data Distribution

The major communication overhead of CP-SVM or BKM-SVM are from three parts: (1) The distributed K-means-like clustering algorithm. (2) Before K-means, if we do not use parallel IO, we read the data from root node, then distribute the data to all the nodes; if we use the parallel IO, each node reads $m/p$ samples. Then the algorithm does a gather operation to make the root node have all the data. (3) After the clustering part, the root node gets the redistribution information and distributes the data to all the nodes.

For the parallel IO version of part (2), the reason why we have to gather all the data to the root node is that we use the CSR (Compressed Row Storage) format to store the data to reduce the redundant memory requirement. If we do not use the CSR data format, we can not process high-dimensional data sets like webspam (Webb, Caverlee, and Pu, 2006) in Table 2.8. Because of the CSR format implementation, we must get the global row index and data index on a single node.

For CA-SVM (casvm2 implementation) we use both parallel IO and CSR input format by assuming the sparse input matrix has been prepartitioned into P disjoint row blocks,
each in CSR format. The sub-problems of CA-SVM are independent of each other. Each
sub-problem generates its data center ($CT_1, CT_2, CT_3, \ldots, CT_p$) and its own model ($model_1, \ldots, model_p$). For an unknown test sample $\hat{x}$, each node will get a copy of $\hat{x}$. Each node computes the distance between $\hat{x}$ and its data center. Let us use $\text{dist}_1, \text{dist}_2, \text{dist}_3, \ldots, \text{dist}_p$ to represent the distances. If $\text{dist}_i$ is the smallest one, then we will use $model_i$ to make prediction for $\hat{x}$. It is only necessary to do a reduction operation. In a large datacenter, we expect the user’s data to be distributed across different nodes. Considering the load balance issue, we also assume the data should be distributed in a nearly balanced way. Note that even if it is not balanced, CA-SVM can still work (in a slightly inefficient way). On the other hand, from Fig. 2.8, we can observe that the performance of casvm1 (serial IO) is close to the performance of casvm2 (parallel IO).

Algorithm 5 CA-SVM (casvm2 in Fig. 2.8)

Training Process (no communication):
0: $i \in \{1, 2, \ldots, m/P\}, j \in \{1, 2, \ldots, P\}$
1: For node $N_j$, input the samples $X_i$ and labels $y_i$.
2: For node $N_j$, get its data center $CT_j$.
3: For node $N_j$, launch a SVM training process $SVM_j$.
4: For node $N_j$, save the model file of converged $SVM_j$ as $MF_j$.

Prediction Process (little communication):
1: On $j$-th node, $d_j = \text{dist}(\hat{X}, CT_j)$
2: Global reduce: $id = \text{argmin}_j(d_j)$
3: If rank == $id$, then use $MF_j$ to make prediction for $\hat{X}$.
Communication Pattern

Communication Modeling

We only give the results because the space is limited, the detailed proofs are in (You, Demmel, Kent Czechowski, L. Song, and Richard Vuduc, 2015). The formulas for communication volume are in Table 2.6. The experimental results in the table are based on the dense ijcnn dataset on 8 Hopper nodes. The terms used in the formulas are in Table 2.2. We can use the formulas to predict the communication volume for a given method. For example, for ijcnn dataset, \( m = 48,000 \), \( n = 13 \), and \( s = 4474 \). We can predict the communication volume of Cascade is about \( 3 \times (48000 \times 13 + 48000 + 4474 \times 13) \times 4B = 8.4MB \). Our experimental result is 8.41MB, which means the prediction for Cascade is very close to the actual volume.

Table 2.6: Modeling of Communication Volume based on a subset of ijcnn (Prokhorov, 2001)

<table>
<thead>
<tr>
<th>Method</th>
<th>Formula</th>
<th>Prediction</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>( \Theta(26IP + 2Pm + 4mn) )</td>
<td>36MB</td>
<td>34MB</td>
</tr>
<tr>
<td>Cascade</td>
<td>( O(3mn + 3m + 3sn) )</td>
<td>8.4MB</td>
<td>8.4MB</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>( \Theta(9mn + 12m + 2kPn) )</td>
<td>24MB</td>
<td>29MB</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>( O(6mn + 7m + 3sn + 2kPn) )</td>
<td>16.2MB</td>
<td>18MB</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>( \Theta(6mn + 7m + 2kPn) )</td>
<td>15.6MB</td>
<td>17MB</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>0</td>
<td>0MB</td>
<td>0MB</td>
</tr>
</tbody>
</table>

Point-to-Point profiling

Fig. 2.7 shows the communication patterns of these six approaches for a subset of ijcnn. To improve the efficiency of communication, we use as many collective communications as possible because a single collective operation is more efficient than multiple send/receive operations. Due to the communications of K-means, DC-Filter and CP-SVM have to transfer more data than Cascade. However, from Table 2.7, we can observe that CP-SVM is more efficient than Cascade since the volume of communication per operation is higher.

Ratio of Communication to Computation

Fig. 2.8 shows the communication and computation time for different methods applied to a subset of ijcnn. From Fig. 2.8 we can observe that our algorithms significantly reduce the volume of communication and the ratio of communication to computation. This is important since the existing supercomputers (Dongarra, 2014) are generally more suitable for computation-intensive than communication-intensive applications. Besides, less communication can greatly reduce the power consumption (Demmel et al., 2013). Table 2.6 shows that the communication volumes of DC-Filter and CP-SVM are similar. However, Fig. 2.8...
shows that there is a big difference between DC-Filter communication time and CP-SVM time. The reason is that the communication of CP-SVM can be done by collective operations (e.g. Scatter) but DC-Filter has some point-to-point communications (e.g. Send/Recv) on the lower levels (Fig. 2.1).

Table 2.7: Efficiency of Communication based on a subset of IJCNN (Prokhorov, 2001)

<table>
<thead>
<tr>
<th>Method</th>
<th>Volume</th>
<th>Comm Operations</th>
<th>Volume/Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>34MB</td>
<td>335,186</td>
<td>101B</td>
</tr>
<tr>
<td>Cascade</td>
<td>8MB</td>
<td>56</td>
<td>150,200B</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>29MB</td>
<td>80</td>
<td>360,734B</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>18MB</td>
<td>80</td>
<td>220,449B</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>17MB</td>
<td>24</td>
<td>709,644B</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>0MB</td>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

2.5 Experimental Results and Analysis

The test datasets in our experiments are shown in Table 2.8, and they are from real-world applications. Some of the datasets are sparse, we use CSR format in our implementation for all the datasets. We use MPI for distributed processing, OpenMP for multi-threading, and Intel Intrinsics for SIMD parallelism. To give a fair comparison, all the methods in this chapter are based on the same shared-memory SMO implementation (You, Shuaiwen Song, et al., 2014). The K-means partitioning in DC-SVM, DC-Filter, CP-SVM, and BKM are distributed versions, which achieved the same partitioning result and comparable performance with Liao’s implementation (Liao, 2013). Our experiments are conducted on NERSC Hopper and Edison systems (NERSC, 2016).

Speedup and Accuracy

From Tables 2.9 to 2.14, we observe that CA-SVM can achieve $3 \times - 16 \times (7 \times$ on average) speedups over distributed SMO algorithm with comparable accuracies. The Init time includes the partition time like K-means, and the Training time includes the redistribution and the SVM training processes. For Cascade, DC-SVM, and DC-Filter, the training process includes the level-by-level (point-to-point) communications. The accuracy loss ranges from none to 3.6% (1.3% on average). According to previous work (E. Y. Chang, 2011), the accuracy loss in this chapter is small and tolerable for practical applications. Additionally, we can observe that CA-SVM reduces the number of iterations, which means it is intrinsically more efficient than other algorithms. For DC-SVM, DC-Filter, CP-SVM, and BKM the majority of the Init time is spent on K-means clustering, K-means itself does not significantly increase
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Table 2.8: The Test Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Application Field</th>
<th>#samples</th>
<th>#features</th>
</tr>
</thead>
<tbody>
<tr>
<td>adult (John C Platt, 1999)</td>
<td>Economy</td>
<td>32,561</td>
<td>123</td>
</tr>
<tr>
<td>epsilon (Sonnenburg et al., 2008)</td>
<td>Character Recognition</td>
<td>400,000</td>
<td>2,000</td>
</tr>
<tr>
<td>face (Tsang, Kwok, and Zurada, 2006)</td>
<td>Face Detection</td>
<td>489,410</td>
<td>361</td>
</tr>
<tr>
<td>gisette (Isabelle Guyon et al., 2004)</td>
<td>Computer Vision</td>
<td>6,000</td>
<td>5,000</td>
</tr>
<tr>
<td>ijcnn (Prokhorov, 2001)</td>
<td>Text Decoding</td>
<td>49,990</td>
<td>22</td>
</tr>
<tr>
<td>usps (Hull, 1994)</td>
<td>Transportation</td>
<td>266,079</td>
<td>675</td>
</tr>
<tr>
<td>webspam (Webb, Caverlee, and Pu, 2006)</td>
<td>Management</td>
<td>350,000</td>
<td>16,609,143</td>
</tr>
</tbody>
</table>

Table 2.9: adult dataset on Hopper (K-means converged in 8 loops)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Iterations</th>
<th>Time (Init, Training)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>84.3%</td>
<td>8,054</td>
<td>5.64s (0.006, 5.64)</td>
</tr>
<tr>
<td>Cascade</td>
<td>83.6%</td>
<td>1,323</td>
<td>1.05s (0.007, 1.04)</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>83.7%</td>
<td>8,699</td>
<td>17.1s (0.042, 17.1)</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>84.4%</td>
<td>3,317</td>
<td>2.23s (0.042, 2.18)</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>83.0%</td>
<td>2,497</td>
<td>1.66s (0.041, 1.59)</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>83.3%</td>
<td>1,482</td>
<td>1.61s (0.057, 1.54)</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>83.6%</td>
<td>1,621</td>
<td>1.21s (0.005, 1.19)</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>83.1%</td>
<td>1,160</td>
<td>0.96s (4e-4, 0.95)</td>
</tr>
</tbody>
</table>

the computation or communication cost. However, we need to redistribute the data after K-means, which increases the communication cost.

Strong Scaling and Weak Scaling

Tables 2.15 and 2.16 show the results of strong scaling time and efficiency. We observe that the strong scaling efficiency of CA-SVM is increasing with the number of processors. The reason is that the number of iterations is decreasing since the number of samples \((m/P)\) on each node is decreasing. The single iteration time is also reduced with fewer samples on each node. For the weak scaling results in Tables 2.17 and 2.18, we observe that all the efficiencies of these six algorithms are decreasing with the increasing number of processors. In theory, the work load of CA-SVM on each node is constant with the increasing number processors. However, in practice, the system overhead is higher with more processors. The weak scaling efficiency of CA-SVM only decreases 4.7% with a 16× increase in the number of processors.
Table 2.10: face dataset on Hopper (K-means converged in 29 loops)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Iterations</th>
<th>Time (Init, Training)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>98.0%</td>
<td>17,501</td>
<td>358s (2e-4, 358)</td>
</tr>
<tr>
<td>Cascade</td>
<td>98.0%</td>
<td>2,274</td>
<td>67.0s (0.10, 66.9)</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>98.0%</td>
<td>20,331</td>
<td>445s (13.6, 431)</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>98.0%</td>
<td>13,999</td>
<td>314s (13.6, 297)</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>98.0%</td>
<td>13,993</td>
<td>311s (13.6, 295)</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>98.0%</td>
<td>2,209</td>
<td>88.9s (17.8, 71.0)</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>98.0%</td>
<td>2,194</td>
<td>65.3s (0.43, 64.9)</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>98.0%</td>
<td>2,268</td>
<td>66.4s (0.08, 66.4)</td>
</tr>
</tbody>
</table>

Table 2.11: gisette dataset on Hopper (K-means converged in 31 loops)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Iterations</th>
<th>Time (Init, Training)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>97.6%</td>
<td>1,959</td>
<td>8.1s (0.26, 7.86)</td>
</tr>
<tr>
<td>Cascade</td>
<td>88.3%</td>
<td>1,520</td>
<td>15.9s (0.20, 15.7)</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>90.9%</td>
<td>4,689</td>
<td>130.7s (2.35, 127.9)</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>85.7%</td>
<td>1,814</td>
<td>20.1s (2.39, 17.2)</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>95.8%</td>
<td>521</td>
<td>8.30s (2.30, 5.4)</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>95.8%</td>
<td>452</td>
<td>4.75s (2.29, 2.46)</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>96.5%</td>
<td>441</td>
<td>2.48s (0.07, 2.41)</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>94.0%</td>
<td>487</td>
<td>2.9s (0.014, 2.87)</td>
</tr>
</tbody>
</table>

Efficiency of CA-SVM

Here, we use \( m \) for simplicity to refer to the problem size and \( P \) to refer to the number of nodes. To be more precise, let \( t(m, P) \) be the per-iteration time, which is a function of \( m \) and \( P \); and let \( i(m, P) \) be the number of iterations, a function of \( m \) and \( P \). For Dis-SMO, we observe \( i(m, P) = \Theta(m) \), that is, there is no actual dependence on \( P \). Then, the total time should really be

\[
T(m, P) = i(m, P) \times t(m, P)
\]

Thus, the efficiency becomes

\[
E(m, P) = \frac{i(m, 1) \times t(m, 1)}{P \times i(m, P) \times t(m, P)}
\]
Table 2.12: ijcnn dataset on Hopper (K-means converged in 7 loops)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Iterations</th>
<th>Time (Init, Training)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>98.7%</td>
<td>30,297</td>
<td>23.8s (0.008, 23.8)</td>
</tr>
<tr>
<td>Cascade</td>
<td>95.5%</td>
<td>37,789</td>
<td>13.5s (0.007, 13.5)</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>98.3%</td>
<td>31,238</td>
<td>59.8s (0.04, 59.7)</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>95.8%</td>
<td>17,339</td>
<td>8.4s (0.04, 8.3)</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>98.7%</td>
<td>7,915</td>
<td>6.5s (0.04, 6.4)</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>98.3%</td>
<td>5,004</td>
<td>3.0s (0.08, 2.87)</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>98.5%</td>
<td>7,450</td>
<td>3.6s (0.005, 3.55)</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>98.0%</td>
<td>6,110</td>
<td>3.4s (3e-4, 3.4)</td>
</tr>
</tbody>
</table>

Table 2.13: usps dataset on Edison (K-means converged in 28 loops)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Iterations</th>
<th>Time (Init, Training)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>99.2%</td>
<td>47,214</td>
<td>65.9s (2e-4, 65.9)</td>
</tr>
<tr>
<td>Cascade</td>
<td>98.7%</td>
<td>132,503</td>
<td>969s (0.008, 969)</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>98.7%</td>
<td>83,023</td>
<td>1889s (1.5, 1887)</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>99.6%</td>
<td>67,880</td>
<td>242s (1.5, 240)</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>98.9%</td>
<td>7,247</td>
<td>35.7s (1.5, 33.9)</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>98.9%</td>
<td>6,122</td>
<td>30.4s (2.02, 28.4)</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>99.0%</td>
<td>6,513</td>
<td>30.1s (0.04, 29.7)</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>98.9%</td>
<td>6,435</td>
<td>24.5s (0.0018, 24.5)</td>
</tr>
</tbody>
</table>

For Dis-SMO, \( i(m, 1) = i(m, P) \), which means

\[
E(m, P) = \frac{t(m, 1)}{P \times t(m, P)}
\]

If the per-iteration time scales perfectly — meaning \( t(m, P) = t(m, 1)/P \) — the efficiency of SMO should be \( E(m, P) = 1 \) in theory. For CA-SVM, each node is actually an independent SVM. Thus we expect that \( i(m, P) = \Theta(m/P) \) because each node only trains \( m/P \) samples. In other words, each node is a SMO problem with \( m/P \) samples. Therefore, \( i(m, 1) \) is close to \( P \times i(m, P) \), which means

\[
E(m, P) = \frac{t(m, 1)}{t(m, P)}
\]

On the other hand \( t(m, 1) \) is close to \( P \times t(m, P) \) because each node only has \( m/P \).
Table 2.14: webspam dataset on Hopper (K-means converged in 38 loops)

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Iterations</th>
<th>Time (Init, Training)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>98.9%</td>
<td>164,465</td>
<td>269.1s (0.05, 269.0)</td>
</tr>
<tr>
<td>Cascade</td>
<td>96.3%</td>
<td>655,808</td>
<td>2944s (0.003, 2944)</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>97.6%</td>
<td>229,905</td>
<td>3093s (0.95, 3092)</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>97.2%</td>
<td>108,980</td>
<td>345s (1.0, 345)</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>98.7%</td>
<td>14,744</td>
<td>41.8s (1.0, 40.7)</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>98.5%</td>
<td>14,208</td>
<td>24.3s (1.12, 23.0)</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>98.3%</td>
<td>12,369</td>
<td>21.2s (0.03, 21.0)</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>96.9%</td>
<td>10,430</td>
<td>17.3s (0.003, 17.3)</td>
</tr>
</tbody>
</table>

Table 2.15: Strong Scaling Time for epsilon dataset on Hopper: 128k samples, 2k nnz per sample

<table>
<thead>
<tr>
<th>Processors</th>
<th>96</th>
<th>192</th>
<th>384</th>
<th>768</th>
<th>1536</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>2067s</td>
<td>1135s</td>
<td>777s</td>
<td>326s</td>
<td>183s</td>
</tr>
<tr>
<td>Cascade</td>
<td>1207s</td>
<td>376s</td>
<td>154s</td>
<td>76.1s</td>
<td>165s</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>11841s</td>
<td>8515s</td>
<td>4461s</td>
<td>3909s</td>
<td>3547s</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>2473s</td>
<td>1517s</td>
<td>1100s</td>
<td>1519s</td>
<td>1879s</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>2248s</td>
<td>1332s</td>
<td>877s</td>
<td>546s</td>
<td>202s</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>1031s</td>
<td>355s</td>
<td>137s</td>
<td>88.6s</td>
<td>48.4s</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>1064s</td>
<td>303s</td>
<td>85.8s</td>
<td>25.4s</td>
<td>15.6s</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>1095s</td>
<td>313s</td>
<td>86s</td>
<td>23s</td>
<td>6s</td>
</tr>
</tbody>
</table>

samples. In this way, we get

\[ E(m, P) = \frac{P \times t(m, P)}{t(m, P)} = P \]

This means the efficiency of CA-SVM is close to \( P \) in theory. Usually, we expect efficiency to lie between 0 and 1. The way we set this up is perhaps not quite right – the sequential baseline should be the best sequential baseline, not the naive (plain SMO) one. If we execute CA-SVM sequentially by simulating \( P \) nodes with only 1 node, then the sequential time would be

\[ P \times \left( \frac{i(m, 1)}{P} \times \frac{t(m, 1)}{P} \right) = \frac{i(m, 1) \times t(m, 1)}{P} \]
Table 2.16: Strong Scaling Efficiency for epsilon dataset on Hopper: 128k samples, 2k nnz per sample

<table>
<thead>
<tr>
<th>Processors</th>
<th>96</th>
<th>192</th>
<th>384</th>
<th>768</th>
<th>1536</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>100%</td>
<td>91.1%</td>
<td>66.5%</td>
<td>79.2%</td>
<td>70.4%</td>
</tr>
<tr>
<td>Cascade</td>
<td>100%</td>
<td>160.5%</td>
<td>195.4%</td>
<td>198.4%</td>
<td>45.7%</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>100%</td>
<td>69.5%</td>
<td>66.4%</td>
<td>37.9%</td>
<td>20.9%</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>100%</td>
<td>81.5%</td>
<td>56.2%</td>
<td>20.3%</td>
<td>8.2%</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>100%</td>
<td>84.4%</td>
<td>64.1%</td>
<td>51.4%</td>
<td>69.7%</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>100%</td>
<td>145.2%</td>
<td>188.1%</td>
<td>145.5%</td>
<td>133.1%</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>100%</td>
<td>175.6%</td>
<td>310.0%</td>
<td>523.6%</td>
<td>426.3%</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>100%</td>
<td>175.0%</td>
<td>319.5%</td>
<td>603.0%</td>
<td>1068.7%</td>
</tr>
</tbody>
</table>

Table 2.17: Weak Scaling Time for epsilon dataset on Hopper: 2k samples per node, 2k nnz per sample

<table>
<thead>
<tr>
<th>Processors</th>
<th>96</th>
<th>192</th>
<th>384</th>
<th>768</th>
<th>1536</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>14.4s</td>
<td>27.9s</td>
<td>51.3s</td>
<td>94.8s</td>
<td>183s</td>
</tr>
<tr>
<td>Cascade</td>
<td>7.9s</td>
<td>8.5s</td>
<td>11.9s</td>
<td>52.9s</td>
<td>165s</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>17.8s</td>
<td>67.9s</td>
<td>247s</td>
<td>1002s</td>
<td>3547s</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>16.8s</td>
<td>51.2s</td>
<td>181s</td>
<td>593s</td>
<td>1879s</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>13.8s</td>
<td>36.1s</td>
<td>86.8s</td>
<td>165s</td>
<td>202s</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>6.72s</td>
<td>9.14s</td>
<td>16.6s</td>
<td>31.2s</td>
<td>48.4s</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>6.14s</td>
<td>6.71s</td>
<td>6.88s</td>
<td>10.2s</td>
<td>15.6s</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>6.1s</td>
<td>6.2s</td>
<td>6.2s</td>
<td>6.4s</td>
<td>6.4s</td>
</tr>
</tbody>
</table>

So then \( E(m, P) \) would approach 1 rather than \( P \). Put another way, CA-SVM is better than SMO, even in the sequential case. That is, we can beat SMO by running CA-SVM to simulate \( P \) nodes using only 1 node.

The Approximation Accuracy

The Mathematical Derivation

The intuition behind the divide-and-conquer heuristic is this: Suppose we can partition (say by K-means) the \( m \) training samples into \( p \) disjoint clusters \( D_1 \cup D_2 \cup \cdots \cup D_p \), where the samples in each \( D_i \) are close together, and far from other \( D_j \). Then classifying a new sample
Table 2.18: Weak Scaling Efficiency for epsilon dataset on Hopper: 2k samples per node, 2k nnz per sample

<table>
<thead>
<tr>
<th>Processors</th>
<th>96</th>
<th>192</th>
<th>384</th>
<th>768</th>
<th>1536</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dis-SMO</td>
<td>100%</td>
<td>51.7%</td>
<td>28.2%</td>
<td>15.2%</td>
<td>7.9%</td>
</tr>
<tr>
<td>Cascade</td>
<td>100%</td>
<td>93.2%</td>
<td>66.2%</td>
<td>14.9%</td>
<td>4.8%</td>
</tr>
<tr>
<td>DC-SVM</td>
<td>100%</td>
<td>26.3%</td>
<td>7.2%</td>
<td>1.8%</td>
<td>0.5%</td>
</tr>
<tr>
<td>DC-Filter</td>
<td>100%</td>
<td>32.8%</td>
<td>9.3%</td>
<td>2.8%</td>
<td>0.9%</td>
</tr>
<tr>
<td>CP-SVM</td>
<td>100%</td>
<td>38.2%</td>
<td>15.9%</td>
<td>8.3%</td>
<td>6.8%</td>
</tr>
<tr>
<td>BKM-SVM</td>
<td>100%</td>
<td>73.5%</td>
<td>40.5%</td>
<td>21.5%</td>
<td>13.9%</td>
</tr>
<tr>
<td>FCFS-SVM</td>
<td>100%</td>
<td>91.5%</td>
<td>89.2%</td>
<td>60.2%</td>
<td>39.4%</td>
</tr>
<tr>
<td>CA-SVM</td>
<td>100%</td>
<td>98.9%</td>
<td>97.8%</td>
<td>96.0%</td>
<td>95.3%</td>
</tr>
</tbody>
</table>

\(\hat{X}\) may be done by (1) finding the cluster \(D_i\) to which \(\hat{X}\) is closest, and (2) using the samples inside \(D_i\) to classify \(\hat{X}\) (say by an SVM using only \(D_i\) as training data). Since we use nearby data to classify \(\hat{X}\), we expect this to work well in many situations.

In this section we quantify this observation as follows: Let \(K\) be the \(m\)-by-\(m\) kernel matrix, with \(K_{i,j} = K(X_i, X_j)\), permuted so that the first \(|D_1|\) indices are in \(D_1\), the next \(|D_2|\) indices are in \(D_2\), etc. Let \(K_1\) be the leading \(|D_1|\)-by-\(|D_1|\) diagonal submatrix of \(K\), \(K_2\) the next \(|D_2|\)-by-\(|D_2|\) diagonal submatrix, etc. Let \(\tilde{K} = \text{diag}(K_1, K_2, ..., K_p)\) be the submatrix of \(K\) consisting just of these diagonal blocks. Then we may ask how well \(\tilde{K}\) “approximates” \(K\). In the extreme case, when \(\tilde{K} = K\) and all samples in each cluster have the same classification, it is natural to assign \(\hat{X}\) the same classification as its closest cluster. As we will see, depending both on the kernel function \(K()\) and our metric for how we measure how well \(\tilde{K}\) approximates \(K\), our algorithm for finding clusters \(D_i\) will naturally improve the approximation. One can also view choosing \(D_i\) as a graph partitioning problem, where \(K_{i,j}\) is the weight of edge \((i, j)\) (Shi and Malik, 2000),(Von Luxburg, 2007), (Si Si, Cho-Jui Hsieh, and I. Dhillon, 2014).

In the simple case of a linear kernel \(K(X_i, X_j) = X_i^T \cdot X_j\), a natural metric to try to maximize (inspired by (Shi and Malik, 2000)) is

\[
J_1 = \sum_{\substack{k=1 \atop p}} |D_k|^{-1} \sum_{i,j \in D_k} K_{i,j}
\]

Letting \(X = [X_1, ..., X_m]\), it is straightforward to show that

\[
\|X\|_F^2 - J_1 = \sum_{\substack{k=1 \atop p}} \sum_{i \in D_k} \|X_i - \mu_k\|_2^2 \equiv J^{kmeans}
\]

where \(\mu_k = \frac{1}{|D_k|} \sum_{i \in D_k} X_i\) is the mean of cluster \(D_k\). It is also known that the goal of K-means is to choose clusters to minimize the objective function \(J^{kmeans}\), i.e. to maximize \(J_1\). Since the polynomial and sigmoid kernels are also increasing functions of \(X_i^T \cdot X_j\), we also
expect $K$-means to choose a good block diagonal approximation for them.

Now we consider the Gaussian kernel, or more generally kernels for which $K(X_i, X_j) = f(\|X_i - X_j\|_2)$ for some function $f()$. (The argument below may also be generalized to shift-invariant kernels $K(X_i, X_j) = f(X_i - X_j).$) Now we use the metric

$$J_2 = \sum_{k=1}^{p} |D_k|^{-1} \sum_{i,j \in D_k} K_{i,j}^2$$

to measure how well $\tilde{K}$ approximates $K$, and again relate minimizing $J_{k\text{means}}$ to maximizing $J_2$.

The mean value theorem tells us that $K(X_i, X_j) = f(\|X_i - X_j\|_2) = f(0) + f'(s)\|X_i - X_j\|_2$ for some $s \in [0, \|X_i - X_j\|_2]$. For the Gaussian Kernel $f(s) = e^{-\gamma s^2}$ so $f'(s) = -2\gamma se^{-\gamma s^2}$, which lies in the range $0 > f'(s) \geq -\sqrt{2\gamma}e^{-1/2} \equiv R$. Thus $1 \geq K(X_i, X_j) \geq 1 + R\|X_i - X_j\|_2$, which in turn implies $1 \leq (K(X_i, X_j) - R\|X_i - X_j\|_2)^2 \leq 2K^2(X_i, X_j) + 2R^2\|X_i - X_j\|_2^2$ or $K^2(X_i, X_j) \geq \frac{1}{2} - R^2\|X_i - X_j\|_2^2$. Substituting this into the above expression for $J_2$ and simplifying we get

$$J_2 \geq \frac{m}{2} - R^2 \sum_{k=1}^{p} |D_k|^{-1} \sum_{i,j \in D_k} \|X_i - X_j\|_2^2$$

$$= \frac{m}{2} - 2R^2 J_{k\text{means}}$$

So again minimizing $J_{k\text{means}}$ means maximizing (a lower bound for) $J_2$.

**The Block Diagonal Matrix**

For the experiment, we use $5,000$ samples from the UCI covtype dataset (Blackard, D. Dean, and C. Anderson, 1998). The kernel matrix is $5,000$-by-$5,000$ with $458,222$ nonzeros. In Fig. 2.9 the first part is the original kernel matrix, the second part is the kernel matrix after clustering. From these figures we can observe that the kernel matrix is block-diagonal after clustering. Let us use $F_n$ to represent the Frobenius norm (F-norm) and $\tilde{F}_n$ means the F-norm of the original kernel matrix. The definition of Error (kernel approximation error) is given by

$$\text{Error} = \frac{|\tilde{F}_n - F_n|}{\tilde{F}_n} \quad (2.14)$$

The $\gamma$ in Table 2.19 is defined in the Gaussian kernel of Table 2.1. From Table 2.19 we can observe that when $\gamma$ is small, the approximation error of Random method is much larger than the approximation error of Clustering method. Based on F-norm, the approximation matrix by clustering method is almost the same with the original matrix. The approximation error of Random partition is decreasing when the $\gamma$ is increasing. There, if we can use large $\gamma$ parameter in the real-world applications, the approximation error of Random partition (i.e. CA-SVM) can be very low.
Table 2.19: The error of different kernel approximations. The definition of Error is in Equation (2.14).

<table>
<thead>
<tr>
<th>γ</th>
<th>F-norm / Error</th>
<th>F-norm / Error</th>
<th>F-norm / Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>154.239899 / 0.0%</td>
<td>98.661888 / 36.0%</td>
<td>154.279709 / 0.0%</td>
</tr>
<tr>
<td>30</td>
<td>117.745422 / 0.0%</td>
<td>85.005592 / 27.8%</td>
<td>117.765900 / 0.0%</td>
</tr>
<tr>
<td>40</td>
<td>100.739906 / 0.0%</td>
<td>79.307716 / 21.3%</td>
<td>100.755119 / 0.0%</td>
</tr>
<tr>
<td>50</td>
<td>91.576241 / 0.0%</td>
<td>76.469208 / 16.5%</td>
<td>91.585464 / 0.0%</td>
</tr>
<tr>
<td>60</td>
<td>86.123299 / 0.0%</td>
<td>74.869514 / 13.1%</td>
<td>86.129494 / 0.0%</td>
</tr>
<tr>
<td>70</td>
<td>82.630066 / 0.0%</td>
<td>73.882416 / 10.6%</td>
<td>82.635559 / 0.0%</td>
</tr>
</tbody>
</table>

Tradeoffs

CA-SVM is the only algorithm presented that can achieve nearly zero communication. Thus, CA-SVM should be the fastest one in general. However, CA-SVM also suffers the most loss in accuracy, if surprisingly little. Basically, our methods are for applications that most need to be accelerated or scaled up, and do not require the highest accuracy. For applications that require both accuracy and speed, using FCFS or BKM is a better choice. So there is a trade-off between time (communication) and accuracy.

Accuracy of CA-SVM

We conduct the following two experiments: (1) Random-Assign: assign the test sample not to the processor with the closest data center, but to a random processor. (2) Sub-Sampling: pick random subset of $1/p$-th of all the data, and just use it to build an SVM for all the test samples. Let use the ijcnn dataset (Table 2.8) as an example. We use 8 nodes and divide the dataset into 8 parts for CA-SVM. After the experiment, the accuracy of Random-Assign is 85% (77987/91701), the accuracy of Sub-Sampling is 68% (62340/91701), and the accuracy of CA-SVM is 98% (89852/91701). Sub-Sampling has the lowest accuracy because it uses a much smaller dataset (6k training samples) and thus can only build an inferior model. The difference between Random-Assign and CA-SVM is that each model of Random-Assign roughly receives the same number of test samples because it used the random assignment method. However, a test sample of CA-SVM will be sent to its closest cluster rather than a random cluster. This makes different nodes of CA-SVM have different numbers of test samples. For example, the 0-th node of Random-Assign receives 11,518 test samples while the 0-th node of CA-SVM only receives 5,037 test samples.
2.6 Conclusion

Existing distributed SVM approaches like Dis-SMO, Cascade, and DC-SVM suffer from intensive communication, computation inefficiency and bad scaling. In this chapter, we design and implement five efficient approaches (i.e. DC-Filter, CP-SVM, BKM, FCFS, and CA-SVM) through step-by-step optimizations. BKM, FCFS, and CA-SVM all reduce communication significantly compared to previous methods, with CA-SVM avoiding all communication. We manage to obtain a perfect load-balancing, and achieve $7 \times$ average speedup with only 1.3% average loss in accuracy for six real-world application datasets. Because of faster iteration and reduced number of iterations, CA-SVM can achieve 1068.7% strong scaling when we increase the number of processors from 96 to 1536. Thanks to the removal of communication overhead, CA-SVM attains a 95.3% weak scaling from 96 to 1536 processors. The results justify that the approaches proposed in this chapter can be used in large-scale applications.
2.7.1 Dis-SMO: 34MB  
2.7.2 Cascade: 8MB  
2.7.3 DC-SVM: 29MB  
2.7.4 DC-Filter: 18MB  
2.7.5 CP-SVM: 17MB  
2.7.6 CA-SVM: 0MB

Figure 2.7: Communication Patterns of different approaches. The data is from running the 6 approaches on 8 nodes with the same 5MB real-world dataset (subset of ijcnn dataset). x-axis is the rank of sending processors, y-axis is the rank of receiving processors, and z-axis is the volume of communication in bytes. The vertical ranges (z-axis) of these 6 sub-figures are the same. The communication pattern of BKM-SVM is similar to that of CP-SVM. The communication pattern of FCFS-SVM is similar to that of cascade without point-to-point communication.
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Figure 2.8: The ratio of computation to communication. The experiment is based on a subset of ijcnn dataset. To give a fair comparison, we implemented two versions of CA-SVM. \texttt{casvm1} means that we put the initial dataset on the same node, which needs communication to distribute the dataset to different nodes. \texttt{casvm2} means that we put the initial dataset on different nodes, which needs no communication.

Figure 2.9: We use the 5,000 samples from the UCI covtype dataset (Blackard, D. Dean, and C. Anderson, 1998) for this experiment. The kernel matrix is 5,000-by-5,000 with 458,222 nonzeros. The first figure is the original kernel matrix, the second figure is the kernel matrix after clustering. From these figures we can observe that the kernel matrix is block-diagonal after the clustering algorithm.
Chapter 3

Communication-Avoiding Kernel Ridge Regression

3.1 Introduction

Learning non-linear relationships between predictor variables and responses is a fundamental problem in machine learning (Barndorff-Nielsen and Shephard, 2004), (Bertin-Mahieux et al., 2011). One state-of-the-art method is Kernel Ridge Regression (KRR) (Y. Zhang, J. Duchi, and Wainwright, 2013), which we target in this chapter. It combines ridge regression, a method to address ill-posedness and overfitting in the standard regression setting via L2 regularization, with kernel techniques, which adds flexible support for capturing non-linearity.

Computationally, the input of KRR is an $n$-by-$d$ data matrix with $n$ training samples and $d$ features, where typically $n \gg d$. At training time, KRR needs to solve a large linear system $(K + \lambda n I) \alpha = y$ where $K$ is an $n$-by-$n$ matrix, $\alpha$ and $y$ are $n$-by-1 vectors, and $\lambda$ is a scalar. Forming and solving this linear system is the major bottleneck of KRR. For example, even on a relatively small dataset—357 megabytes (MB) for a 520,000-by-90 (Bertin-Mahieux et al., 2011)—KRR needs to form a 2 terabyte dense kernel matrix. A standard distributed parallel dense linear solver on a $p$-processor system will require $\Theta(n^3/p)$ arithmetic operations per processor; we refer to this approach hereafter as Distributed KRR (DKRR). In machine learning, where weak scaling is of primary interest, DKRR fares poorly: keeping $n/p$ fixed, the total storage grows as $\Theta(p)$ per processor and the total flops as $\Theta(p^2)$ per processor. In the perfect weak scaling situation, both the memory needed and the flops grow as $\Theta(1)$ per processor (i.e. memory and flops are constant). In one experiment, the weak scalability of DKRR dropping from 100% to 0.32% as $p$ increased from 96 to 1536 processors.

Divide-and-Conquer KRR (DC-KRR) (Y. Zhang, J. Duchi, and Wainwright, 2013), addresses the scaling problems of DKRR. Its main idea is to randomly shuffle the rows of the $n$-by-$d$ data matrix and then partition it to $p$ different $n/p$-by-$d$ matrices, one per machine, leading to an $n/p$-by-$n/p$ kernel matrix on each machine; it builds local KRR models that are then reduced globally to obtain the final model. DC-KRR reduced the memory and computational requirement. However, it can’t be used in practice because it sacrifices accuracy.
For example, on the Million Song Dataset (a recommendation system application) with 2k test samples, the mean squared error (MSE) decreased only from 88.9 to 81.0 as the number of training samples increased from 8k to 128k. We double the number of processors as we double the number of samples. This is a bad weak scaling problem in terms of accuracy. By contrast, the MSE of DKRR decreased from 91 to 0.002, which is substantially better.

The idea of DC-KRR is to partition the dataset into \( p \) similar parts and generate \( p \) similar models, and then average these \( p \) models to get the final solution. We seek other ways to partition the problem that scale as well as DC-KRR while improving its accuracy. Our idea is to partition the input dataset into \( p \) different parts and generate \( p \) different models, from which we then select the best model among them. Further addressing particular communication overheads, we obtain two new methods, which we call Balanced KRR (BKRR) and K-means KRR (KKRR). Figure 3.1 is the summary of our optimization flow. We proposed a series of approaches with details explained later (KKRR3 is an impractical algorithm used later to bound the attainable accuracy). Figure 3.2 shows the fundamental trade-off between accuracy and scaling for these approaches. Among them, we recommend BKRR2 (optimized version of BKRR) and KKRR2 (optimized version of KKRR) to use in practice. BKRR2 is optimized for scaling and has good accuracy. KKRR2 is optimized for accuracy and has good speed.

When we increase the number of samples from 8k to 128k, KKRR2 (optimized version of KKRR) reduces the MSE from 95 to \( 10^{-7} \), which addresses the poor accuracy of DC-KRR. In addition, KKRR2 is faster than DC-KRR for a variety of datasets. Our KKRR2 method improves weak scaling efficiency over DKRR from 0.32% to 38% and achieves a 591\( \times \) speedup over DKRR on the same data at the same accuracy and the hardware (1536 processors). For the applications requiring only approximate solutions, BKRR2 improves the weak scaling efficiency to 92% and achieves 3505\( \times \) speedup with only a slight loss in accuracy.

This chapter is based on a joint work with James Demmel, Cho-Jui Hsieh, and Richard Vuduc. It was published as a conference paper entitled Accurate, fast and scalable kernel ridge regression on parallel and distributed systems (You, Demmel, Cho-Jui Hsieh, et al., 2018).
CHAPTER 3. COMMUNICATION-AVOIDING KERNEL RIDGE REGRESSION

Figure 3.2: Trade-off between accuracy and speed for large-scale weak scaling study. BKRR3 and KKRR3 are the unrealistic approaches. BKRR2 is optimal for scaling and has good accuracy. KKRR2 is optimal for accuracy and has good speed.

3.2 Background

Linear Regression and Ridge Regression

In machine learning, linear regression is a widely-used method for modeling the relationship between a scalar dependent variable $y$ (regressand) and multiple explanatory variables (independent variables) denoted by $x$, where $x$ is a $d$-dimensional vector. The training data of a linear regression problem consists of $n$ data points, where each data point (or training sample) is a pair $(x_i, y_i)$ and $1 \leq i \leq n$. Linear regression has two phases: training and prediction. The training phase builds a model from an input set of training samples, while the prediction phase uses the model to predict the unknown regressands $\hat{y}$ of a new data point $\hat{x}$. The training phase is the main limiter to scaling, both with respect to increasing the training set size $n$ and number of processors $p$. In contrast, prediction is embarrassingly parallel and cheap per data point.

Training Process. Given $n$ training data points \( \{(x_i, y_i)\}_{i=1}^n \) where each $x_i = (x_{i1}, \ldots, x_{id})$ and $y_i$ is a scalar, we want to build a model relating a given sample $(x_i)$ to its measured regressand $(y_i)$. For convenience, we define $X$ as an $n$-by-$d$ matrix with $X_{ij} = x_{ij}$ and $y = (y_1, \ldots, y_n)$ be an $n$-dimensional vector. The goal of regression is to find a $w$ such that $y_i \approx w^T \cdot x_i$. This can be formulated as a least squares problem in Equation (3.1). To solve some ill-posed problems or prevent overfitting, L2 regularization (Schmidt, 2005) is used, as formulated in Equation (3.2), which is called Ridge Regression. $\lambda$ is a positive parameter that controls $w$: the larger is $\lambda$, the smaller is $\|w\|_2$.

\[
\text{argmin}_w \|Xw - y\|_2^2 \tag{3.1}
\]

\[
\text{argmin}_w \{\|Xw - y\|_2^2 + \lambda\|w\|_2^2\} \tag{3.2}
\]
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Table 3.1: Standard Kernel Functions

<table>
<thead>
<tr>
<th>Type</th>
<th>Kernel Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$\Phi(x_i, x_j) = x_i^\top x_j$</td>
</tr>
<tr>
<td>Polynomial</td>
<td>$\Phi(x_i, x_j) = (ax_i^\top x_j + r)^d$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\Phi(x_i, x_j) = \exp(-|x_i - x_j|^2/(2\sigma^2))$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>$\Phi(x_i, x_j) = \tanh(ax_i^\top x_j + r)$</td>
</tr>
</tbody>
</table>

Prediction Process. Given a new sample $\hat{x}$, we can use the $w$ computed in the training process to predict the regressand of $\hat{x}$ by $\hat{y} = w^T \cdot \hat{x}$. If we have $k$ test samples $\{\hat{x}_i\}_{i=1}^k$ and their true regressands $\{\hat{y}_i\}_{i=1}^k$, the accuracy of the estimated regressand $\{\hat{y}_i\}_{i=1}^k$ can be evaluated by MSE (Mean Squared Error) defined in Equation (3.3).

$$MSE = \frac{1}{k} \sum_{i=1}^{k} (\hat{y}_i - \hat{y}_i)^2$$ (3.3)

Kernel Method

For many real problems, the underlying model cannot be described by a linear function, so linear ridge regression suffers from poor prediction error. In those cases, a common approach is to map samples to a high dimensional space using a nonlinear mapping, and then learn the model in the high dimensional space. Kernel method (Hofmann, Schölkopf, and A. J. Smola, 2008) is a widely used approach to conduct this learning procedure implicitly by defining the kernel function—the similarity of samples in the high dimensional space. The commonly used kernel functions are shown in Table 3.1 and we use the most widely used Gaussian kernel in this chapter.

Kernel Ridge Regression (KRR)

Combining the Kernel method with Ridge Regression yields Kernel Ridge Regression, which is presented in Equations (3.4) and (3.5). The $\| \cdot \|_H$ in Equation (3.4) is a Hilbert space norm (Y. Zhang, J. Duchi, and Wainwright, 2013). Given the $n$-by-$n$ kernel matrix $K$, this problem reduces to a linear system defined in Equation (3.6). $K$ is the kernel matrix constructed from training data by $K_{ij} = \Phi(x_i, x_j)$, $\hat{y}$ is the input $n$-by-1 regressand vector corresponding to $X$, and $\alpha$ is the $n$-by-1 unknown solution vector.

$$\arg\min_{f} \frac{1}{n} \sum_{i=1}^{n} \| f_i - \hat{y}_i \|^2 + \lambda \| f \|^2_H$$ (3.4)

$$f_i = \sum_{j=1}^{n} \alpha_j \Phi(x_j, x_i)$$ (3.5)

In the Training phase, the algorithm’s goal is to get $\alpha$ by (approximately) solving the linear system in (3.6). In the Prediction phase, the algorithm uses $\alpha$ to predict the regressand of any unknown sample $\hat{x}$ using Equation (3.7). KRR is specified in Algorithm 6. The algorithm searches for the best $\sigma$ and $\lambda$ from parameter sets. Thus, in practice, Algorithm 6 is only a
single iteration of KRR because people do not know the best parameters before using the dataset. \(|\Lambda| \times |\Sigma|\) is the number of iterations where \(\Lambda\) and \(\Sigma\) are the parameter sets of \(\lambda\) and \(\sigma\) (Gaussian Kernel) respectively. Thus, the computational cost of KRR method is \(\Theta(|\Lambda||\Sigma|n^3)\).

In a typical case, if \(|\Lambda| = 50\) and \(|\Sigma| = 50\), then the algorithm needs to finish thousands of iterations. People also use cross-validation technique to select the best parameters, which needs much more time.

\[
(K + \lambda n I)\alpha = y \tag{3.6}
\]

\[
\hat{y} = \sum_{i=1}^{n} \alpha_i \Phi(x_i, \hat{x}) \tag{3.7}
\]

**Algorithm 6 Kernel Ridge Regression (KRR)**

**Input:**
- \(n\) labeled data points \((x_i, y_i)\) for training;
- another \(k\) labeled data points \((\hat{x}_j, \hat{y}_j)\) for testing;
- both \(x_i\) and \(\hat{x}_j\) are \(d\)-dimensional vectors;
- \(i \in \{1, 2, ..., n\}\), \(j \in \{1, 2, ..., k\}\);
- tuned parameters \(\lambda\) and \(\sigma\)

**Output:**
- Mean Squared Error (MSE) of prediction

Create a \(n\)-by-\(n\) kernel matrix \(K\)

\[
\text{for } i \in 1 : n \text{ do}
\]

\[
\text{for } j \in 1 : n \text{ do}
\]

\[
K[i][j] \leftarrow \exp(-\|x_i - x_j\|^2/(2\sigma^2))
\]

\[
\text{end}
\]

\[
\text{end}
\]

Solve linear equation \((K + \lambda n I)\alpha = y\) for \(\alpha\)

\[
\text{for } j \in 1 : k \text{ do}
\]

\[
\hat{y}_j \leftarrow \sum_{i=1}^{n} \alpha_i K(x_i, \hat{x}_j)
\]

\[
\text{end}
\]

\[
MSE \leftarrow \frac{1}{k} \sum_{j=1}^{k} (\hat{y}_j - \hat{y}_j)^2
\]

**K-means clustering**

Here we review K-means clustering algorithm, which will be used in our algorithm. The objective of K-means clustering is to partition a dataset \(TD\) into \(k \in \mathbb{Z}^+\) subsets \((TD_1, TD_2, ..., TD_k)\), using a notion of proximity based on Euclidean distance (Forgy, 1965). The value of \(k\) is chosen by the user. Each subset has a center \((CT_1, CT_2, ..., CT_k)\), each of which is a \(d\)-dimensional vector. A sample \(x\) belongs to \(TD_i\) if \(CT_i\) is its closest center. K-means is shown in Algorithm 7.
**Algorithm 7** Plain K-means Clustering

Input the training samples $x_i$, $i \in \{1, 2, ..., n\}$

Initialize data centers $CT_1, CT_2, ..., CT_k$ randomly

$\delta \leftarrow 0$

For every $i = 1, \cdots, n$

$- c^i \leftarrow \arg\min_j ||x_i - CT_j||$

$- If c^i$ has been changed, $\delta \leftarrow \delta + 1$

End For

For every $j = 1, \cdots, k$

$- CT_j \leftarrow \frac{\sum_{i=1}^{n} 1\{c^i=j\}x_i}{\sum_{i=1}^{n} 1\{c^i=j\}}$

End For

If $\delta/n >$ threshold, then repeat

---

### 3.3 Existing Methods

**Distributed KRR (DKRR)**

The bottleneck of KRR is solving the $n$-by-$n$ linear system (3.6), which is generated by a much smaller $n$-by-$d$ input matrix with $n \gg d$. As stated before, this makes weak-scaling problematic, because memory-per-machine grows like $\Theta(p)$, and flops-per-processor grows like $\Theta(p^2)$. In the perfect weak scaling situation, both the memory needed and the flops grow as $\Theta(1)$ per processor (i.e. memory and flops are constant). Our experiments show the weak scaling efficiency of DKRR decreases from 100% to 0.3% as we increase the number of processors from 96 to 1536. Since the $n$-by-$n$ matrix $K$ cannot be created on a single node, we create it in a distributed way on a $\sqrt{p}$-by-$\sqrt{p}$ machine grid (Fig. 3.3). We first divide the sample matrix into $\sqrt{p}$ equal parts by rows. To generate $\frac{1}{p}$ of the kernel matrix, each machine will need two of these $\sqrt{p}$ parts of the sample matrix. For example, in Fig. 3.3, to generate the $K(1, 2)$ block, machine 6 needs the second and the third parts of the blocked sample matrix. Thus, we reduce the storage and computation for kernel creation from $\Theta(n^2)$ to $\Theta(n^2/p)$ per machine. Then we use distributed linear solver in ScaLAPACK (Choi et al., 1995) to solve for $\alpha$.

**Divide-and-Conquer KRR (DC-KRR)**

DC-KRR (Y. Zhang, J. Duchi, and Wainwright, 2013) showed that using divide-and-conquer can reduce the memory and computational requirement. We first shuffle the original data matrix $M = [X, y]$ by rows. Then we distribute $M$ to all the nodes evenly by rows (lines 1-5 of Algorithm 8). On each node, we construct a much smaller matrix ($\Theta(n^2/p^2)$) than the original kernel matrix ($\Theta(n^2)$) (lines 6-11 of Algorithm 8). After getting the local kernel matrix $K$, we use it to solve a linear equation $(K + \lambda n I)\alpha = y$ on each node where $y$ is the input labels and $\alpha$ is the solution. After getting $\alpha$, the training step is complete. Then we use the local $\alpha$ to make predictions for each unknown data point and do a global average.
Figure 3.3: Implementation of Distributed KRR. We divide the input sample matrix into \( \sqrt{p} \) parts by rows, and each machine gets two of these \( \sqrt{p} \) parts. Then each machine generates 1/p part of the kernel matrix.

(reduction) to output the final predicted label (lines 13-15 of Algorithm 8). If we get a set of better hyper-parameters, we record them by overwriting the old versions (lines 16-19 of Algorithm 8).

3.4 Accurate, Fast, and Scalable KRR

Kmeans KRR (KKRR)

DC-KRR performs better than state-of-the-art methods (Y. Zhang, J. Duchi, and Wainwright, 2013). However, based on our observation, DC-KRR still needs to be improved. DC-KRR has a poor weak scaling in terms of accuracy, which is the bottleneck for distributed machine learning workloads. We observe that the poor accuracy of DC-KRR is mainly due to the random partitioning of training samples. Thus, our objective is to design a better partitioning method to achieve a higher accuracy and maintain a high scaling efficiency. Our algorithm is accurate, fast, and scalable on distributed systems.

The analysis in this section is based on the Gaussian kernel because it is the most widely used case (Y. Zhang, J. Duchi, and Wainwright, 2013). Other kernels can work in the same way with different distance metrics. For any two training samples, their kernel value \( \exp\{-\|x_i - x_j\|^2/(2\sigma^2)\} \) is close to zero when their Euclidean distance \( \|x_i - x_j\|^2 \) is large. Therefore, for a given sample \( \hat{x} \), only the training points close to \( \hat{x} \) in Euclidean distance can have an effect on the result (Equation (3.7)) of the prediction process. Based on this idea, we partition the training dataset into \( p \) subsets \((TD_1, TD_2, ..., TD_p)\). We use K-means to partition the dataset since K-means maximizes Euclidean distance between any two clusters. The samples with short Euclidean distance will be clustered into one group. After K-means, each subset will have its data center \((CT_1, CT_2, ..., CT_p)\). Then we launch \( p \)
Algorithm 8 Divide-and-Conquer KRR (DC-KRR)

**Input:**
- $n$ labeled data points $(x_i, y_i)$ for training;
- $k$ labeled data points $(\hat{x}_j, \hat{y}_j)$ for testing;
- $x_i$ and $\hat{x}_j$ are $d$-dimensional vectors;
- $i \in \{1, 2, ..., n\}$, $j \in \{1, 2, ..., k\}$;
- $MSE \leftarrow \infty$ (Initial Mean Squared Error);

**Output:**
- Mean Squared Error ($\hat{MSE}$) of prediction;
- best parameters $\hat{\lambda}, \hat{\sigma}$;

if rank = 0 then
  Store data points $(x_i, y_i)$ $i \in \{1, ..., n\}$ as $[X, y]$
  $M = [X, y]$ is a $n$-by-$(d + 1)$ matrix
  Shuffle $M$ by rows
  Scatter $M$ to all the nodes evenly by rows
end

Create a $m$-by-$m$ kernel matrix $K$, $m = n/p$

for $i \in 1 : m$ do
  $x_i, y_i = M[i][1:d+1]$
end

for $\lambda \in \Lambda$ and $\sigma \in \Sigma$ do
  for $i \in 1 : m$ do
    for $j \in 1 : m$ do
      $K[i][j] = \Phi(x_i, x_j)$ based on Table 3.1
    end
  end
  Solve linear equation $(K + \lambda m I)\alpha = y$ for $\alpha$
  for $j \in 1 : k$ do
    $\bar{y}_j = \sum_{i=1}^{m} \alpha_i K(x_i, \hat{x}_j)$
  end
  Global reduce: $\bar{y} = \sum \bar{y}/p$
  if rank = 0 then
    $MSE = \frac{1}{k} \sum_{j=1}^{k} (\bar{y}_j - \hat{y}_j)^2$
    if $MSE < \hat{MSE}$ then
      $\hat{MSE} \leftarrow MSE$, $\hat{\lambda} \leftarrow \lambda$, $\hat{\sigma} \leftarrow \sigma$
    end
  end
end
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Figure 3.4: Implementation of Kmeans KRR (KKRR). Both k-means and sort can be parallelized. We use the standard MPI implementation for scatter operation.

independent KRRs \((KRR_1, KRR_2, ..., KRR_p)\) to process these \(p\) subsets.

Given a test sample \(\hat{x}\), instead of only using one model to predict \(\hat{x}\), we make all the nodes have a copy of \(\hat{x}\). This additional cost is trivial for two reasons: (1) the test dataset is much smaller than the training dataset, and the training dataset is much smaller than the kernel matrix, which is the major memory overhead. (2) This broadcast is finished at initial step and there is no need to do it at every iteration. Each node \(i\) makes a prediction \(\hat{y}_i\) for \(\hat{x}\) by using its local model. Then we get the final prediction \(\tilde{y}\) by a global reduction (average) over all nodes \((\tilde{y} = \sum_{i=1}^{p} \hat{y}_i/p)\). Figure 3.4 is the framework of KKRR. KKRR is highly parallel because all the subproblems are independent of each other. However, the performance of KKRR is not good as we expect. From Figure 3.5.1, we observe that DC-KRR achieves better accuracy than KKRR. In addition, KKRR is slower than DC-KRR. In the following sections, we will make the algorithm more accurate and scalable, which is better than DC-KRR.
3.5.1

Figure 3.5: Comparison between DC-KRR and KKRR family, using same parameter set on 96 NERSC Edison processors. The test data set MSD is described in Section 3.5. KKRR2 is an accurate but slow algorithm. KKRR3 is an optimal but unrealistic method for comparison purposes.

KKRR2

The low accuracy of KKRR is mainly due to its conquer step. For DC-KRR, because the divide step is a random and even partition, the sub-datasets and local models are similar to each other, and thus averaging works pretty well. For KKRR, the clustering method divides the original dataset into different sub-datasets which are far away from each other in Euclidean distance. The local models generated by sub-datasets are also totally different from each other. Thus, using their average will get worse accuracy because some models are
unrelated to the test sample \( \hat{x} \). For example, if the data center of \( i \)-th partition \( (CT_i) \) is far away from \( \hat{x} \) in Euclidean distance, the \( i \)-th model should not be used to make prediction for \( \hat{x} \). Since we divide the original dataset based on Euclidean distance, the similar procedure should be used in the prediction phase. Thus, we design the following algorithm.

After the training process, each sub-KRR will generate its own model file \( (MF_1, MF_2, ..., MF_P) \). We can use these models independently for prediction. For a given unknown sample \( \hat{x} \), if its closest data center (in Euclidean distance) is \( CT_i \), we only use \( MF_i \) to make a prediction for \( \hat{x} \). We call this version KKRR2. From Figures 3.5.1 and 3.5.2 we observe that KKRR2 is more accurate than DCKRR. However, KKRR2 is slower than DCKRR. For example, to get the same accuracy (MSE=88), KKRR2 is \( 2.2 \times (436s \text{ vs } 195s) \) slower than DCKRR. Thus we need to focus on speed and scalability.

### Balanced KRR (BKRR)

Based on the profiling results in Figure 3.6, we observe that the major source of KKRR’s poor efficiency is load imbalance. The reason is that the partitioning by K-means is irregular and imbalanced. For example, processor 2 in Figure 3.6 has to handle \( n = 35,137 \) samples while processor 3 only needs to process \( n = 7,349 \) samples. Since the memory requirement grows like \( \Theta(n^2) \) and the number of flops grows like \( \Theta(n^3) \), processor 3 runs \( 51 \times \) faster than processor 1 (Figure 3.6). On the other hand, partitioning by K-means is data-dependent and the sizes of clusters cannot be controlled. This makes it unreliable to be used in practice, and thus we need to replace K-means with a load-balanced partitioning algorithm. To this end, we design a K-balance clustering algorithm and use it to build Balanced Kernel Ridge Regression (BKRR).

In our design, a machine corresponds to a clustering center. If we have \( p \) machines, then we partition the training dataset into \( p \) parts. As mentioned above, the objective of K-balance partitioning algorithm is to make the number of samples on each node close to \( n/p \). If a data center has \( n/p \) samples, then we say it is balanced. The basic idea of this algorithm is to find the closest center for each sample, and if a given data center has been balanced, no additional sample will be added to this center. The detailed K-balance clustering method is in Algorithm 9. Line 1 of Algorithm 9 is an important step because K-balance needs to first run K-means algorithm to get the data centers. This makes K-balance have a similar clustering pattern as K-means. Lines 3-12 find the center for each sample. Lines 6-10 find the best under-load center for the \( i \)-th sample. Lines 15-19 recompute the data center by averaging all the samples in a certain center. Recomputing the centers by averaging is optional because it will not necessarily make the results better. From Figure 3.6 we observe that K-balance partitions the dataset in a balanced way. After K-balance clustering, all the nodes have the same number of samples, so in the training phase all the nodes roughly have the same training time and memory requirement.

After replacing K-means with K-balance, KKRR becomes BKRR, and KKRR2 becomes BKRR2. Algorithm 10 is a framework of BKRR2. As we mentioned in the sections of Abstract and Introduction, KKRR2 is the optimized version of KKRR and BKRR2 is the optimized version of BKRR. Lines 1-7 perform the partition. Lines 9-22 perform one iteration of
Algorithm 9 K-balance Clustering

Input:
- \( CT[i] \) is the center of \( i-th \) cluster;
- \( CS[i] \) is the size of \( i-th \) cluster;
- \( SA[i] \) is the \( i-th \) sample;
- \( n \) is the number of samples;
- \( P \) is the number of clusters (\(^\#\)machines);

Output:
- \( MB[i] \) is the closest center to \( i-th \) sample;
- \( CT[i] \) is the center of \( i-th \) cluster;

Run K-means to get \( CT[1], CT[2], ..., CT[p] \)

\[ \text{balanced} = \frac{n}{p} \]

for \( i \in 1 : n \) do
  \[ \text{mindis} = \infty \]
  \[ \text{minind} = 0 \]
  for \( j \in 1 : p \) do
    \[ \text{dist} = \text{EuclidDistance}(SA[i], CT[j]) \]
    if \( \text{dist} < \text{mindis} \text{ and } CS[j] < \text{balanced} \) then
      \[ \text{mindis} = \text{dist} \]
      \[ \text{minind} = j \]
    end
  end
  \[ CS[\text{minind}]++ \]
  \[ MB[i] = \text{minind} \]
end

for \( i \in 1 : p \) do
  \[ CT[i] = 0 \]
end

for \( i \in 1 : n \) do
  \[ j = MB[i] \]
  \[ CT[j] += SA[i] \]
end

for \( i \in 1 : p \) do
  \[ CT[i] = CT[i] / CS[i] \]
end
Algorithm 10 Balanced KRR2 (BKRR2)

Input:
- \( n \) labeled data points \((x_i, y_i)\) for training;
- \( k \) labeled data points \((\hat{x}_j, \hat{y}_j)\) for testing;
- both \( x_i \) and \( \hat{x}_j \) are \( d \) dimensional vectors;
- \( i \in \{1, 2, ..., n\} \), \( j \in \{1, 2, ..., k\} \);
- \( \hat{\text{MSE}} \leftarrow \infty \) (Initial Mean Squared Error);

Output:
- Mean Squared Error (\( \hat{\text{MSE}} \)) of prediction
- best parameters \( \hat{\lambda}, \hat{\sigma} \)

\( t \leftarrow \) rank of a machine, \( t \in \{1, ..., p\} \)

Do K-balance clustering (Algorithm 9)

\( M = [X, y] \) is a \((n/p)\)-by-\((d + 1)\) matrix

Store data points \((x_i, y_i) \) \( i \in \{1, ..., n/p\} \) as \([X, y]\)

Create a \( m \)-by-\( m \) kernel matrix \( K \), \( m = n/p \)

for \( i \in 1 : m \) do
  \( x_i, y_i = M[i][1:d+1] \)
  Machine \( t \): \((x_i^t, y_i^t) = (x_i, y_i), t \in \{1, ..., p\} \)
end

for \( \lambda \in \Lambda \) and \( \sigma \in \Sigma \) do

  for \( i \in 1 : m \) do
    for \( j \in 1 : m \) do
      \( K[i][j] = \Phi(x_i, x_j) \) based on Table 3.1
    end
  end

  Solve linear equation \((K + \lambda m I)\alpha = y\) for \( \alpha \)

  for \( t \in 1 : p \) do
    \( \text{err}_t \leftarrow 0 \)
  end

  for \( j \in 1 : k \) do
    if \( t = \text{MyCluster}(\hat{x}_j) \) then
      \( \hat{y}_j \leftarrow \sum_{i=1}^m \alpha_i^t K(x_i^t, \hat{x}_j) \)
      \( \text{err}_t \leftarrow \text{err}_t + \|\hat{y}_j - \hat{y}_j\|^2 \)
    end
  end

  Reduce: \( \text{MSE} = (\sum_{t=1}^p \text{err}_t) / k \)

  if \( t = 0 \) then
    if \( \text{MSE} < \hat{\text{MSE}} \) then
      \( \hat{\text{MSE}} \leftarrow \text{MSE}, \hat{\lambda} \leftarrow \lambda, \hat{\sigma} \leftarrow \sigma \)
    end
  end
end
CHAPTER 3. COMMUNICATION-AVOIDING KERNEL RIDGE REGRESSION

3.6.1 Load Balance for Data Size

Figure 3.6: This experiment is conducted on NERSC Cori Supercomputer (WRIGHT et al., 2015). We use 8 nodes for load balance test. The test dataset is MSD dataset and we use 16000 samples. We observe that BKRR has roughly 2000 samples on each node, which leads to a perfect load balance. For KKRR, because different nodes have different number of samples, the fastest node is 51\times faster than the slowest node, which leads to a huge resource waste.

3.6.2 Load Balance for Time

the training. Lines 9-11 construct the kernel matrix. Line 12 solves the linear equation on each machine. Lines 13-18 perform the prediction. Only the best model does the prediction for a certain test sample. Lines 19-22 evaluate the accuracy of the system. There is no communication cost of BKRR2 during training except for the initial data partition and the final model selection. The additional cost of BKRR2 comes from two parts: (1) the K-balance algorithm and partition, and (2) the prediction.

The overhead of K-balance is tiny compared with the training part. K-balance first does K-means. The cost of K-means is \( \Theta(In) \) where \( I \) is the number of K-means iterations, which is usually less 100. The cost of lines 3-12 in Algorithm 9 is \( \Theta(pm) \) where \( p \) is the number of partitions and also the number of machines. \( \Theta(In + pm) \) is tiny compared with the training part, which is \( \Theta(|\Sigma||\Lambda|n^3/p^3) \). For example, if we use BKRR2 to process the 32k MSD training samples on 96 NERSC Edison processors, the single-iteration training time is 20 times larger than the K-balance and partition time. Since the computational overhead of K-balance is low compared to KRR training (\( n = \Theta(p^4) \) in practice), we can just use one node to finish the K-balance algorithm. Although it is not necessary, we have an approximate parallel algorithm for K-balance. We conduct parallel K-means clustering and distribute the centers to all the nodes. Then we partition the samples to all the processors and set balanced as \( n/p^2 \). Since \( n = \Theta(p^4) \) in practice, this parallel implementation roughly gets the same results with the single-node implementation. The overhead of this approximate parallel algorithm is \( \Theta(In/p + n) \).

For the prediction part, instead of conducting \( k \) small communications, we make each machine first compute its own error (line 18 of Algorithm 10) and then only conduct one global communication (line 19 of Algorithm 10). The reason is detailed below. The runtime
Figure 3.7: Difference between BKRR2 and DCKRR. BKRR2: partition the dataset into \( p \) different parts, generate \( p \) different models, and select the best model. DCKRR: partition the dataset into \( p \) similar parts, generate \( p \) similar models, and use the average of all the models.

on a distributed system can be estimated by the sum of the time for computation and the time for communication: 
\[
f \times \gamma + n_m \times (\alpha + n_b \times \beta),
\]
where \( f \) is the number of floating point operations, \( \gamma \) is the time per floating point operation, \( \alpha \) is latency, \( 1/\beta \) is the bandwidth, \( n_m \) is the number of messages, and \( n_b \) is the number of bytes per message. In practice, \( \alpha \gg \beta \gg \gamma \) (e.g. \( \alpha = 7.2 \times 10^{-6} s \), \( \beta = 0.9 \times 10^{-9} s \) for Intel NetEffect NE020, \( \gamma = 2 \times 10^{-11} s \) for Intel 5300-series Clovertown). Therefore, one big message is much cheaper than \( k \) small messages because 
\[
k \times (\alpha + n_b \times \beta) \gg (\alpha + k \times n_b \times \beta).
\]
This optimization reduces the latency overhead. Figures 3.8 and 3.9 show that BKRR2 achieves lower error rate than DC-KRR in a shorter time for a variety of datasets. Figure 3.7 shows the difference between BKRR2 and DC-KRR.

**BKRR3 and KKRR3: Error Lower Bound and The Unrealistic Approach**

The KKRR and BKRR families share the same idea of partitioning the data into \( p \) parts and making \( p \) different models, but they are different in that the KKRR family is optimized for accuracy while the BKRR family is optimized for performance. We want to know the gap between our method and the best theoretical method. Let us refer to the theoretical KKRR method as KKRR3 and the theoretical BKRR method as BKRR3.

BKRR3 is similar to BKRR2 in terms of communication and computation pattern. Like BKRR and BKRR2, after the training process, each sub-BKRR will generate its own model file \((MF_1, MF_2, \ldots, MF_p)\). We can use these model files independently for prediction. For a given test sample \( \hat{x} \) (\( \hat{y} \) is its true regressand), we make all the nodes have a copy of \( \hat{x} \) (like KKRR). Each model will make a prediction for \( \hat{x} \). We get \( \hat{y}_1, \hat{y}_2, \ldots, \hat{y}_p \) from \( p \) models respectively. We select \( MF_i \) for prediction where \( i = \arg\min_j ||\hat{y}_j - \hat{y}||^2 \). This means we inspect the true regressand to make sure we select the best model for each test sample.
When changing K-balance to K-means, BKRR3 becomes KKRR3, which is much more accurate than DCKRR (Figures 3.5.1 and 3.5.2). The MSE of BKRR3 is the lower bound of the MSE of BKRR2 because BKRR3 can always use the best model for each test sample. In fact, BKRR3 is even much more accurate than the original method (DKRR) for all the testings in our experiments. The framework of BKRR3 is in Algorithm 11. Figures 3.8 and 3.9 show the results. BKRR3 is always the best approach in these comparisons. BKRR3 achieves much higher accuracy than DCKRR and BKRR2.

Figure 3.8: These figures do a point-to-point comparison between DC-KRR and BKRR family using test data set MSD (described in Section 3.5). They use the same parameter set and conduct the same number of iterations on 96 NERSC Edison processors. DCKRR is more accurate than BKRR. BKRR2 is faster than DCKRR for getting the same accuracy. BKRR3 is an optimal but unrealistic implementation for comparison purposes.

3.5 Implementation and Analysis

Real-World Dataset

To give a fair comparison with DC-KRR, we use the Million Song Dataset (MSD) (Bertin-Mahieux et al., 2011) as our major dataset in our experiments because MSD was used in the chapter of DC-KRR. It is a freely-available collection of audio features and metadata for a million contemporary popular music tracks. The dataset contains \( n = 515,345 \) samples. Each sample is a song (track) released between 1922 and 2011, and the song is represented as a vector of timbre information computed from the song. Each sample consists of a pair of \((x_i, y_i)\) where \(x_i\) is a \(d\)-dimensional \((d = 90)\) vector and \(y_i \in [1922, 2011]\) is the year that the song was released. The Million Song Dataset Challenge aims at being the best possible offline evaluation of a music recommendation system. It is a large-scale, personalized music
Algorithm 11 BKRR3

Input:
\( n \) labeled data points \((x_i, y_i)\) for training;
another \( k \) labeled data points \((\hat{x}_j, \hat{y}_j)\) for testing;
both \( x_i \) and \( \hat{x}_j \) are \( d \) dimensional vectors;
i \( \in \{1, 2, ..., n\} \), j \( \in \{1, 2, ..., k\} \);
t is the rank of a machine, \( t \in \{1, ..., p\} \);

Output:
Mean Squared Error (\( \hat{MSE} \)) of prediction
best parameters \( \hat{\lambda}, \hat{\sigma} \)

Do K-balance clustering
\( M = [X, y] \) is a \((n/p)\)-by-\((d + 1)\) matrix
Store data points \((x_i, y_i)\) \( i \in \{1, ..., n/p\} \) as \([X, y]\)
Create a \( m \)-by-\( m \) kernel matrix \( K \), \( m = n/p \)
for \( i \in 1 : m \) do
\( x_i, y_i = M[i][1:d+1] \)
Machine \( t \): \((x_i^t, y_i^t) = (x_i, y_i), t \in \{1, ..., p\} \)
end
for \( \lambda \in \Lambda \) and \( \sigma \in \Sigma \) do
for \( i \in 1 : m \) do
for \( j \in 1 : m \) do
\( K[i][j] = \Phi(x_i, x_j) \) based on Table 3.1
end
end
Solve linear equation \((K + \lambda m I)\alpha = y\) for \( \alpha \)
for \( j \in 1 : k \) do
Machine \( t \): \( \tilde{y}_j^t = \sum_{i=1}^{m} \alpha_i^t K(x_i^t, \hat{x}_j) \)
Global reduce: \( id = \arg\min_t \|\tilde{y}_j^t - \hat{y}_j\|^2 \)
Send/Receive: \( \tilde{y}_j = \tilde{y}_j^id \)
end
if rank = 0 then
\( MSE = \frac{1}{k} \sum_{j=1}^{k} (\hat{y}_j - \tilde{y}_j)^2 \)
if \( MSE < \hat{MSE} \) then
\( \hat{MSE} \leftarrow MSE, \hat{\lambda} \leftarrow \lambda, \hat{\sigma} \leftarrow \sigma \)
end
end
end
Figure 3.9: These figures do a point-to-point comparison between BKRR2, BKRR3 and DC-KRR. They use the same parameter set and conduct the same number of iterations on 96 NERSC Edison processors. BKRR2 is faster than DCKRR for getting the same accuracy. BKRR3 is an optimal but unrealistic implementation for comparison purposes.

recommendation challenge, where the goal is to predict the songs that a user will listen to, given both the user’s listening history and full information (including meta-data and content analysis) for all songs. To justify the efficiency of our approach, we use another three real-world datasets. The information of these four datasets are summarized in Table 3.2. All these datasets were downloaded from (C.-J. Lin, 2017).

**Fair Comparison**

Let us use $p$ as the number of partitions or nodes, $\rho$ as the number of processors. Each node has 24 processors. When we use $\rho=1536$ processors, we actually divide the dataset into $p=64$ parts. Each machine generates a local model for BKRR2. To give a fair comparison, we make
Figure 3.10: BKRR2 results based on MSD dataset. Using increasing number of samples on a fixed number of processors, we can get a better model but also observe the time increase in the speed of $\Theta(n^3)$.

Table 3.2: The test datasets

<table>
<thead>
<tr>
<th>name</th>
<th>MSD</th>
<th>cadata</th>
<th>MG</th>
<th>space-ga</th>
</tr>
</thead>
<tbody>
<tr>
<td># Train</td>
<td>463,715</td>
<td>18,432</td>
<td>1,024</td>
<td>2,560</td>
</tr>
<tr>
<td># Test</td>
<td>51,630</td>
<td>2,208</td>
<td>361</td>
<td>547</td>
</tr>
<tr>
<td>Dimension</td>
<td>90</td>
<td>8</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Sure all the comparisons were tuned based on the same parameter set. Different methods may select different best-parameters from the same parameter set to achieve its lowest MSE. From Figures 3.8, 3.9 and 3.11, we clearly observe BKRR2 is faster than DC-KRR and also achieves lower prediction error on all the datasets. In other words, BKRR2 and DC-KRR may use different parameters to achieve their lowest MSEs. The lowest MSE of BKRR2 is lower than the lowest MSE of DC-KRR. On the other hand, BKRR2 is slightly faster than both DC-KRR and BKRR3 (for both single iteration time and overall time). The reason is that each machine only needs to process $1/p$ of the test samples for prediction. For DC-KRR and BKRR3, each machine needs to process all the test samples for prediction. BKRR2 achieves 1.2× speedup over DC-KRR on average and has a much lower error rate for 128k-sample MSD dataset (14.7 vs 81.0).

Because of DKRR’s poor weak scaling, BKRR2 runs much faster than DKRR for 1536 processors and 128k training samples. The single iteration time of BKRR2, $t_b$, is 1.15 sec while the single iteration time of DKRR, $t_d$, is 4048 sec. Here, single iteration means picking a pair of parameters and solving the linear equation once (e.g. lines 9-22 of Algorithm 10 are
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3.11.1 Time

3.11.2 Efficiency

3.11.3 Accuracy

Figure 3.11: Results based on MSD dataset. We use 96 processors (i.e. 4 nodes) and 8k samples as the baseline. The lowest MSE of DKRR is 0.001848 on 1536 processors. The lowest MSE of BKRR3 is $10^{-7}$. The weak scaling efficiency of DKRR at 1536 processors is 0.32%. The weak scaling efficiency of KKRR2 and BKRR2 at 1536 processors is 38% and 92%, respectively. The MSE of DC-KRR for 2k test samples only decreases from 88.9 to 81.0, which is a bad weak scaling accuracy. The MSE of BKRR2 decreases from 93.1 to 14.7. The MSE of KKRR2 decreases from 95.0 to $10^{-7}$. The data is in Tables 3.3 and 3.4. We conclude that the proposed methods outperform the existing methods.

one iteration). The algorithm can get a better pair of parameters after each iteration. All the algorithms in this chapter run the same number of iterations because they use the same parameter tuning space. However, it is unfair to say BKRR2 achieves $3505 \times$ speedup over DKRR because, for the same 2k test dataset, the lowest MSE of BKRR2 is 14.7 while that of DKRR is 0.002. This means the BKRR2 model with 128K samples model ($bm_{128}$) is worse than DKRR model ($dm_{128}$) for accuracy. To give a fair comparison, we increase the training
Table 3.3: Weak Scaling in time. We use 96 processors and 8000 MSD samples as the baseline. Constant time means perfect scaling. BKRR2 has very good scaling efficiency. DKRR’s scaling efficiency is poor.

<table>
<thead>
<tr>
<th>Method</th>
<th>Processors</th>
<th>96</th>
<th>192</th>
<th>384</th>
<th>768</th>
<th>1536</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKRR2</td>
<td>IterTime (s)</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.08</td>
<td>1.15</td>
</tr>
<tr>
<td>KKRR2</td>
<td>IterTime (s)</td>
<td>3.66</td>
<td>4.05</td>
<td>4.23</td>
<td>6.85</td>
<td></td>
</tr>
<tr>
<td>DKRR</td>
<td>IterTime (s)</td>
<td>13</td>
<td>234</td>
<td>4048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BKRR2</td>
<td>Efficiency</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>KKRR2</td>
<td>Efficiency</td>
<td>0.71</td>
<td>0.64</td>
<td>0.62</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>DKRR</td>
<td>Efficiency</td>
<td>0.17</td>
<td>0.06</td>
<td>0.01</td>
<td>0.003</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: Weak Scaling in Accuracy on MSD Dataset. Lower is better. DCKRR is a bad algorithm.

<table>
<thead>
<tr>
<th>Samples</th>
<th>DCKRR</th>
<th>BKRR2</th>
<th>DKRR</th>
<th>KKRR2</th>
<th>BKRR3</th>
</tr>
</thead>
<tbody>
<tr>
<td>8k</td>
<td>88.9</td>
<td>93.1</td>
<td>90.9</td>
<td>95.0</td>
<td>40.2</td>
</tr>
<tr>
<td>32k</td>
<td>85.5</td>
<td>87.7</td>
<td>85.0</td>
<td>87.5</td>
<td>6.6</td>
</tr>
<tr>
<td>128k</td>
<td>81.0</td>
<td>14.7</td>
<td>0.002</td>
<td>10^{-7}</td>
<td>10^{-7}</td>
</tr>
</tbody>
</table>

samples of BKRR2 to 256k so that its lowest MSE can generate a better model \((bm_{256})\). By using \(bm_{256}\), the lowest MSE of BKRR2 is 0.53 (Figure 3.10). We run it on the same 1536 processors and observe \(t_b\) becomes 5.6 sec. In this way, we can say that BKRR2 achieves 723× speedup over DKRR for achieving roughly the same accuracy by using the same hardware and the same test dataset. It is worth noting that the biggest dataset that DKRR can handle on 1536 processors is 128k samples, otherwise it will collapse. Therefore, \(dm_{128}\) is the best model DKRR can get on 1536 processors. However, BKRR2 can use a bigger dataset to get a better model than \(bm_{256}\) on 1536 processors (e.g. 512k model in Figure 3.10).

The theoretical speedup of \(bm_{128}\) over \(dm_{128}\) is the ratio of \(\Theta(n^3/p)\) and \(\Theta((n/p)^3)\), which is 4096× for \(p = 64\) and \(\rho = 1536\). We achieve 3505× speedup. The theoretical speedup of \(bm_{256}\) over \(dm_{128}\) is the ratio of \(\Theta(n^3/p)\) and \(\Theta((2n/p)^3)\), which is 512× for \(p = 64\) and \(\rho = 1536\). We achieve 723× speedup. The difference between theoretical speedup and practical speedup comes from systems and low-level libraries (e.g. the implementation of LAPACK and ScaLAPACK). In this comparison, BKRR2’s better scalability allows it to use more data than DKRR, which cannot run on an input of the same size. We also want to compare KKRR2 to DKRR for using the same amount of data. Let us refer to the model generated by KKRR2 using 128k samples as \(km_{128}\) and the single iteration time as \(t_k\). \(t_k\) is 6.9 sec in our experiment. The MSE of \(km_{128}\) is \(10^{-7}\), which is even lower than the MSE of \(dm_{128}\) \((0.002)\). Thus, KKRR2 achieves 591× speedup over DKRR for the same accuracy by using the same data and hardware (Table 3.3 and 3.4).
Weak-Scaling Issue

As we mentioned in a previous section, weak scaling means we fix the data size per node and increase the number of nodes. We use from 96 to 1536 processors (4 to 64 partitions) for scaling tests on the NERSC Edison supercomputer. The test dataset is the MSD dataset. We set the 96-processor case as the baseline and assume it has a 100% weak-scaling. We double the number of samples as we double the number of processors. Figure 3.11 and Table 3.3 show the time weak-scaling and accuracy weak-scaling of BKRR. In terms of time weak-scaling, BKRR2 achieves 92% efficiency on 1536 processors while DKRR only achieves 0.32%. We then compare the weak scaling in terms of test accuracy: the MSE of DC-KRR for 2k test samples only decreases from 88.9 to 81.0, while the MSE of BKRR2 decreases from 93.1 to 14.7. KKRR2 reduced the MSE from 95 to $10^{-7}$. In conclusion, we observe that DKRR has a bad time scaling and DC-KRR has a poor accuracy weak scaling. Our proposed method, BKRR2, has good weak scaling behavior both in terms of time and accuracy. The weak scaling of BKRR3 can be shown in Table 3.5.

Table 3.5: Weak scaling results of BKRR3. We use 96 processors and 8k samples as the baseline. We double the number of samples as we double the number of processors.

<table>
<thead>
<tr>
<th>processors</th>
<th>96</th>
<th>192</th>
<th>384</th>
<th>768</th>
<th>1536</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>1311</td>
<td>1313</td>
<td>1328</td>
<td>1345</td>
<td>1471</td>
</tr>
<tr>
<td>Efficiency</td>
<td>100%</td>
<td>99.8%</td>
<td>98.7%</td>
<td>97.5%</td>
<td>89.1%</td>
</tr>
<tr>
<td>MSE</td>
<td>40.2</td>
<td>16.5</td>
<td>6.62</td>
<td>1.89</td>
<td>$10^{-7}$</td>
</tr>
</tbody>
</table>

Method Selection

KKRR2 achieves better accuracy than the state-of-the-art method. If the users need the most accurate method, KKRR2 is the best choice. KKRR2 runs slower than DC-KRR but much faster than DKRR. BKRR2 achieves better accuracy and also runs faster than the DCKRR. BKRR2 is much faster than DKRR with the same accuracy. The reason why BKRR2 is more efficient than DKRR is not that it assumes more samples, but rather, because it has much better weak scaling, so it is easier to use more samples to get a better model. Thus, BKRR2 is the most practical method because it balances the speed and the accuracy. BKRR3 can be used to evaluate the performance of systems both in accuracy and speed. KKRR2 is optimized for accuracy. We recommend using either BKRR2 or KKRR2.

Implementation Details

We use CSR (Compressed Row Storage) format for processing the sparse matrix (the original $n$-by-$d$ input matrix, not the dense kernel matrix) in our implementation. We use MPI for distributed processing. To give a fair comparison, we use ScaLAPACK (Choi et al., 1995) for solving the linear equation on distributed systems and LAPACK (E. Anderson et al.,
1999) on shared memory systems, both of which are Intel MKL versions. Our experiments are conducted on NERSC Cori and Edison supercomputer systems (NERSC, 2016). Our source code is available online.

The kernel matrix is symmetric positive definite (SPD), and so is $K + \lambda n I$. Thus we use Cholesky decomposition to solve $(K + \lambda n I)\alpha = y$ in DKRR, which is $2.2 \times$ faster than the Gaussian Elimination version.

To conduct a weak scaling study, we select a subset (e.g. 64k, 128k, 256k) from 463,715 samples as the training data to generate a model. Then we use the model to make a prediction. We use 2k test samples to show the MSE comparisons among different methods. If we change the number of test samples (e.g. change 2k to 20k), the testing accuracy will be roughly the same. The reason is that all the test samples are randomly shuffled so the 2k case will have roughly the same sample pattern as the 20k case.

3.6 GPU Acceleration

GPUs are popular tools for accelerating machine learning applications (You, Gitman, and Ginsburg, 2017) and many machine learning applications are built on top of GPU-based systems. Thus, we also built our system on GPU clusters. We use Piz Daint supercomputer located at CSCS (the Swiss National Supercomputing Centre). Each GPU node is equipped with one Intel Xeon E5-2690 v3 at 2.60GHz (12 cores, 64GB RAM) and one NVIDIA Tesla P100 16GB. There are a total of 5704 GPU nodes. Since 2018 Piz Daint is ranked 6th on the TOP500 list. Our results are shown in Fig. 3.12 and Fig. 3.13. We can observe our algorithms achieve similar speedups with the Knights Landing cluster. We can conclude that our algorithms perform well for both CPU/KNL based systems and GPU based systems.

3.7 Parallel Efficiency of BKRR2

In the following, we use $n$ to refer to the problem size (the number of samples). Like the previous part, we use $p$ to refer to the number of machines. To be more precise, let $t(n; p)$ be the per-iteration time, which is a function of $n$ and $p$; and let $i(\Lambda; \Sigma)$ be the number of iterations, which is $|\Lambda| \times |\Sigma|$. For KRR, $i(\Lambda; \Sigma)$ typically is at least 1000, that is, there is no actual dependence on $n$ or $p$. Then, the total time should ideally be

$$T(\Lambda; \Sigma; n; p) = i(\Lambda; \Sigma) \times t(n; p)$$

Thus, the parallel efficiency of a $p$-machine systems becomes

$$E(n; p) = \frac{i(\Lambda; \Sigma) \times t(n; 1)}{p \times i(\Lambda; \Sigma) \times t(n; p)} = \frac{t(n; 1)}{p \times t(n; p)}$$

If the per-iteration time scales perfectly — meaning $t(n; p) = t(n; 1)/p$ — the efficiency should be 1. The $t(n; 1)$ of KRR is $\Theta(n^3)$ because it needs to solve a dense linear equation.

https://people.eecs.berkeley.edu/~youyang/cakrr.zip
Figure 3.12: Comparison between DC-KRR and KKRR family, using same parameter set on eight nodes of Piz Daint supercomputer (each node has one Intel Xeon E5-2690 v3 CPU and one NVIDIA P100 GPUs). The test data set MSD is described in Section 3.5. KKRR2 is an accurate but slow algorithm. KKRR3 is an optimal but unrealistic method for comparison purposes.

For BKRR2, each node is actually an independent KRR. Thus we can get
\[ t(n; p) = t(n/p; 1) = \Theta(n^3/p^3) = t(n; 1)/p^3 \]
because each node only trains \( n/p \) samples.

In other words, each node is a BKRR problem with \( \Theta((n/p)^3) \) operations, and
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Figure 3.13: These figures do a point-to-point comparison between DC-KRR and BKRR family using test data set MSD (described in Section 3.5). They use the same parameter set and conduct the same number of iterations on eight nodes of Piz Daint supercomputer (each node has one Intel Xeon E5-2690 v3 CPU and one NVIDIA P100 GPUs). DCKRR is more accurate than BKRR. BKRR2 is faster than DCKRR for getting the same accuracy. BKRR3 is an optimal but unrealistic implementation for comparison purposes.

\[
E(n; p) = \frac{t(n; 1)}{p \times t(n; p)} = p^2
\]

This means the parallel efficiency of BKRR2 is \(p^2\) in theory. Usually, we expect the parallel efficiency of a regular distributed system to lie between 0 and 1.
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The reason behind the $\Theta(p^2)$ parallel efficiency is that the way we set this up is perhaps not quite right – the sequential baseline should be the best sequential baseline, not the naive (plain KRR) one. If we execute BKRR2 sequentially by simulating $p$ partitions with only 1 machine, then the sequential time would be

$$\hat{t}(n; 1) = p \times t(n/p; 1) = p \times \Theta((n/p)^3) = t(n; 1)/p^2$$

So then $E(n; p)$ would approach 1 rather than $p^2$ because $\hat{t}(n; 1)$ is close to $t(n; p)$. Put another way, this means that BKRR2 is a perfect algorithm, even in the sequential case. That indicates we can beat KRR by running BKRR2 to simulate $p$ partitions using only 1 machine. We reserve the experiments as our future work.

3.8 Related Work

There are papers on using low rank techniques to approximate the kernel matrix. Schölkopf, A. Smola, and Müller, 1998 conducted a nonlinear form of principal component analysis (PCA) in high-dimensional feature spaces. Fine and Scheinberg, 2002 used Incomplete Cholesky Factorization (ICF) to design an efficient Interior Point Method (IPM). Williams and Seeger, 2001 designed a Nyström sampling method by carrying out an eigendecomposition on a smaller dataset. Si Si, Cho-Jui Hsieh, and I. Dhillon, 2014 designed a memory efficient kernel approximation method by first dividing the kernel matrix and then doing low-rank approximation on the smaller matrices. These methods can reduce the running time from $\Theta(n^2 d)$ to $\Theta(nd^2)$ or $\Theta(n dk)$ where $k$ is the rank of the kernel approximation. However, all of these methods are proposed for serial analysis on single node systems. On the other hand, Kernel method is more accurate than existing approximate methods (Y. Zhang, J. Duchi, and Wainwright, 2013). Y. Zhang, J. Duchi, and Wainwright, 2013 showed DC-KRR can beat all the previous approximate methods. DC-KRR is considered as state-of-the-art approach. Thus, we focus on the comparison with Y. Zhang, J. Duchi, and Wainwright, 2013.

The second line of work is to use iterative methods such as gradient descent (Yao, Rosasco, and Caponnetto, 2007), block Jacobi method (Schreiber, 1986) and conjugate gradient method (Blanchard and Krämer, 2010) to reduce the running time. However, an iterative method can not make full use of computational powers efficiently because they only load a small amount of data to memory. If we scale the algorithm to 100+ cores, Kernel matrix method will be much faster. These methods provide a trade-off between time and accuracy, and we reserve them for future research. ASKIT (March, Xiao, and Biros, 2015) used n-body ideas to reduce the time and storage of kernel matrix evaluation, which is a direction of our future work. CA-SVM (You, Demmel, Kenneth Czechowski, et al., 2015) (You, Demmel, Kent Czechowski, L. Song, and Rich Vuduc, 2016) used the divide-and-conquer approach for machine learning applications. The differences include: (1) CA-SVM is for classification while this work is for regression. (2) CA-SVM uses an iterative method, whereas we use a direct method. (3) The iterative method did not store the huge Kernel matrix, thus CA-SVM does not need to deal with the huge Kernel matrix. The scalability of the iterative method is also limited.
Lu et al., [2013] designed a fast ridge regression algorithm, which reduced the running time from $\Theta(n^2d)$ to $\Theta(\log(n)nd)$. However, first, this work made an unreasonable assumption: the number of features is much larger than the number of samples ($d \gg n$). This is true for some datasets like the webspam dataset (C.-J. Lin, 2017), which has 350,000 training samples and each sample has 16,609,143 features. However, on average only about 10 of these 16 million features are nonzero. This can be processed efficiently by the sparse format like CSR (Compressed Sparse Row). Besides, this method only works for the linear ridge regression algorithm rather than the kernel version, which will lose non-linear space information.

The most related work to this chapter is Divide-and-Conquer Kernel Ridge Regression (Y. Zhang, J. Duchi, and Wainwright, 2013), which is the serial version of DC-KRR. The basic idea is to divide the original data into $p$ parts, and then from each part construct a local smaller kernel matrix and finish the training process individually. DC-KRR is generally a fast serial algorithm, which reduces the memory requirement from $\Theta(n^2)$ to $\Theta(n^2/p^2)$. We finish a parallel implementation to justify it is also an efficient parallel approach. The idea of DC-KRR is to randomly and evenly divide the dataset into $p$ similar parts and get $p$ models. These $p$ models are similar to each other because of the dividing algorithm. DC-KRR use an average of these models, which has been shown better than the model generated by $1/p$ of the original dataset. The idea of BKRR2 or KKRR2 is to use a better partition algorithm to divide the datasets into $p$ different parts. There $p$ models are different from each other because of the clustering approach. Either BKRR2 or KKRR2 are actually finding the best model from these $p$ models. By doing so, BKRR2 achieves a much better accuracy than DC-KRR and a higher speed by using the same hardware. KKRR2 even achieves higher accuracy than the original method. Fig. 3.7 summarizes the difference between BKRR2 and DC-KRR.

### 3.9 Conclusion

Due to a $\Theta(n^2)$ memory requirement and $\Theta(n^3)$ arithmetic operations, KRR is prohibitive for large-scale machine learning datasets when $n$ is very large. The weak scaling of KRR is problematic because the total memory required will grow like $\Theta(p)$ per processor, and the total flops will grow like $\Theta(p^2)$ per processor. The reason why BKRR2 is more scalable than DKRR is that it removes all the communication in the training part and reduces the computation cost from $\Theta(n^3/p)$ to $\Theta((n/p)^3)$. The reason why BKRR2 is more accurate than DC-KRR is that it creates $p$ different models and selects the best one. Compared to DKRR, BKRR2 improves the weak scaling efficiency from 0.32% to 92% and achieves 723× speedup for the same accuracy on the same 1536 processors. Compared to DC-KRR, BKRR2 achieves much higher accuracy with faster speed. DC-KRR can never get the best accuracy achieved by BKRR2. When we increase $\#$ samples from 8k to 128k and $\#$ processors from 96 to 1536, BKRR2 reduces the MSE from 93 to 14.7, which solves the poor accuracy weak-scaling problem of DC-KRR (MSE only decreases from 89 to 81). KKRR2 achieves 591× speedup over DKRR for the same accuracy by using the same data and hardware. Based on a variety of datasets used in this chapter, we observe that KKRR2 is the most accurate method. BKRR2
is the most practical algorithm that balances the speed and accuracy. In conclusion, BKRR2 and KKRR2 are accurate, fast, and scalable methods.
Chapter 4
Asynchronous parallel greedy coordinate descent

4.1 Introduction

Asynchronous parallel optimization has recently become a popular way to speedup machine learning algorithms using multiple processors. The key idea of asynchronous parallel optimization is to allow machines work independently without waiting for the synchronization points. It has many successful applications including linear SVM (Niu et al., 2011; C.-J. Hsieh, H. F. Yu, and I. S. Dhillon, 2015), deep neural networks (J. Dean et al., 2012b; M. Li et al., 2014), matrix completion (Niu et al., 2011; Yun et al., 2014), linear programming (Sridhar et al., 2013), and its theoretical behavior has been deeply studied in the past few years (Liu and Wright, 2014; Avron, Druinsky, and A. Gupta, 2014; J. C. Duchi, Chaturapruek, and Ré, 2015).

The most widely used asynchronous optimization algorithms are stochastic gradient method (SG) (Niu et al., 2011; J. Dean et al., 2012b; J. C. Duchi, Chaturapruek, and Ré, 2015) and coordinate descent (CD) (Liu and Wright, 2014; Avron, Druinsky, and A. Gupta, 2014; C.-J. Hsieh, H. F. Yu, and I. S. Dhillon, 2015), where the workers keep selecting a sample or a variable randomly and conduct the corresponding update asynchronously. Although these stochastic algorithms have been studied deeply, in some important machine learning problems a “greedy” approach can achieve much faster convergence speed. A very famous example is greedy coordinate descent: instead of randomly choosing a variable, at each iteration the algorithm selects the most important variable to update. If this selection step can be implemented efficiently, greedy coordinate descent can often make bigger progress compared with stochastic coordinate descent, leading to a faster convergence speed. For example, the decomposition method (a variant of greedy coordinate descent) is widely known as best solver for kernel SVM (John C. Platt, 1998; Joachims, 1998a), which is implemented in LIBSVM and SVMLight. Other successful applications can be found in (Cho-Jui Hsieh and Inderjit S. Dhillon, 2011; I. S. Dhillon, Ravikumar, and Tewari, 2011; Yen et al., 2013).

In this chapter, we study the asynchronous greedy coordinate descent algorithm framework.
CHAPTER 4. ASYNCHRONOUS PARALLEL GREEDY COORDINATE DESCENT 68

The variables are partitioned into subsets, and each worker asynchronously conducts greedy coordinate descent in one of the blocks. To our knowledge, this is the first work to present a theoretical analysis or practical applications of this asynchronous parallel algorithm. In the first part of the chapter, we formally define the asynchronous greedy coordinate descent procedure, and prove a linear convergence rate under mild assumptions. In the second part of the chapter, we discuss how to apply this algorithm to solve the kernel SVM problem on multi-core machines. Our algorithm achieves linear speedup with the number of cores, and performs better than other multi-core SVM solvers.

The rest of the chapter is outlined as follows. The related work is discussed in Section 4.2. We propose the asynchronous greedy coordinate descent algorithm in Section 4.3 and derive the convergence rate in the same section. In Section 4.4 we show the details how to apply this algorithm for training kernel SVM, and the experimental comparisons are presented in Section 4.5.

This chapter is based on a joint work with Xiangru Lian, Ji Liu, Hsiang-Fu Yu, Inderjit S Dhillon, James Demmel, and Cho-Jui Hsieh. It was published as a conference paper entitled Asynchronous parallel greedy coordinate descent (You, Lian, et al., 2016).

4.2 Related Work

Coordinate Descent. Coordinate descent (CD) has been extensively studied in the optimization community (Bertsekas, 1999), and has become widely used in machine learning. At each iteration, only one variable is chosen and updated while all the other variables remain fixed. CD can be classified into stochastic coordinate descent (SCD), cyclic coordinate descent (CCD) and greedy coordinate descent (GCD) based on their variable selection scheme. In SCD, variables are chosen randomly based on some distribution, and this simple approach has been successfully applied in solving many machine learning problems (Shalev-Shwartz and T. Zhang, 2013; Cho-Jui Hsieh, K.-W. Chang, et al., 2008). The theoretical analysis of SCD has been discussed in (Yurii E. Nesterov, 2012; Richtárik and Takáč, 2014). Cyclic coordinate descent updates variables in a cyclic order, and has also been applied to several applications (Canutescu and Dunbrack, 2003; H.-F. Yu et al., 2013).

Greedy Coordinate Descent (GCD). The idea of GCD is to select a good, instead of random, coordinate that can yield better reduction of objective function value. This can often be measured by the magnitude of gradient, projected gradient (for constrained minimization) or proximal gradient (for composite minimization). Since the variable is carefully selected, at each iteration GCD can reduce objective function more than SCD or CCD, which leads to faster convergence in practice. Unfortunately, selecting a variable with larger gradient is often time consuming, so one needs to carefully organize the computation to avoid the overhead, and this is often problem dependent. The most famous application of GCD is the decomposition method (John C. Platt, 1998; Joachims, 1998a) used in kernel SVM. By exploiting the structure of quadratic programming, selecting the variable with largest gradient magnitude can be done without any overhead; as a result GCD becomes the dominant
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Asynchronous Parallel Optimization Algorithms. In a synchronous algorithm each worker conducts local updates, and in the end of each round they have to stop and communicate to get the new parameters. This is not efficient when scaling to large problem due to the curse of last reducer (all the workers have to wait for the slowest one). In contrast, in asynchronous algorithms there is no synchronization point, so the throughput will be much higher than a synchronized system. As a result, many recent work focus on developing asynchronous parallel algorithms for machine learning as well as providing theoretical guarantee for those algorithms (Liu and Wright, 2014; Avron, Druinsky, and A. Gupta, 2014; J. C. Duchi, Chaturapruek, and Ré, 2015; Niu et al., 2011; Yun et al., 2014; C.-J. Hsieh, H. F. Yu, and I. S. Dhillon, 2015; J. Dean et al., 2012b; M. Li et al., 2014; Xing et al., 2015).

In distributed systems, asynchronous algorithms are often implemented using the concept of parameter servers (J. Dean et al., 2012b; M. Li et al., 2014; Xing et al., 2015). In such setting, each machine asynchronously communicates with the server to read or write the parameters. In our experiments, we focus on another multi-core shared memory setting, where multiple cores in a single machine conduct updates independently and asynchronously, and the communication is implicitly done by reading/writing to the parameters stored in the shared memory space. This has been first discussed in Niu et al., 2011, for the stochastic gradient method, and recently proposed for parallelizing stochastic coordinate descent (Liu, Wright, et al., 2014; C.-J. Hsieh, H. F. Yu, and I. S. Dhillon, 2015).

This is the first work proposing an asynchronous greedy coordinate decent framework. The closest work to ours is Liu, Wright, et al., 2014 for asynchronous stochastic coordinate descent (ASCD). In their algorithm, each worker asynchronously conducts the following updates: (1) randomly select a variable (2) compute the update and write to memory or server. In our AGCD algorithm, each worker will select the best variable to update in a block, which leads
to faster convergence speed. We also compare with ASCD algorithm in the experimental results for solving the kernel SVM problem.

4.3 Asynchronous Greedy Coordinate Descent

We consider the following constrained minimization problem:

$$\min_{x \in \Omega} f(x),$$  \hspace{1cm} (4.1)

where $f$ is convex and smooth, $\Omega \subset \mathbb{R}^N$ is the constraint set, $\Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_N$ and each $\Omega_i, i = 1, 2, \ldots, N$ is a closed subinterval of the real line.

**Notation:** We denote $S$ to be the optimal solution set for equation 4.1 and $P_S(x), P_\Omega(x)$ to be the Euclidean projection of $x$ onto $S, \Omega$, respectively. We also denote $f^*$ to be the optimal objective function value for equation 4.1.

We propose the following Asynchronous parallel Greedy Coordinate Descent (Asy-GCD) for solving equation 4.1. Assume $N$ coordinates are divided into $n$ non-overlapping sets $S_1 \cup \ldots \cup S_n$. Let $k$ be the global counter of total number of updates. In Asy-GCD, each processor repeatedly runs the following GCD updates:

- Randomly select a set $S_k \in \{S_1, \ldots, S_n\}$ and pick the coordinate $i_k \in S_k$ where the projected gradient (defined in equation 4.2) has largest absolute value.
- Update the parameter by

$$x_{k+1} \leftarrow P_\Omega(x_k - \gamma \nabla_{i_k} f(\hat{x}_k)),$$

where $\gamma$ is the step size.

Here the projected gradient defined by

$$\nabla^+_{i_k} f(\hat{x}_k) := x_k - P_\Omega(x_k - \nabla_{i_k} f(\hat{x}_k))$$  \hspace{1cm} (4.2)

is a measurement of optimality for each variable, where $\hat{x}_k$ is current point stored in memory used to calculate the update. The processors will run concurrently without synchronization. In order to analyze Asy-GCD, we capture the system-wise global view in Algorithm 12.

**Algorithm 12** Asynchronous Parallel Greedy Coordinate Descent (Asy-GCD)

**Input:** $x_0 \in \Omega, \gamma, K$

**Output:** $x_{K+1}$

Initialize $k \leftarrow 0$ while $k \leq K$ do

Choose $S_k$ from $\{S_1, \ldots, S_n\}$ with equal probability

Pick $i_k = \arg \max_{i \in S_k} \|\nabla^+_{i} f(\hat{x})\|

x_{k+1} \leftarrow P_\Omega(x_k - \gamma \nabla_{i_k} f(\hat{x}_k))$

$k \leftarrow k + 1$

end

The update in the $k^{th}$ iteration is

$$x_{k+1} \leftarrow P_\Omega(x_k - \gamma \nabla_{i_k} f(\hat{x}_k)),$$
where $i_k$ is the selected coordinate in $k$th iteration, $\hat{x}_k$ is the point used to calculate the gradient and $\nabla_{i_k} f(\hat{x}_k)$ is a zero vector where the $i_k$th coordinate is set to the corresponding coordinate of the gradient of $f$ at $\hat{x}_k$. Note that $\hat{x}_k$ may not be equal to the current value of the optimization variable $x_k$ due to asynchrony. Later in the theoretical analysis we will need to assume $\hat{x}_k$ is close to $x_k$ using the bounded delay assumption.

In the following we prove the convergence behavior of Asy-GCD. We first make some commonly used assumptions:

**Assumption 1**

1. **(Bounded Delay)** There is a set $J(k) \subset \{k - 1, \ldots, k - T\}$ for each iteration $k$ such that
   \[
   \hat{x}_k := x_k - \sum_{j \in J(k)} (x_{j+1} - x_j),
   \]
   where $T$ is the upper bound of the staleness. In this “inconsistent read” model, we assume some of the latest $T$ updates are not yet written back to memory. This is also used in some previous papers (Liu, Wright, et al., 2014; Avron, Druinsky, and A. Gupta, 2014), and is more general than the “consistent read” model that assumes $\hat{x}_k$ is equal to some previous iterate.

2. For simplicity, we assume each set $S_i$, $i \in \{1, \ldots, n\}$ has $m$ coordinates.

3. **(Lipschitzian Gradient)** The gradient function of the objective $\nabla f(\cdot)$ is Lipschitzian. That is to say,
   \[
   \|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\| \quad \forall x, \forall y.
   \]
   Under the Lipschitzian gradient assumption, we can define three more constants $L_{res}, L_s$ and $L_{max}$. Define $L_{res}$ to be the restricted Lipschitz constant satisfying the following inequality:
   \[
   \|\nabla f(x) - \nabla f(x + \alpha e_i)\| \leq L_{res} |\alpha|, \quad \forall i \in \{1, 2, \ldots, N\} \text{ and } t \in \mathbb{R} \text{ with } x + te_i \in \Omega
   \]
   Let $\nabla_i$ be the operator calculating a zero vector where the $i$th coordinate is set to the $i$th coordinate of the gradient. Define $L(i)$ for $i \in \{1, 2, \ldots, N\}$ as the minimum constant that satisfies:
   \[
   \|\nabla_i f(x) - \nabla_i f(x + \alpha e_i)\| \leq L(i)|\alpha|.
   \]
   Define $L_{max} := \max_{i \in \{1, \ldots, N\}} L(i)$. It can be seen that $L_{max} \leq L_{res} \leq L$.

   Let $s$ be any positive integer bounded by $N$. Define $L_s$ to be the minimal constant satisfying the following inequality:
   \[
   \|\nabla f(x) - \nabla f(x + \sum_{i \in S} \alpha_i e_i)\| \leq L_s \|\sum_{i \in S} \alpha_i e_i\|.
   \]

4. **(Global Error Bound)** We assume that our objective $f$ has the following property: when $\gamma = \frac{1}{3L_{max}}$, there exists a constant $\kappa$ such that
   \[
   \|x - \mathcal{P}_S(x)\| \leq \kappa \|\tilde{x} - x\|, \quad \forall x \in \Omega.
   \]
   Where $\tilde{x}$ is defined by $\argmin_{x' \in \Omega} \left(\|\nabla f(x)\| \cdot x - x\| + \frac{1}{2\gamma} \|x' - x\|^2\right)$. This is satisfied by strongly convex objectives and some weakly convex objectives. For example, it is proved
in P.-W. Wang and C.-J. Lin, 2014 that the kernel SVM problem equation 4.9 satisfies the global error bound even when the kernel is not strictly positive definite.

5. (Independence) All random variables in \( \{S_k\}_{k=0,1,\ldots,K} \) in Algorithm 12 are independent to each other.

We then have the following convergence result:

**Theorem 4.1 (convergence)**
Choose \( \gamma = 1/(3L_{\text{max}}) \) in Algorithm 12. Suppose \( n \geq 6 \) and that the upper bound for staleness \( T \) satisfies the following condition

\[
T(T + 1) \leq \frac{\sqrt{n}L_{\text{max}}}{4eL_{\text{res}}}.
\]

(4.8)

Under Assumption 1, we have the following convergence rate for Algorithm 12:

\[
\mathbb{E}(f(x_k) - f^*) \leq \left(1 - \frac{2L_{\text{max}}b}{L\kappa^2 n}\right)^k (f(x_0) - f^*),
\]

where \( b \) is defined as

\[
b = \left(\frac{L_T^2}{18\sqrt{n}L_{\text{max}}L_{\text{res}}} + 2\right)^{-1}.
\]

This theorem indicates a linear convergence rate under the global error bound and the condition \( T^2 \leq O(\sqrt{n}) \). Since \( T \) is usually proportional to the total number cores involved in the computation, this result suggests that one can have linear speedup as long as the total number of cores is smaller than \( O(n^{1/4}) \). Note that for \( n = N \) Algorithm 12 reduces to the standard asynchronous coordinate descent algorithm (ASCD) and our result is essentially consistent with the one in (Liu, Wright, et al., 2014), although they use the optimally strong convexity assumption for \( f(\cdot) \). The optimally strong convexity is a similar condition to the global error bound assumption (H. Zhang, 2015).

Here we briefly discuss the constants involved in the convergence rate. Using Gaussian kernel SVM on covtype as a concrete sample, \( L_{\text{max}} = 1 \) for Gaussian kernel, \( L_{\text{res}} \) is the maximum norm of columns of kernel matrix (\( \approx 3.5 \)), \( L \) is the 2-norm of \( Q \) (21.43 for covtype), and conditional number \( \kappa \approx 1190 \). As number of samples increased, the conditional number \( \kappa \) will become a dominant term, and this also appears in the rate of serial greedy coordinate descent. In terms of speedup when increasing number of threads \( T \), although \( L_T \) may grow, it only appears in \( b = \left(\frac{L_T^2}{18\sqrt{n}L_{\text{max}}L_{\text{res}}} + 2\right)^{-1} \), where the first term inside \( b \) is usually small since there is a \( \sqrt{n} \) in the denominator. Therefore, \( b \approx 2^{-1} \) in most cases, which means the convergence rate does not slow down too much when we increase \( T \).

### 4.4 Application to Multi-core Kernel SVM

In this section, we demonstrate how to apply asynchronous parallel greedy coordinate descent to solve kernel SVM (Boser, I. Guyon, and V. Vapnik, 1992; Corina Cortes and Vladimir Vapnik, 1995). We follow the conventional notations for kernel SVM, where the variables\(^1\)
for the dual form are $\alpha \in \mathbb{R}^n$ (instead of $x$ in the previous section). Given training samples $\{a_i\}_{i=1}^\ell$ with corresponding labels $y_i \in \{+1, -1\}$, kernel SVM solves the following quadratic minimization problem:

$$\min_{\alpha \in \mathbb{R}^n} \left\{ \frac{1}{2} \alpha^T Q \alpha - e^T \alpha \right\} := f(\alpha) \quad \text{s.t.} \quad 0 \leq \alpha \leq C,$$

(4.9)

where $Q$ is an $\ell$ by $\ell$ symmetric matrix with $Q_{ij} = y_i y_j K(a_i, a_j)$ and $K(a_i, a_j)$ is the kernel function. Gaussian kernel is a widely-used kernel function, where $K(a_i, a_j) = e^{-\gamma \|a_i - a_j\|^2}$.

Greedy coordinate descent is the most popular way to solve kernel SVM. In the following, we first introduce greedy coordinate descent for kernel SVM, and then discuss the detailed update rule and implementation issues when applying our proposed Asy-GCD algorithm on multi-core machines.

**Kernel SVM and greedy coordinate descent**

When we apply coordinate descent to solve the dual form of kernel SVM equation (4.9), the one variable update rule for any index $i$ can be computed by:

$$\delta_i^* = P_{[0, C]}(\alpha_i - \nabla f_i(\alpha)/Q_{ii}) - \alpha_i,$$

(4.10)

where $P_{[0, C]}$ is the projection to the interval $[0, C]$ and the gradient is $\nabla f_i(\alpha) = (Q\alpha)_i - 1$. Note that this update rule is slightly different from equation (4.2) by setting the step size to be $\gamma = 1/Q_{ii}$. For quadratic functions this step size leads to faster convergence because $\delta_i^*$ obtained by equation (4.10) is the closed form solution of

$$\delta^* = \arg \min_{\delta} f(\alpha + \delta e_i),$$

and $e_i$ is the $i$-th indicator vector.

As in Algorithm 12, we choose the best coordinate based on the magnitude of projected gradient. In this case, by definition

$$\nabla^T_i f(\alpha) = \alpha_i - P_{[0, C]}(\alpha_i - \nabla_i f(\alpha)).$$

(4.11)

The success of GCD in solving kernel SVM is mainly due to the maintenance of the gradient $g := \nabla_i f(\alpha) = (Q\alpha) - 1$.

Consider the update rule equation (4.10) it requires $O(\ell)$ time to compute $(Q\alpha)_i$, which is the cost for stochastic coordinate descent or cyclic coordinate descent. However, in the following we show that GCD has the same time complexity per update by using the trick of maintaining $g$ during the whole procedure. If $g$ is available in memory, each element of the projected gradient equation (4.11) can be computed in $O(1)$ time, so selecting the variable with maximum magnitude of projected gradient only costs $O(\ell)$ time. The single variable update equation (4.10) can be computed in $O(1)$ time. After the update $\alpha_i \leftarrow \alpha_i + \delta$, the $g$ has to be updated by $g \leftarrow g + \delta q_i$, where $q_i$ is the $i$-th column of $Q$. This also costs $O(\ell)$ time. Therefore, each GCD update only costs $O(\ell)$ using this trick of maintaining $g$.

Therefore, for solving kernel SVM, GCD is faster than SCD and CCD since there is no additional cost for selecting the best variable to update. Note that in the above discussion we assume $Q$ can be stored in memory. Unfortunately, this is not the case for large scale
problems because $Q$ is an $\ell$ by $\ell$ dense matrix, where $\ell$ can be millions. We will discuss how to deal with this issue in Section 4.4.

With the trick of maintaining $g = Q\alpha - 1$, the GCD for solving equation 4.9 can be summarized in Algorithm 13.

Algorithm 13 Greedy Coordinate Descent (GCD) for Dual Kernel SVM

Initial $g = -1$, $\alpha = 0$ for $k = 1, 2, \cdots$ do
\begin{enumerate}
    \item Pick $i = \arg \max_i |\nabla_i^+ f(\alpha)|$ using $g$ (See eq equation 4.11)
    \item Compute $\delta^*_i$ by eq equation 4.10
    \item $g \leftarrow g + \delta^* q_i$
    \item $\alpha_i \leftarrow \alpha_i + \delta^*$
\end{enumerate}
end

Asynchronous greedy coordinate descent

When we have $n$ threads in a multi-core shared memory machine, and the dual variables (or corresponding training samples) are partitioned into the same number of blocks:

$S_1 \cup S_2 \cup \cdots \cup S_n = \{1, 2, \cdots, \ell\}$ and $S_i \cap S_j = \phi$ for all $i, j$.

Now we apply Asy-GCD algorithm to solve equation 4.9. For better memory allocation of kernel cache (see Section 4.4), we bind each thread to a partition. The behavior of our algorithm still follows Asy-GCD because the sequence of updates are asynchronously random. The algorithm is summarized in Algorithm 14.

Algorithm 14 Asy-GCD for Dual Kernel SVM

Initial $g = -1$, $\alpha = 0$
Each thread $t$ repeatedly performs the following updates in parallel:
\begin{enumerate}
    \item Pick $i = \arg \max_{i \in S_t} |\nabla_i^+ f(\alpha)|$ using $g$ (See eq equation 4.11)
    \item Compute $\delta^*_i$ by eq equation 4.10
    \item For $j = 1, 2, \cdots, \ell$
        $g_j \leftarrow g_j + \delta^* Q_{ji}$ using atomic update
    \item $\alpha_i \leftarrow \alpha_i + \delta^*$
\end{enumerate}

Note that each thread will read the $\ell$-dimensional vector $g$ in step 2 and update $g$ in step 3 in the shared memory. For the read, we do not use any atomic operations. For the writes, we maintain the correctness of $g$ by atomic writes, otherwise some updates to $g$ might be overwritten by others, and the algorithm cannot converge to the optimal solution.

Theorem 4.1, suggests a linear convergence rate of our algorithm, and in the experimental results we will see the algorithm is much faster than the widely used Asynchronous Stochastic Coordinate Descent (Asy-SCD) algorithm (Liu, Wright, et al., 2014).
Implementation Issues

In addition to the main algorithm, there are some practical issues we need to handle in order to make Asy-GCD algorithm scales to large-scale kernel SVM problems. Here we discuss these implementation issues.

Kernel Caching. The main difficulty for scaling kernel SVM to large dataset is the memory requirement for storing the $Q$ matrix, which takes $O(\ell^2)$ memory. In the GCD algorithm, step 2 (see equation 4.10) requires a diagonal element of $Q$, which can be pre-computed and stored in memory. However, the main difficulty is to conduct step 3, where a column of $Q$ (denoted by $q_i$) is needed. If $q_i$ is in the memory, the algorithm only takes $O(\ell)$ time; however, if $q_i$ is not in the memory, re-computing it from scratch takes $O(dn)$ time. As a result, how to maintain most important columns of $Q$ in memory is an important implementation issues in SVM software.

In LIBSVM, the user can specify the size of memory they want to use for storing columns of $Q$. The columns of $Q$ are stored in a linked-list in the memory, and when memory space is not enough the Least Recent Used column will be kicked out (LRU technique).

In our implementation, instead of sharing the same LRU for all the cores, we create an individual LRU for each core, and make the memory space used by a core in a contiguous memory space. As a result, remote memory access will happen less in the NUMA system when there are more than 1 CPU in the same computer. Using this technique, our algorithm is able to scale up in a multi-socket machine (see Figure 4.5).

Variable Partitioning. The theory of Asy-GCD allows any non-overlapping partition of the dual variables. However, we observe a better partition that minimizes the between-cluster connections can often lead to faster convergence. This idea has been used in a divide-and-conquer SVM algorithm (C. J. Hsieh, S. Si, and I. S. Dhillon, 2014), and we use the same idea to obtain the partition. More specifically, we partition the data by running kmeans algorithm on a subset of 20000 training samples to obtain cluster centers $\{c_r\}_{r=1}^n$, and then assign each $i$ to the nearest center: $\pi(i) = \arg \min_r \| c_r - x_i \|$. This steps can be easily parallelized, and costs less than 3 seconds in all the datasets used in the experiments. Note that we include this kmeans time in all our experimental comparisons.

4.5 Experimental Results

We conduct experiments to show that the proposed method Asy-GCD achieves good speedup in parallelizing kernel SVM in multi-core systems. We consider three datasets: IJCNN, COVTYPE and WebSpam (see Table 4.1 for detailed information). We follow the parameter settings in C. J. Hsieh, S. Si, and I. S. Dhillon, 2014, where $C$ and $\gamma$ are selected by cross validation. All the experiments are run on the same system with 20 CPUs and 256GB memory, where the CPU has two sockets, each with 10 cores. We locate 64GB for kernel caching for
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Table 4.1: Data statistics. \( \ell \) is number of training samples, \( d \) is dimensionality, \( \ell_t \) is number of testing samples.

<table>
<thead>
<tr>
<th></th>
<th>( \ell )</th>
<th>( \ell_t )</th>
<th>( d )</th>
<th>( C )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>IJCNN</td>
<td>49,990</td>
<td>91,701</td>
<td>22</td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>COVTYPE</td>
<td>464,810</td>
<td>116,202</td>
<td>54</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>WebSpam</td>
<td>280,000</td>
<td>70,000</td>
<td>254</td>
<td>8</td>
<td>32</td>
</tr>
</tbody>
</table>

all the algorithms. In our algorithm, the 64GB will distribute to each core; for example, for Asy-GCD with 20 cores, each core will have 3.2GB kernel cache.

Figure 4.1: Comparison of Asy-GCD with 1–20 threads on IJCNN, COVTYPE and WebSpam datasets.

(a) IJCNN time vs obj  
(b) WebSpam time vs obj  
(c) COVTYPE time vs obj

We include the following algorithms/implementations into our comparison:

1. Asy-GCD: Our proposed method implemented by C++ with OpenMP. Note that the preprocessing time for computing the partition is included in all the timing results.

2. PSCD: We implement the asynchronous stochastic coordinate descent (Liu, Wright, et al., 2014) approach for solving kernel SVM. Instead of forming the whole kernel matrix in the beginning (which cannot scale to all the dataset we are using), we use the same kernel caching technique as Asy-GCD to scale up PSCD.

3. LIBSVM (OMP): In LIBSVM, there is an option to speedup the algorithm in multi-core environment using OpenMP (see http://www.csie.ntu.edu.tw/~cjlin/libsvm/faq.html#f432). This approach uses multiple cores when computing a column of kernel matrix (\( q_i \) used in step 3 of Algorithm 13).

All the implementations are modified from LIBSVM (e.g., they share the similar LRU cache class), so the comparison is very fair. We conduct the following two sets of experiments. Note that another recent proposed DC-SVM solver (C. J. Hsieh, S. Si, and I. S. Dhillon, 2014) is currently not parallelizable; however, since it is a meta algorithm and requires training a series of SVM problems, our algorithm can be naturally served as a building block of DC-SVM.
Scaling with number of cores

In the first set of experiments, we test the speedup of our algorithm with varying number of cores. The results are presented in Figure 4.5 and Figure 4.5. We have the following observations:

- **Time vs obj (for 1, 2, 4, 10, 20 cores).** From Fig. 4.5 (a)-(c), we observe that when we use more CPU cores, the objective decreases faster.

- **Cores vs speedup.** From Fig. 4.5 we can observe that we got good strong scaling when we increase the number of threads. Note that our computer has two sockets, each with 10 cores, and our algorithm can often achieve 13-15 times speedup. This suggests our algorithm can scale to multiple sockets in a Non-Uniform Memory Access (NUMA) system. Previous asynchronous parallel algorithms such as HogWild (Niu et al., 2011) or PASSCoDe (C.-J. Hsieh, H. F. Yu, and I. S. Dhillon, 2015) often struggle when scaling to multiple sockets.

Figure 4.2: The scalability of Asy-GCD with up to 20 threads.

Comparison with other methods

Now we compare the efficiency of our proposed algorithm with other multi-core parallel kernel SVM solvers on real datasets in Figure 4.5. All the algorithms in this comparison are using 20 cores and 64GB memory space for kernel caching. Note that LIBSVM is solving the kernel SVM problem with the bias term, so the objective function value is not showing in the figures.

We have the following observations:

- Our algorithm achieves much faster convergence in terms of objective function value compared with PSCD. This is not surprising because using the trick of maintaining $g$ (see details in Section 4.4) greedy approach can select the best variable to update, while stochastic approach just chooses variables randomly. In terms of accuracy, PSCD is sometimes good in the beginning, but converges very slowly to the best accuracy. For
Figure 4.3: Comparison among multi-core kernel SVM solvers. All the solvers use 20 cores and the same amount of memory.

example, in COVTYPE data the accuracy of PSCD remains 93% after 4000 seconds, while our algorithm can achieve 95% accuracy after 1500 seconds.

- LIBSVM (OMP) is slower than our method. The main reason is that they only use multiple cores when computing kernel values, so the computational power is wasted when the column of kernel ($q_i$) needed is available in memory.

4.6 Conclusions

In this chapter, we propose an Asynchronous parallel Greedy Coordinate Descent (Asy-GCD) algorithm, and prove a linear convergence rate under mild conditions. We show our algorithm is useful for parallelizing the greedy coordinate descent method for solving kernel SVM, and the resulting algorithm is much faster than existing multi-core SVM solvers. Since our algorithm is fully asynchronous—each core does not need to idle and wait for the other cores—our implementation enjoys good speedup and outperforms asynchronous stochastic coordinate descent and multi-core LIBSVM. Specifically, our method can achieve a speedup of $2.7 \times$ over PSCD and improve the accuracy by 2% at the same time. We conclude that Asy-GCD is fast and accurate in real-world applications.
Chapter 5

Efficient Large-Batch Optimization for DNNs

5.1 Introduction

For deep learning applications, larger datasets and bigger models lead to significant improvements in accuracy (Amodei et al., 2015), but at the cost of longer training time. For example, it takes a Nvidia M40 GPU 14 days to finish just one 90-epoch ResNet-50 training execution on the ImageNet-1k dataset. This long experiment turnaround motivates the research of training time reduction of Deep Neural Networks (DNN). The 90-epoch ResNet-50 training requires $10^{18}$ single precision operations. On the other hand, according to the Nov 2018 Top 500 results, the world’s current fastest supercomputer can finish $3 \times 10^{17}$ single precision operations per second. So, if the training can make full use of the computing capability of the supercomputer, it should be able to finish in several seconds.

So far, the best results on scaling ImageNet-1k training have used the synchronous stochastic gradient descent method (synchronous SGD) to enable parallelism. The synchronous SGD algorithm has many inherent advantages, but at the root of these advantages is determinism (modulo floating point round-off). Determinism ensures that all valid parallel implementations of the algorithm match the behavior of the sequential version. This property is invaluable during DNN design and during the debugging of optimization algorithms. In parallel DNN training with synchronous SGD, larger batch size is important to keep up machine efficiency, as it assigns each processor sufficient amount of work in each iteration. For example, engaging 512 processors with a batch size of 1k would mean that each processor only gets a local batch of 2 images. In contrast, a larger batch size of 32k assigns each processor 64 images in each iteration. The latter case thus makes more efficient use of the machines, as the computation to communication ratio is higher.

Over the last two years, we have seen the focus on increasing the batch size and number

\footnotetext{Here, we just want to make a comparison between asynchronous SGD and synchronous SGD. Given the same random-number generator, synchronous SGD is able to reproduce the same numerical results in different runs. However, asynchronous SGD does not provide this determinism.}
of processors used in image classification training, with a resulting reduction in training time. FireCaffe (Iandola et al., 2016) demonstrated scaling the training of GoogleNet to 128 Nvidia K20 GPUs with a batch size of 1k and a total training time of 10.5 hours for 72 epochs. Although using a larger batch size naively can lead to significant loss in test accuracy, with the warm-up technique coupled with the linear scaling rule, Goyal et al., 2017 were able to scale the training of ResNet-50 to 256 Nvidia P100 GPUs with a batch size of 8k and a total training time of 65 minutes. Using a more sophisticated approach to adapting the learning rate in the Layer-wise Adaptive Rate Scaling (LARS) algorithm (You, Gitman, and Ginsburg, 2017), You, Gitman, and Ginsburg were able to scale the batch size dramatically to 32k in a simulation study. On eight Nvidia P100 GPUs (simulating the distributed system), they (You, Gitman, and Ginsburg) reported a 3.4% reduction in accuracy due to the absence of data augmentation.

Given the large batch sizes that the LARS algorithm enables, it is natural to ask: how much further can we scale out the training of DNN on the ImageNet-1k dataset? This is the investigation that led to this chapter. At a high level, we find out that the 32k batch size can efficiently scale DNN training on ImageNet-1k dataset up to thousands of processors. In particular, we are able to finish the 100-epoch training with AlexNet in 11 minutes with 58.6% top-1 test accuracy (defined in §5.2) on 2,048 Intel Xeon Platinum 8160 processors. With 2,048 Intel Xeon Phi 7250 Processors, we are able to reduce the turnaround time of the 90-epoch ResNet-50 training to 20 minutes without losing accuracy, inside which the top-1 test accuracy (defined in §5.2) converges to 74.9% at 64th epoch (14 minutes from starting time).

In summary, we make the following contributions:

- We show the scaling capability of LARS up to thousands of CPUs with no loss of accuracy. Meanwhile we demonstrate that DNN can be successfully trained by CPU-based systems instead of using GPUs. We achieved the best scaling results on Intel hardware.

- We examine the generality of the LARS algorithm on both AlexNet and ResNet-50, while many other works are ResNet-50 specific. AlexNet’s communication overhead is much higher than ResNet-50, which makes it hard to scale up on many machines (Section 5.4). Moreover, we found that it is hard to keep the accuracy of AlexNet when we increase the batch size (Section 5.3). Our approaches are general and can be used in all the DNN models.

- Empirically, we demonstrate that LARS is more robust than the recent work (Goyal et al., 2017) at a batch size of 32K on large-scale computers. When we use the same baseline, our results are better than Goyal et al. for all the batch sizes (Fig. 5.20).

- Our work has been open sourced and released in the Intel distribution of Caffe, Facebook’s PyTorch, and Google’s TensorFlow.

---

The idea is to simply iterate over multiple batches and accumulate the resulting gradients before committing a weight update.
This chapter is based on a joint work with Zhao Zhang, Cho-Jui Hsieh, James Demmel, and Kurt Keutzer. It was published as a journal paper entitled *Fast deep neural network training on distributed systems and cloud TPUs* (You, Z. Zhang, Cho-Jui Hsieh, et al., 2018).

### 5.2 Background and Related Work

In this section, we discuss the details of data-parallel stochastic gradient descent (SGD) method, the model parallel approach, and similar work of parallelizing DNN training. There are two major directions for parallelizing DNN: data parallelism and model parallelism. All the later parallel methods are the variants of them.

#### Data-Parallelism SGD

In the data parallelism method, the dataset is partitioned into $P$ parts stored on each machine, and each machine will have a local copy of the neural network and the weights ($w^j$). In synchronized data parallelism, the communication happens at two places: the sum of local gradients and the broadcast of the global weights. For the first part, each worker computes the local gradient $\nabla w^j$ independently, and sends the update to the master node. The master then updates $\tilde{w} \leftarrow \tilde{w} - \eta / P \sum_{j=1}^{P} \nabla w^j$ after it gets all the gradients from workers. Here, $\eta$ is the algorithm’s learning rate. For the second part, the master broadcasts $\tilde{w}$ to all workers.

There is another implementation for the communication part. The 1 reduce + 1 broadcast pattern can be replaced by 1 all-reduce operation. In this situation, each worker computes the local gradient $\nabla w^j$ independently, and then the system conducts an all-reduce operation to send the sum of the gradients ($\sum_{j=1}^{P} \nabla w^j$) to all the machines. After that, each machine will do the weight updating ($w^j \leftarrow w^j - \eta / P \sum_{j=1}^{P} \nabla w^j$) locally. In this chapter, we use the all-reduce method rather than the reduce-broadcast method. This synchronized approach is a widely-used method on large-scale systems (Iandola et al., 2016).

Scaling synchronous SGD to more processors has two challenges. The first is giving each processor enough useful work to do; this has already been discussed in §5.1. The second challenge is the inherent problem that after processing each local batch all processors must synchronize their gradient updates via a barrier before proceeding. This problem can be partially ameliorated by overlapping computation and communication (Das et al., 2016) (Goyal et al., 2017), but the inherent synchronization barrier remains. A more radical approach to breaking this synchronization barrier is to pursue a purely asynchronous method. A variety of asynchronous approaches have been proposed (Recht et al., 2011; S. Zhang, Choromanska, and LeCun, 2015; Jin et al., 2016; Mitliagkas et al., 2016). The communication and updating rules differ in the asynchronous approach and the synchronous approach. The simplest version of the asynchronous approach is a master-worker scheme. At each step, the master only communicates with one worker. The master gets the gradients $\nabla w^j$ from the $j$-th worker, updates the global weights, and sends the global weight back to the $j$-th worker. The order of workers is based on first-come-first-serve strategy. The master machine is also called as parameter server. The idea of a parameter server was used in real-world commercial
applications by the Downpour SGD approach (J. Dean et al., 2012a), which has successfully scaled to 16,000 cores. However, Downpour’s performance on 1,600 cores for a globally connected network is not significantly better than a single GPU (Seide et al., 2014).

Other Work

Goyal et al. reported finishing the 90-epoch ResNet-50 training on ImageNet-1k dataset with 256 Nvidia P100 GPUs within one hour (Goyal et al., 2017). Their work uses a batch size of 8k. Though we are able to achieve faster training speed than the reported case, our baseline’s accuracy is slightly lower than Facebook’s version (76.2% vs 75.3%) due to our usage of weaker data augmentation. However, our approach has a higher accuracy with batch sizes that are larger than 16k, as shown in Figure 5.1. Recently, we implemented their baseline on our platform, which helps us to achieve 76.3% top-1 accuracy. Now our implementation is able to outperform the state-of-the-art approaches for all the batch sizes, which is shown in Fig. 5.20.

![Figure 5.1: Top-1 Test Accuracy Comparison on Various Batch Sizes between Our Approach and Facebook’s solution](https://blog.surf.nl/en/imagenet-1k-training-on-intel-xeon-phi-in-less-than-40-minutes/)

Codreaunu, Podareanu, and Saletore, 2017 reported achieving 73.78% accuracy on ResNet-50 (with data augmentation) in less than 40 minutes on 512 Intel Xeon Phi 7250 Processors. There are two things worth noting: Firstly, their batch size is 8k. Secondly, Codreaunu et al. only ran for 37 epochs\(^3\). The complete 90-epoch training would take 80 minutes with 75.25% accuracy.

Akiba, Suzuki, and Fukuda, 2017 reported finishing the 90-epoch ResNet-50 training within 15 minutes on 1,024 Nvidia P100 GPUs. However, the baseline accuracy is missing.

\(^3\)https://blog.surf.nl/en/imagenet-1k-training-on-intel-xeon-phi-in-less-than-40-minutes/
in the report, so it is difficult to tell how much their 74.9% accuracy using the 32k batch size diverges from the baseline. Secondly, both Akiba et al. and Goyal et al. are ResNet-50 specific, while we also show the generality of our approach with AlexNet. It is worth noting that our online preprint (You, Z. Zhang, Demmel, et al., 2017) is two months earlier than Akiba et al.

**Top-1 accuracy and Top-5 accuracy**

In this section, we explain the difference between the top-1 accuracy and the top-5 accuracy. Top-1 accuracy means the conventional accuracy: the model’s prediction (the one with highest probability) must be exactly the expected answer. Top-5 accuracy means that any of your model’s five highest probability predictions match the expected answer. For example, let us apply machine learning to object recognition using a neural network. A picture of an airplane is shown, and these are the outputs of our neural network:

- Car with 68% probability
- Train with 11% probability
- Bus with 10% probability
- Airplane with 9% probability
- Tank with 8% probability
- Gun with 2% probability
- Building with 1% probability

If we use top-1 accuracy, we count this output as false, because it predicted a car. If we use top-5 accuracy, we count this output as true, because airplane is among the top-5 guesses. In this example, the dataset has seven classes. The ImageNet-1k dataset has 1,000 classes. All the accuracy in this chapter means top-1 test accuracy. Here, test accuracy is the prediction accuracy of the model on the validation dataset, which the model is not trained on.

**Recurrent Neural Networks**

Our conference publication (You, Z. Zhang, Cho-Jui Hsieh, et al., 2018) is focused on CNN (Convolutional Neural Network) applications. Another popular deep learning research direction is based on Recurrent Neural Networks or RNN (Elman, 1990). RNN has been widely used in language modeling, machine translation, sentiment analysis, speech recognition, and speech synthesis (Goodfellow et al., 2016). A RNN layer is a matrix that can be used t times at each iteration where t is the input sequence length at runtime. Because of the vanishing and exploding gradient problems, it is hard for RNN to learn long-range dependencies. To solve this problem, the LSTM (long-short term memory) technique was proposed by Hochreiter and Schmidhuber, 1997.
We picked Google’s Neural Machine Translation (GNMT) or Sequence-to-Sequence (Y. Wu et al., 2016) as our evaluating application. Our GNMT model includes the encoder part and the decoder part. The encoder has four LSTM layers with the hidden size of 1024. The first layer uses bidirectional LSTM. The other three layers use undirectional LSTM. The residual connections start from the 3rd layer. The decoder includes four unidirectional LSTM layers with the hidden size of 1024 and a fully-connected classifier. The residual connections also start from the 3rd layer. The dataset is WMT’16 English-German translation challenge[^4]. We use the BLEU score (higher is better) on newstest2014 dataset as the accuracy metric (BLEU score is calculated by sacrebleu package[^5]). Our baseline model achieves a BLEU score of 21.80 (Luong, Brevdo, and Zhao, 2017).

**Tensor Processing Unit**

In this section, we introduce Google’s Tensor Processing Unit (TPU), which was used in our experiments. This section is based on the public information from the internet. We do not claim any contribution of this section. TPUv1 chip is focused on DNN inference, which was released in 2017 (Jouppi et al., 2017). This chapter is focused on DNN training, which uses TPUv2. TPUv2 was open to limited users via Google Cloud in February of 2018. This chapter does not include any data on TPUv1.

**TPU Chip.** Figure 5.2 shows the architecture of a TPU chip. Each TPU chip includes two TPU cores. Inside each TPU core, an 128-by-128 MXU (Matrix Unit) is connected to the scalar/vector units. Scalar/vector units are only for 32-bit floating point operations. MXU supports 32-bit precision for accumulation and 16-bit precision for multiplication. TPU does not support double-precision floating point operations because 32-bit operations are enough for the accuracy of machine learning applications. The performance of each TPU chip is 45 TFlops for 32-bit and 16-bit mixed-precision computation.

**TPU.** A TPU is made up of four TPU chips. Each TPU provides 180 Teraflops performance (32-bit and 16-bit mixed precision), 64 GB memory, and 2400 GB/s total peak bandwidth. Currently, TPU is open to the public on Google cloud. Figure 5.3 is the structure of a TPU.

**TPU Pod.** TPU Pod is the first supercomputer for deep learning applications in the cloud (one can also run other applications on TPU Pod if the precision is enough). A TPU Pod can provide 11.5 Petaflops (32-bit and 16-bit mixed precision) performance and 4 terabytes of high-bandwidth memory. TPU Pod is open to the public in near future. Figure 5.4 shows the structure of a TPU Pod.

**XLA.** Like GPU’s cuBLAS and CPU’s MKL, TPU provides Accelerated Linear Algebra (XLA) for users to build their own high-level implementations without rewriting the math kernel. XLA supports compiler, runtime, and TPU-specific optimization. Together with the basic math operations, XLA also supports the basic DL operations like convolution.

**AutoGraph.** If the users choose TensorFlow as the programming framework, Google cloud provides a tool called AutoGraph. Graphs are the basic form of interacting with Tensorflow.

[^4]: http://www.statmt.org/wmt16/translation-task.html
[^5]: https://pypi.org/project/sacrebleu/
and have plenty of advantages. Graphs simplify deployment to all sorts of environments, as they can be a platform-independent view of the application’s computation. In a dataflow graph, dependencies are explicit which makes it relatively easy to parallelize and distribute the computation. Graphs also allow for whole-program optimizations like kernel fusion which replaces a subgraph with an optimized version by combining nodes. However, the programming model for building graphs in Python is complex and unintuitive. It is like constructing the Abstract Syntax Tree for the program by hand. When it comes to control flow, programmers have to implement it using an unusual functional style. On the other hand, TensorFlow’s Eager execution is an imperative programming environment that evaluates operations immediately without building graphs. The users can actually combine the Eager mode and the Graph mode within a single project. The users can call from Eager into graph mode for extra performance. For example, one can implement an especially tricky algorithm in Eager and call it from graph mode. Graph code invoked from Eager is subject to the same clunky interfaces, and Eager code run from the graph is a black box to any graph-based optimizations. It is also not something that can currently be done on a TPU. So these two modes can be combined, but the integration is not perfect. And they can be used at different points of the project, but translating from one to another can be tricky. This is where AutoGraph comes in. AutoGraph allows the users to write Eager-style code and generate graphs anyway. AutoGraph can take a function written using standard Python syntax (that can run in Eager mode) and generate the
code that creates a graph performing the same computation. AutoGraph will automatically convert nice Python constructs like if statements and loops into tf.conds and tf.while_loops. The users just annotate the functions they want to be converted with Autograph. In summary, AutoGraph helps users more easily express complex models in TensorFlow without sacrificing the benefits of graph mode such as performance and portability. The users can think of AutoGraph as adding another stage of computation. Without AutoGraph graph-style Python code is translated into graphs which can be executed by TensorFlow. With AutoGraph users write Eager-style code, autograph generates the graph style code, and TensorFlow executes the resulting graph.

Profiling. The TPU users are able to do profiling by TensorBoard, where they can easily check CPU usage, TPU usage, and the efficiency of Tensorflow/XLA XLA ops. Another useful tool is CTPU (The Cloud TPU Provisioning Utility), which allows the users to configure cloud TPUs and monitor them at runtime.

Using TPUs. Fig. 5.5 illustrates how a regular user can get access to a cloud TPU. Cloud TPUs are network-attached. The user only needs to create a compute engine virtual machine and apply a cloud TPU. The virtual machine connects to the cloud TPU through grpc. The regular users do not need to install any driver and can just use the machine images provided by Google cloud. However, the users still need to design the algorithm and write the code for their own applications. TPUs only provide the basic linear algebra and machine learning functions. In this way, using a cloud TPU is similar to using a GPU or FPGA.

5.3 Large Batch DNN Training

In this section, we discuss the benefits and challenges of large batch training, and the rationale of our model selection along with a learning rate profile study. Throughout the discussion, we focus on the data-parallel synchronous SGD approach, as it is proven to be stable for
Benefits of Large Batch Training

The prominent advantage of large batch training is that it can reduce the overall training time. The idea is straightforward—by using a large batch size for SGD, the work for each iteration can be distributed to multiple processors. Consider the following ideal case. ResNet-50 requires 7.72 billion single-precision operations to process one 225x225 image. If we run 90 epochs on the ImageNet-1k dataset of \(1.28 \times 10^6\) images, the total number of operations is 
\[
90 \times 1.28 \times 10^6 \times 7.72 \times 10^9 \approx 10^{18}.
\]
Currently, the world’s current fastest supercomputer can finish \(3 \times 10^{17}\) single precision operations per second (according to the Nov 2018 Top 500 results). If there is an algorithm allowing us to make full use of the supercomputer, we can finish the training in several seconds.

To do so, we need to make the algorithm use more processors and load more data at each iteration, which corresponds to increasing the batch size in synchronous SGD. Ideally, if we fix total number of data accesses and grow the batch size linearly with number of processors, the number of SGD iterations will decrease linearly and the time cost of each iteration remains constant, so the total time will also reduce linearly with number of processors. A detailed analytical study on the ResNet-50 training is shown in Table 5.1.

In the strong scaling situation, a large batch does not change the number of floating point operations (computation volume), as the number of epochs is fixed. However, a large batch can reduce the overall communication volume. The reason is that a larger batch size results in fewer iterations and so less overall communication volume, as the single iteration communication volume remains relatively constant given the fact that it is only related to the model size and the networking system. In this way, a large batch size reduces the overall DNN training time in a scalable manner.

A second benefit of large batch training is that it can keep up the high machine utilization, which is especially important in a distributed environment.

Let us use one Nvidia M40 GPU to illustrate this benefit on a single machine. Figure 5.6 shows the M40 GPU performance measurements (in images/sec) for AlexNet with varying
batch size from 16 to 512. Increasing the batch size from 16 to 32, the performance almost doubles. And from 128 to 512, the curve flattens, which means the M40 GPU approaches its peak performance at the batch size of 512. A large batch size, such as 8,192, can keep a 16 M40 GPU cluster at its peak performance during the training execution.

Table 5.1: An Analytical Scaling Performance Study with ResNet-50 as the Example. $t_1$ is the computation time and $t_2$ is communication time. We fix the number of epochs as 100. Larger batch size needs less iterations. We set batch size as 512 per machine. Then we increase the number of machines. Since $t_1 \gg t_2$ for using ImageNet-1k dataset to train ResNet-50 on GPUs (Goyal et al., 2017), the single iteration time is dominant by the computation. Thus the total time will be reduced approximately linearly.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>Num of Epochs</th>
<th>Num of Iterations</th>
<th>Num of GPUs</th>
<th>Single Iteration Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>100</td>
<td>250k</td>
<td>1</td>
<td>$t_1$</td>
<td>250kt_1</td>
</tr>
<tr>
<td>1024</td>
<td>100</td>
<td>125k</td>
<td>2</td>
<td>$t_1 + \log(2)t_2$</td>
<td>125k$t_1 + \log(2)t_2$</td>
</tr>
<tr>
<td>2048</td>
<td>100</td>
<td>62500</td>
<td>4</td>
<td>$t_1 + \log(4)t_2$</td>
<td>62500$t_1 + \log(4)t_2$</td>
</tr>
<tr>
<td>4096</td>
<td>100</td>
<td>31250</td>
<td>8</td>
<td>$t_1 + \log(8)t_2$</td>
<td>31250$t_1 + \log(8)t_2$</td>
</tr>
<tr>
<td>8192</td>
<td>100</td>
<td>15625</td>
<td>16</td>
<td>$t_1 + \log(16)t_2$</td>
<td>15625$t_1 + \log(16)t_2$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1.28M</td>
<td>100</td>
<td>100</td>
<td>2500</td>
<td>$t_1 + \log(2500)t_2$</td>
<td>100$t_1 + \log(2500)t_2$</td>
</tr>
</tbody>
</table>

Figure 5.6: AlexNet Training Performance on Various Batch Sizes on a Nvidia M40 GPU. Peak performance is reached with the batch size of 512, while a 1,024 batch size runs out of memory.
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Model Selection

To scale out DNN training to many machines, a major overhead is the communication among different machines (S. Zhang, Choromanska, and LeCun, 2015). Here we define the notion of scaling ratio as ratio between computation and communication. For DNN models, the computation is proportional to the number of floating point operations required for processing an image. Since we focus on synchronous SGD approach, the communication is proportional to model size (or the number of parameters). Different DNN models have different scaling ratios. To generalize our study, we pick four representative models: AlexNet, GoogleNet, ResNet-50, and VGG. From Table 5.2, we see that ResNet-50’s scaling ratio is 12.5× larger than that of AlexNet. This means scaling ResNet-50 is easier than scaling AlexNet. Our experiments in Figures 5.15, 5.16, 5.17, and 5.18 confirmed this conclusion.

For VGG-19, the model size is 575MB (144 million parameters). The model requires around 120 billion operations to process one image. Thus, the scaling ratio is around 855. For GoogleNet, the model size is 54MB (13.5 million parameters). The model requires around 9.7 billion operations to process one image. Thus, the scaling ratio is around 736. In summary, the scaling ratio comparison is: VGG-19 > GoogleNet > ResNet-50 > AlexNet. Although VGG-19 has the best scaling ratio, it is slow to train because it needs many more operations than other models. For the image classification accuracy: ResNet-50 > GoogleNet > VGG-19 > AlexNet.

Table 5.2: Scaling Ratio for state-of-the-art models. The rows of this table are sorted by the 4th column (Scaling Ratio).

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Comm: Parameters</th>
<th>Comp: Flops per Image</th>
<th>Comp/Comm Scaling Ratio</th>
<th>ImageNet Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>61 million</td>
<td>1.5 billion</td>
<td>24.6</td>
<td>58.0%</td>
</tr>
<tr>
<td>ResNet50</td>
<td>25 million</td>
<td>7.7 billion</td>
<td>308</td>
<td>76.3%</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>13.5 million</td>
<td>9.7 billion</td>
<td>736</td>
<td>72.5%</td>
</tr>
<tr>
<td>VGG-19</td>
<td>144 million</td>
<td>120 billion</td>
<td>855</td>
<td>71.3%</td>
</tr>
</tbody>
</table>

Challenges of Large Batch Training

Large batch size comes with the benefits of potential shorter training time and high machine utilization. However, naively using synchronous SGD with a large batch size usually suffers test accuracy degradation compared to smaller batch sizes with a fixed number of epochs. Unfortunately, there is no algorithm allowing us to effectively use unlimitedly large batch sizes (Keskar et al., 2016). Table 5.3 shows the target test accuracy by standard benchmarks. For example, when we set the batch size of AlexNet larger than 1,024 or the batch size of ResNet-50 larger than 8,192, the test accuracy will be significantly degraded, as shown in Table 5.4 and Figure 5.8 respectively.
Table 5.3: Standard Benchmarks for ImageNet-1k training.

<table>
<thead>
<tr>
<th>Model</th>
<th>Epochs</th>
<th>Test Top-1 Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>100</td>
<td>58% (Iandola et al., 2016)</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>90</td>
<td>75.3% (K. He et al., 2016)</td>
</tr>
<tr>
<td>ResNet-50-v2</td>
<td>90</td>
<td>76.3% (Goyal et al., 2017)</td>
</tr>
</tbody>
</table>

Table 5.4: AlexNet Test Accuracy with varying Batch Size. Current approaches (linear scaling + warmup) do not work for AlexNet with a batch size larger than 1k. We tune the warmup epochs from 0 to 10 and pick the one with highest accuracy. According to linear scaling, the optimal learning rate (LR) of batch size 4k should be 0.16. We use the poly learning rate policy (Ge et al., 2018), and the poly power is 2. The momentum is 0.9 and the weight decay is 0.0005.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>Base LR</th>
<th>warmup</th>
<th>epochs</th>
<th>test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>0.02</td>
<td>N/A</td>
<td>100</td>
<td>0.583</td>
</tr>
<tr>
<td>1k</td>
<td>0.02</td>
<td>no</td>
<td>100</td>
<td>0.582</td>
</tr>
<tr>
<td>4k</td>
<td>0.01</td>
<td>yes</td>
<td>100</td>
<td>0.509</td>
</tr>
<tr>
<td>4k</td>
<td>0.02</td>
<td>yes</td>
<td>100</td>
<td>0.527</td>
</tr>
<tr>
<td>4k</td>
<td>0.03</td>
<td>yes</td>
<td>100</td>
<td>0.520</td>
</tr>
<tr>
<td>4k</td>
<td>0.04</td>
<td>yes</td>
<td>100</td>
<td>0.530</td>
</tr>
<tr>
<td>4k</td>
<td>0.05</td>
<td>yes</td>
<td>100</td>
<td>0.531</td>
</tr>
<tr>
<td>4k</td>
<td>0.06</td>
<td>yes</td>
<td>100</td>
<td>0.516</td>
</tr>
<tr>
<td>4k</td>
<td>0.07</td>
<td>yes</td>
<td>100</td>
<td>0.001</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>4k</td>
<td>0.16</td>
<td>yes</td>
<td>100</td>
<td>0.001</td>
</tr>
</tbody>
</table>

For large batch training, it is essential to keep up the test accuracy with smaller batches under the constraint of the same number of epochs. Here we fix the number of epochs because: statistically, one epoch means the algorithm touches the entire dataset once; and computationally, fixing the number of epochs means fixing the number of floating point operations. State-of-the-art techniques for large batch training to remedy the test accuracy degradation issue include:

1. **Linear Scaling** (Krizhevsky, 2014): With an increase of the batch size from $B$ to $kB$, we should also increase the learning rate from $\eta$ to $k\eta$.

2. **Warmup Scheme** (Goyal et al., 2017): With a large learning rate ($\eta$), we should start from a small $\eta$ and increase it to the large $\eta$ in the first few epochs.

The intuition of linear scaling is related to the number of iterations (Krizhevsky, 2014).
Goyal et al., (2017). Let us use $B$, $\eta$, and $I$ to denote the batch size, the learning rate, and the number of iterations. If we increase the the batch size from $B$ to $kB$, then the number of iterations is reduced from $I$ to $I/k$. This indicates that the frequency of weight updating is reduced by $k$ times. Thus, we make the updating of each iteration $k \times$ more efficient by enlarging the learning rate by $k$ times. The purpose of a warmup scheme is to avoid the situation in which the algorithm diverges at the beginning because we have to use a very large learning rate based on linear scaling. With these techniques, researchers can use the relatively large batch in a certain range (Table 5.5). However, we observe that these state-of-the-art approaches can only scale batch size to 1k for AlexNet and 8k for ResNet-50. With the batch size of 4k for AlexNet, we can only achieve a 53.1% test accuracy in 100 epochs (Table 5.4). Our target is to preserve the 58% test accuracy even when using large batch sizes, such as 32k.


<table>
<thead>
<tr>
<th>Team</th>
<th>Model</th>
<th>Batch1</th>
<th>Batch2</th>
<th>Acc1</th>
<th>Acc2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google (Krizhevsky, 2014)</td>
<td>AlexNet</td>
<td>128</td>
<td>1024</td>
<td>57.7%</td>
<td>56.7%</td>
</tr>
<tr>
<td>Amazon (Mu Li, 2017)</td>
<td>ResNet101</td>
<td>256</td>
<td>1280</td>
<td>77.8%</td>
<td>77.8%</td>
</tr>
<tr>
<td>Facebook (Goyal et al., 2017)</td>
<td>ResNet50</td>
<td>256</td>
<td>8192</td>
<td>76.30%</td>
<td>76.26%</td>
</tr>
</tbody>
</table>

Scaling up Batch Size

To improve the accuracy for large batch training, we developed a new rule of learning rate (LR) schedule (You, Gitman, and Ginsburg, 2017). As discussed in §5.2, we use $w = w - \eta \nabla w$ to update the weights. Each layer has its own weight $w$ and gradient $\nabla w$. Standard SGD algorithm uses the same LR ($\eta$) for all the layers. However, from our experiments, we observe that different layers may need different LRs. The reason is that the ratio between $||w||_2$ and $||\nabla w||_2$ varies significantly for different layers. From example, we observe that $||w||_2/||\nabla w||_2$ is only 20 for conv1.1 layer (Table 5.6). However, $||w||_2/||\nabla w||_2$ is 3,690 for fc6.1 layer. To speed up the convergence for fc6.1 layer, the users need to use a large LR. However, this large LR may lead to divergence on the conv1.1 layer. We believe this is an important reason for the optimization difficulty in large batch training.

Goyal et al. (Goyal et al., 2017) proposed the warmup scheme to solve this problem. The warmup scheme works well for ResNet-50 training with a batch size $\leq$ 8k. However, only using this recipe does not work for AlexNet with batch size $> 10k$ and ResNet-50 with batch size $> 8k$.

Together with researchers at Nvidia, we proposed the Layer-wise Adaptive Rate Scaling (LARS) algorithm (You, Gitman, and Ginsburg, 2017) to improve large batch training’s test accuracy. The base LR rule is defined in Equation (5.1). $l$ is the scaling factor, which we set
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Table 5.6: The ratios between $||w||_2$ and $||\nabla w||_2$ for different layers of AlexNet with batch size = 4k at the 1st epoch. We observe that they are very different from each other. fc is the fully connected layer and conv is the convolutional layer. x.0 is a layer’s weight. x.1 is a layer’s bias.

| Layers | $||w||_2$ | $||\nabla w||_2$ | $||w||_2/||\nabla w||_2$ |
|--------|---------|----------------|-------------------|
| fc8.0  | 20.24   | 0.078445       | 258               |
| fc8.1  | 0.316   | 0.006147       | 51                |
| fc7.0  | 20.48   | 0.110949       | 184               |
| fc7.1  | 6.400   | 0.004939       | 1296              |
| fc6.0  | 30.72   | 0.097996       | 314               |
| fc6.1  | 6.400   | 0.001734       | **3690**          |
| conv5.0| 6.644   | 0.034447       | 193               |
| conv5.1| 0.160   | 0.000961       | 166               |
| conv4.0| 8.149   | 0.039939       | 204               |
| conv4.1| 0.196   | 0.000486       | 403               |
| conv3.0| 9.404   | 0.049182       | 191               |
| conv3.1| 0.196   | 0.000511       | 384               |
| conv2.0| 5.545   | 0.057997       | 96                |
| conv2.1| 0.160   | 0.000649       | 247               |
| conv1.0| 1.866   | 0.071503       | 26                |
| conv1.1| 0.098   | 0.004909       | 20                |

as 0.001 for AlexNet and ResNet training. $\gamma$ is a tuning parameter for users. Usually $\gamma$ can be chosen by linear scaling.

$$\eta = l \times \gamma \times \frac{||w||_2}{||\nabla w||_2}$$

In this formulation, different layers can have different LRs. In practice, we add momentum (denoted as $\mu$) and weight decay (denoted as $\beta$) to SGD, and use the following sequence for LARS:

1. get the local LR for each learnable parameter by $\alpha = l \times \frac{||w||_2}{||\nabla w||_2 + \beta ||\nabla w||_2}$;
2. get the LR for each layer by $\eta = \gamma \times \alpha$;
3. update the gradients by $\nabla w = \nabla w + \beta w$;
4. update acceleration term $a$ by $a = \mu a + \eta \nabla w$;
4. update the weights by $w = w - a$.

Using this approach together with the warmup technique, SGD with a large batch can achieve identical test accuracy with the batch size of 32k as the baseline for AlexNet (Table 5.7). Technically, we change the local response normalization (LRN) to batch normalization (BN). We add BN after each convolutional layer. As shown in Figure 5.8, we can see that the LARS
algorithm can keep up the test accuracy for ResNet-50 using 32k batch with the baseline of \(~73\%) without data augmentation. In comparison, the current approaches of combining linear scaling and warmup has lower accuracy on ResNet-50 for batch size of 16k and 32k (68\% and 56\%, respectively).

Table 5.7: Test Accuracy of AlexNet with Batch Size of 32k using KNL Nodes on Stampede2. We use poly learning rate policy, and the poly power is 2. The momentum is 0.9 and the weight decay is 0.0005. For a batch size of 32K, we changed local response norm in AlexNet to batch norm. Specifically, we use the refined AlexNet model by Boris Ginsburg.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>LR rule</th>
<th>warmup</th>
<th>Epochs</th>
<th>test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>regular</td>
<td>N/A</td>
<td>100</td>
<td>0.583</td>
</tr>
<tr>
<td>4096</td>
<td>LARS</td>
<td>13 epochs</td>
<td>100</td>
<td>0.584</td>
</tr>
<tr>
<td>8192</td>
<td>LARS</td>
<td>8 epochs</td>
<td>100</td>
<td>0.583</td>
</tr>
<tr>
<td>32768</td>
<td>LARS</td>
<td>5 epochs</td>
<td>100</td>
<td>0.585</td>
</tr>
</tbody>
</table>

Figure 5.7: **Batch Size=16k.** Test accuracy comparison between Large-Batch Training, Large Batch Training with LARS, and the Baseline. The base learning rate of Batch 256 is 0.2 with poly policy (power=2). For the version without LARS, we use the state-of-the-art approach (Goyal et al., 2017): 5-epoch warmup and linear scaling for LR. For the version with LARS, we also use 5-epoch warmup. Clearly, the existing method does not work for Batch Size larger than 8K. LARS algorithm can help the large batch to achieve the same accuracy with baseline in the same number of epochs.

### 5.4 Performance Evaluation

In this section, we evaluate the 100-epoch AlexNet and 90-epoch ResNet-50 training on a number of platforms. We will briefly introduce the hardware and software settings, and
Figure 5.8: **Batch Size=32k**. Test accuracy comparison between Large Batch Training, Large Batch Training with LARS, and the Baseline. The base learning rate of Batch 256 is 0.2 with poly policy (power=2). For the version without LARS, we use the state-of-the-art approach (Goyal et al., 2017): 5-epoch warmup and linear scaling for LR. For the version with LARS, we also use 5-epoch warmup. Clearly, the existing method does not work for Batch Size larger than 8K. LARS algorithm can help the large batch to achieve the same accuracy with baseline in the same number of epochs.

present the comparison baseline and code change. In addition to performance results, we will also discuss the communication overhead analysis.

### System Configuration

Throughout this section, we run experiments on four types of hardware. The Intel Xeon Phi 7250 Processors and the Xeon Platinum 8160 processors are part of the Stampede2 supercomputer hosted at Texas Advanced Computing Center. The eight Nvidia P100 GPU server is locally hosted. We also use the cloud TPs.

We perform the large batch scaling efficiency study on the eight Nvidia P100 GPU server. Each P100 GPU has the performance of 10.6 teraflops and has 16 GB memory. The Intel Xeon Phi 7250 Processor (referred to as KNL) is the latest version of Intel’s general-purpose accelerator. It is a self-hosted platform running CentOS 7 on our testbed. Each processor has 68 physical cores, and four hardware threads per core. All cores are running at 1.4 GHz clock rate. On Stampede2, 3,696 out of the total 4,200 KNL nodes are configured in the following way: On each node, there is one processor with 96 GB DDR4 RAM, 16 GB MCDRAM, and a 200 GB local Solid State Drive, of which 144 GB is available. The memory is configured as cache-quadrant mode, where MCDRAM is used as an L3 cache. The Intel Xeon Platinum 8160 processors (referred to as SKX) are part of Intel Xeon Scalable Processors collection. Each SKX node in Stampede2 has two such processors with 48 physical cores in total. Each

---

6portal.tacc.utexas.edu/user-guides/stampede2
core is documented to have a 2.1 GHz clock rate, however, the clock rate varies from 1.4 GHz to 3.7 GHz depending on the instruction set and the number of active cores. Our measured runtime clock rate for AlexNet and ResNet-50 are 2.1 GHz and 2.0 GHz, respectively. Each SKX node is equipped with 192 GB RAM and a 200 GB Solid State Drive, of which 144 GB is available. There are 1,600 SKX nodes (3,200 processors) on Stampede2.

On Nvidia GPUs, we used the Nvidia distribution of Caffe\(^7\) And on Intel processors, we used two variants of the official Caffe (Y. Jia et al., 2014): 1) our customized parallel implementation that uses MPI (Gropp et al., 1996) for the communication across nodes and 2) the Intel distribution of Caffe v1.0.3\(^8\) which supports multi-node training by Intel Machine Learning Scaling Library (MLSL) v2017.1.016\(^9\).

Data and Baseline

Throughout the performance evaluation, we use the ImageNet-1k (Deng et al., 2009) dataset. The dataset has 1.28 million images for training and 50,000 images for testing. There are two top-1 test accuracy baselines for ResNet-50 in 90 epochs: the case without data augmentation is 73% while the case with data augmentation is 75.3%. The top-1 test accuracy baseline for AlexNet in 100 epochs is about 58%. We also got the same ResNet-50 baseline used by Goyal et al., 2017. The learning rate is 0.1 for a batch size of 256. The weight decay is 1e-4. The momentum is 0.9. The batch norm decay is 0.9. The batch norm epsilon is 1e-5. The label smoothing parameter used in the softmax-cross-entropy is 0.0. We got 76.3% top-1 accuracy from this baseline. The clipping threshold for the trust-ratio of LARS solver is [0.0, 50.0]. The clipping threshold for the gradient of LARS solver is [-10.0, 10.0].

Data Shuffling in Distributed Training

For the extremely large dataset, our approach is to partition the full data set on all nodes and configure the data layer to draw a different subset on each node. Since each node has its own unique randomizing seed in this situation, it will effectively draw a unique image subset. If the dataset is not large (e.g. ImageNet), we just copy the full dataset on all nodes. Like Goyal et al., we use a single random shuffling of the training data (per epoch) that is divided amongst all the nodes.

Scaling Efficiency of Large Batches

As discussed in §5.3, using large batch size can reduce the communication volume with fewer iterations, thus yielding higher scaling efficiency than small batch size. Here, we present an analytical study and the empirical performance evaluation to validate this hypothesis.

\(^7\)https://github.com/NVIDIA/caffe
\(^8\)https://github.com/intel/caffe
\(^9\)https://github.com/intel/MLSL
\(^10\)https://www.cs.berkeley.edu/~youyang/lars_optimizer.py
Communication often is the major bottleneck for efficient scaling for applications across many processors (Table 5.8). On a distributed system, communication means moving the data over the network (e.g. master machine broadcast its data to all the worker machines). In DNN training, communication across nodes is in the form of a all-reduce (sum of local gradients). These communication patterns have a higher scaling overhead than the matrix computations (i.e. the matrix computations on each machine can be finished independently). In particular, the all-reduce on \( N \) nodes have the scaling factor of \( O(\log N) \) or \( O(N) \) depending on the network topology (Thakur, Rabenseifner, and Gropp, 2005; Rabenseifner, 2004; Rabenseifner and Träff, 2004; van de Geijn, 1994). The scaling factor of broadcast is \( O(\log N) \). In contrast, the matrix computation in DNN training can be distributed almost evenly to \( N \) nodes with the scaling factor of \( O(1/N) \).

For finishing the same number of epochs, the communication overhead is lower in the large batch version than in the small batch version, as the large batch version sends fewer messages (latency overhead) and moves less data (bandwidth overhead). For synchronous SGD, the algorithm needs to conduct an all-reduce operation (sum of gradients on all machines) in each iteration. The number of messages sent is linear with the number of iterations. And for each iteration, the communication volume is constant regardless of the batch size, as the gradients have identical size as the model weights \( |W| \).

Let us use the following notations for the analytical evaluation:

- \( E \) the number of epochs
- \( n \) the total number of images in the training dataset
- \( B \) the batch size

Then the number of iterations is \( E \times n/B \). Holding \( E \) and \( n \) constant, with the large batch size, the program finishes with fewer iterations. By fixing \( E \), the number of epochs, it is fixing the total number of floating point operations. Meanwhile, the number of iterations is consistent with the communication frequency of the training process. Let us denote \( |W| \) as the neural network model size. Then we can get the communication volume is \( |W| \times E \times n/B \).

Thus, the large batch version transfers less data than the small batch version to finish the same number of floating point operations. As mentioned before, the number of floating point operations remain constant when the number of epochs is fixed. The larger batch size increases the computation-communication ratio because it reduces the communication frequency. As a result, the larger batch size makes the algorithm more scalable on distributed systems.

For the empirical performance evaluation, we use the ImageNet-1k training with AlexNet-BN on eight P100 GPUs in this experiment. Here, AlexNet-BN means changing the local response normalization in AlexNet to batch normalization. The baseline’s batch size is 512 and is referred to as the small batch size. The large batch size is 4k. In this example, we focus on the the communication across GPUs. Firstly, the experimental results confirm that the large batch size achieves the same test accuracy as the small batch size in 100 epochs.
Table 5.8: Communication unit is much slower than computation unit because time-per-flop \( (\gamma) \ll \frac{1}{\text{bandwidth}} (\beta) \ll \text{latency} (\alpha) \). For example, \( \gamma = 0.9 \times 10^{-13} \text{s} \) for NVIDIA P100 GPUs.

<table>
<thead>
<tr>
<th>Network</th>
<th>( \alpha ) (latency)</th>
<th>( \beta ) (1/bandwidth)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mellanox 56Gb/s FDR IB</td>
<td>( 0.7 \times 10^{-9} \text{s} )</td>
<td>( 0.2 \times 10^{-9} \text{s} )</td>
</tr>
<tr>
<td>Intel 40Gb/s QDR IB</td>
<td>( 1.2 \times 10^{-9} \text{s} )</td>
<td>( 0.3 \times 10^{-9} \text{s} )</td>
</tr>
<tr>
<td>Intel 10GbE NetEffect NE020</td>
<td>( 7.2 \times 10^{-9} \text{s} )</td>
<td>( 0.9 \times 10^{-9} \text{s} )</td>
</tr>
</tbody>
</table>

(Figure 5.9). Thus, large batch size achieves the same test accuracy as the small batch size in fixed number of floating point operations (Figure 5.10).

We observed a 3x reduction in training time with the large batch size compared to that of the small batch size, as shown in Figure 5.11. The number of iterations in large-batch training is much less than small-batch training (Figure 5.12). The number of messages is equal to the number of iterations. Our experimental results also confirmed that large batch will reduce the accumulated latency overhead (Figure 5.13) and bandwidth overhead (Figure 5.14).

![Figure 5.9: Test Accuracy Comparison between the Small Batch Size and the Large Batch Size. The 512 small batch size is the baseline.](image)

**ImageNet training with AlexNet**

In this experiment, we use the AlexNet training case to evaluate our approach’s effectiveness in scaling DNN training at large scale. Previously, Nvidia reported that using one DGX-1 station they were able to finish 90-epoch ImageNet-1k training with AlexNet in two hours\(^\text{11}\). However, they used half-precision or FP16, whose cost is half of the standard single-precision operation. We run the AlexNet training with standard single-precision. It takes 6 hours 9 minutes with the batch size of 512 on one NVIDIA DGX-1 station. With our approach, using

\(^{11}\text{www.nextplatform.com/2016/04/06/dgx-1-nvidias-deep-learning-system-newbies}\)
Figure 5.10: Increasing the batch size does not increase the number of floating point operations. Large batch can achieve the same accuracy in the fixed number of floating point operations.

Figure 5.11: Time-to-solution Comparison between the Small Batch Size and the large Batch Size. To achieve the 58% accuracy, the large batch size of 4k only needs about two hours while the smaller batch size of 512 needs about six hours.

the large batch size of 4k achieves similar test accuracy as the small batch size case (Line 2 in Table 5.7), and it finishes in two hours and ten minutes on the same station. Thus, using large batch size can significantly speedup DNN training on GPU cluster.

Then we scale the same AlexNet training case with a batch size of 32k, and run it on multiple scales of the KNL nodes and the SKX nodes on the Stampede2 supercomputer. Figure 5.15 and 5.16 show the strong scaling performance on each type of nodes with the ideal scaling curve relative to the performance of 128 nodes in each case.

Despite the 11-minute training time on 1,024 SKX nodes, the AlexNet training does not scale well beyond 512 nodes in both cases. The inefficient scaling performance is due to its low scaling ratio, as defined in §5.3. On the other hand, on 512 KNL nodes, the AlexNet
Figure 5.12: When we fix the number of epochs and increase the batch size, we need much fewer iterations.

Figure 5.13: When we fix the number of epochs and increase the batch size, we need much fewer iterations. The number of iterations is linear with the number of messages the algorithm sent.

training finished in 24 minutes. The minute-level training performance is remarkable given the current practice, a comparison against known performance is presented in Table 5.9.

**ImageNet training with ResNet-50**

In this experiment, we use the ResNet-50 training case to evaluate the effectiveness of our approach in scalable DNN training. We use the ResNet-50 training on the ImageNet-1k dataset for 90 epochs with the batch size of 32k as the test case, run it at multiple scales on the KNL and SKX nodes on Stampede2, then compare the test accuracy and time-to-solution to the published results.
Figure 5.14: The number of iterations is linear with the number of messages the algorithm sent. Let us denote $|W|$ as the neural network model size. Then we can get the communication volume is $|W| \times E \times n/B$. Thus, the larger batch version needs to move much less data than the smaller batch when they finish the number of floating point operations.

Figure 5.15: Strong Scaling Performance of AlexNet with 32k Batch Size on KNL Nodes

Figure 5.17 and 5.18 show the strong scaling performance of the ResNet-50 case at various scales. Compared to AlexNet, ResNet-50 scales more efficiently to 1,024 KNL nodes and 1,600 SKX nodes. This is because ResNet-50 has a relatively higher scaling ratio. In particular, the ResNet-50 case finishes in 32 minutes on 1,600 SKX nodes (3,200 Intel Xeon Platinum 8160 processors) and 20 minutes on 2,048 KNL nodes (2,048 Intel Xeon Phi 7250 processors).

A comprehensive result comparison against existing results is presented in Table 5.10. Codreanu et al. reported their experience on using Intel KNL clusters to speed up ImageNet-1k training by a blogpost\[^{12}\]. They reported a 73.78% accuracy (with data augmentation) in less than 40 minutes on 512 KNL nodes with the batch size of 8k. However, this case only ran for

\[^{12}\]https://blog.surf.nl/en/imagenet-1k-training-on-intel-xeon-phi-in-less-than-40-minutes/
CHAPTER 5. EFFICIENT LARGE-BATCH OPTIMIZATION FOR DNNS

Figure 5.16: Strong Scaling Performance of AlexNet with 32k Batch Size on SKX Nodes

Table 5.9: Time-to-solution Comparison against Other Published Performance

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>epochs</th>
<th>Accuracy</th>
<th>hardware</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>100</td>
<td>58.7%</td>
<td>CPU + K20 GPU</td>
<td>144h</td>
</tr>
<tr>
<td>512</td>
<td>100</td>
<td>58.8%</td>
<td>DGX-1 station</td>
<td>6h 10m</td>
</tr>
<tr>
<td>4096</td>
<td>100</td>
<td>58.4%</td>
<td>DGX-1 station</td>
<td>2h 19m</td>
</tr>
<tr>
<td>32768</td>
<td>100</td>
<td>58.5%</td>
<td>512 KNLs</td>
<td>24m</td>
</tr>
<tr>
<td>32768</td>
<td>100</td>
<td>58.6%</td>
<td>1024 CPUs</td>
<td>11m</td>
</tr>
</tbody>
</table>

Figure 5.17: Strong Scaling Performance of ResNet-50 with 32k Batch Size on KNL Nodes

37 epochs. The complete 90-epoch training would take 80 minutes with a 75.25% accuracy.

Based on the original ResNet-50 model (K. He et al., 2016), we added data augmentation to our baseline. Our baseline is 75.3% top-1 test accuracy in 90 epochs. The model we used is available upon request. The test accuracy comparison is shown in Table 5.11. Although our baseline’s accuracy is lower than Goyal et al., we achieve a correspondingly higher accuracy with batch sizes that are greater than 10k. When we use the same baseline, our results are
Figure 5.18: Strong Scaling Performance of ResNet-50 with 32k Batch Size on SKX Nodes

Table 5.10: ResNet-50 Result. The DA means Data Augmentation. The result of 76.4% accuracy is achieved by ResNet-50-v2.

<table>
<thead>
<tr>
<th>Batch</th>
<th>DA</th>
<th>epochs</th>
<th>accuracy</th>
<th>hardware</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>NO</td>
<td>90</td>
<td>73.0%</td>
<td>DGX-1 station</td>
<td>21h</td>
</tr>
<tr>
<td>256</td>
<td>YES</td>
<td>90</td>
<td>75.3%</td>
<td>16 KNLs</td>
<td>45h</td>
</tr>
<tr>
<td>8k</td>
<td>NO</td>
<td>90</td>
<td>72.7%</td>
<td>DGX-1 station</td>
<td>21h</td>
</tr>
<tr>
<td>8k</td>
<td>YES</td>
<td>90</td>
<td>75.3%</td>
<td>256 P100 GPUs</td>
<td>1h</td>
</tr>
<tr>
<td>16k</td>
<td>YES</td>
<td>90</td>
<td>75.3%</td>
<td>1024 SKX nodes</td>
<td>52m</td>
</tr>
<tr>
<td>16k</td>
<td>YES</td>
<td>90</td>
<td>75.3%</td>
<td>1600 SKX nodes</td>
<td>31m</td>
</tr>
<tr>
<td>32k</td>
<td>NO</td>
<td>90</td>
<td>72.6%</td>
<td>512 KNL nodes</td>
<td>1h</td>
</tr>
<tr>
<td>32k</td>
<td>YES</td>
<td>90</td>
<td>75.4%</td>
<td>512 KNL nodes</td>
<td>1h</td>
</tr>
<tr>
<td>32k</td>
<td>YES</td>
<td>90</td>
<td>75.4%</td>
<td>1024 SKX nodes</td>
<td>48m</td>
</tr>
<tr>
<td>32k</td>
<td>YES</td>
<td>90</td>
<td>74.2%</td>
<td>1600 SKX nodes</td>
<td>32m</td>
</tr>
<tr>
<td>32k</td>
<td>YES</td>
<td>90</td>
<td>75.4%</td>
<td>2048 KNL nodes</td>
<td>20m</td>
</tr>
<tr>
<td>32k</td>
<td>YES</td>
<td>90</td>
<td>76.4%</td>
<td>2048 KNL nodes</td>
<td>20m</td>
</tr>
</tbody>
</table>

better than Goyal et al. for all the batch sizes (Fig. 5.20).

**Superlinear Speedup**

For AlexNet training on eight NVIDIA P100 GPUs, we can achieve three times speedup. In this situation, the baseline and our approach used the same hardware. For ResNet-50 on distributed systems, the speedup is extremely large. Because the baseline’s workload is limited to 256 samples at each iteration, it can only fully utilize 16 KNL nodes (Intel Xeon Phi 7250) or 1088 cores. Now our approach is able to process 32,768 samples each iteration, we can use 2048 KNL nodes or 139,264 cores. The perfect speedup is $139,264/1088 = 128\times$. But we achieved a superlinear speedup of $45h/20m = 135\times$. The reason is that our communication overhead is much lower than the baseline (fewer messages and less volume of data moved...
Table 5.11: Comparison by 90-epoch ResNet50 Accuracy. DA means Data Augmentation

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>MSRA</th>
<th>IBM</th>
<th>SURFsara</th>
<th>Facebook</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>75.3%</td>
<td>75.0%</td>
<td>75.3%</td>
<td>76.3%</td>
<td>73.0%</td>
</tr>
<tr>
<td>8K</td>
<td>75.3%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>75.3%</td>
</tr>
<tr>
<td>16K</td>
<td>—</td>
<td>75.2%</td>
<td>—</td>
<td>—</td>
<td>75.3%</td>
</tr>
<tr>
<td>32K</td>
<td>—</td>
<td>72.7%</td>
<td>75.3%</td>
<td>75.4%</td>
<td>76.3%</td>
</tr>
<tr>
<td>64K</td>
<td>—</td>
<td>72.7%</td>
<td>—</td>
<td>—</td>
<td>76.3%</td>
</tr>
</tbody>
</table>

over network), which is shown in Fig. 5.13 and Fig. 5.14. On the other hand, the single-node efficiency of our approach is higher (Fig. 5.6).

**Implementation of LARS on Cloud TPUs**

Most of the emerging computer architectures support low-precision floating-point formats such as float16 format and bfloat16 format. The illustration of bfloat16 and float16 are shown in Fig. 5.19. As introduced in §5.2, we are interested in evaluating Google’s TPU architecture. TPU’s designers picked bfloat16 to support the low-precision format. In our experiments, we confirm that using bfloat16 rather than float16 is a good choice because most of the deep learning applications do not need a high precision to get the target application accuracy. To reduce the storage overhead and speed up the floating point operations, we implement our large-batch algorithm in bfloat16. All the weights, gradients, data, and activations in the deep neural networks training are represented in bfloat16 format. However, to avoid accuracy loss or even divergence, we store the hyper-parameters (e.g. learning rate, weight decay) into 32-bit single precision format. It is worth noting we only have fewer than ten hyper-parameters. Thus, the computation and storage costs of hyper-parameters are trivial. The computation and storage costs are dominated by the large matrices like weights, gradients, data, and activations. We tried a series of applications like AlexNet, GoogleNet, ResNet, and LSTM (using our large-batch algorithm), we confirm that we can achieve the results with the 32-bit single-precision CPU implementation. We write our code based on TensorFlow framework. We did some optimizations to reduce the synchronous communication overhead and improve the single-node performance.

The main deep neural networks are based on CNN structures and RNN structures. For CNN applications, we picked ImageNet training with ResNet-50. For RNN applications, we picked GNMT. We finished the Imagenet training with ResNet-50 on a cloud TPU (v2-8) in 7 hours and 50 minutes. Since one image requires 7.7 billion operations and the dataset has 1.28 million images, 90-epoch ImageNet training with ResNet-50 needs $8.87 \times 10^{17}$ ($90 \times 1.28 \times 10^6 \times 7.7 \times 10^9$) operations. Thus, we achieved 31.5 TFlops on a cloud TPU for ResNet-50 training. LARS is an efficient algorithm that helps to improve the floating-point performance.

For GNMT, we are able to scale the batch size to 4K on a cloud TPU and get a BLEU
score of 22.2. The application is out of memory on a cloud TPU when we increase the batch size more than 4K. So we stop the batch size scaling at 4K. The speed is 3637 samples per second. The sequence length of the data is 150, which means the eight LSTM layers are unrolled to 1200 layers. Each GNMT layer is a 2048-by-4096 matrix and the input data is a 1-by-2048 vector. Thus, one input data sample requires 1200 matrix-vector multiplications. We achieved 33.3 TFlops on a cloud TPU for GNMT training. The baseline uses a batch size of 256, which only achieves the speed of 997.8 samples per second. Thus, we achieved around 4 times speedup on the same hardware.

![bfloata16 format](image1)

**Figure 5.19:** The difference between bfloat16 and float16. Compared to float16 format, bfloat16 format has a wider range but a lower precision. bfloat16 format was supported in Google’s TPU.

**Compared to State-of-the-art Implementation**

To further improve our accuracy, we did some additional optimizations in our implementation. We implemented the strong data augmentation that was used in the system developed by Goyal et al., 2017. In this way, our baseline achieved the same accuracy with Goyal et al., 2017. By using the gradient clipping technique (Pascanu, Mikolov, and Bengio, 2013), we are able to achieve a higher accuracy for the baseline. Specifically, we use a mix of constant gradient clip and norm gradient clipping. We used label smoothing technique to improve the accuracy from 75.9 to 76.4 for batch size = 32K. Compared to the state-of-the-art implementation by Goyal et al., 2017, our approach achieves a higher accuracy. Our approach has more consistent accuracy across batch sizes (Fig. 5.20).

**5.5 Conclusion**

In conclusion, we explore the large batch size approach to enable scalable DNN training on large scale computers. We examine the benefits and the challenges of this approach, and
Figure 5.20: Compared to Goyal et al., 2017, our approach achieves a higher accuracy. Our approach has more consistent accuracy across batch sizes. Here, both Goyal et al. and we use the same ResNet-50 baseline (i.e. ResNet-50-v2).

We incorporate the LARS algorithm as the solution. We evaluate the implementation with the ImageNet-1k dataset and two neural network models of AlexNet and ResNet-50 at scale for the efficiency, test accuracy, training speed, and solution generality. Our solution is able to keep up with the baseline test accuracy for both test cases within the same number of epochs. We are able to reduce the ImageNet-1k training time from hours to minutes: With 1,024 SKX nodes, the AlexNet case finished in 11 minutes. While with 2,048 KNL nodes, the ResNet-50 case finished in 20 minutes. Our solution is general to be effective for both the AlexNet and ResNet-50 cases. We showcase large scale computers’ capability in accelerating DNN training with massive computing resource with standard ImageNet-1k based benchmark. For GNMT, we achieved around 4 times speedup on the same hardware. We believe this is a pilot use case to motivate future DNN based research on large scale computers across domains in both industry and academia.
Chapter 6

Fast BERT Pre-Training

6.1 Introduction

With the advent of large scale datasets, training large deep neural networks, even using computationally efficient optimization methods like Stochastic gradient descent (SGD), has become particularly challenging. For instance, training state-of-the-art deep learning models like BERT and ResNet-50 takes 3 days on 16 TPUv3 chips and 29 hours on 8 Tesla P100 gpus respectively (Devlin et al., 2018; K. He et al., 2016). Thus, there is a growing interest to develop optimization solutions to tackle this critical issue. The goal of this chapter is to investigate and develop optimization techniques to accelerate training large deep neural networks, mostly focusing on approaches based on variants of SGD.

Methods based on SGD iteratively update the parameters of the model by moving them in a scaled (negative) direction of the gradient calculated on a minibatch. However, SGD’s scalability is limited by its inherent sequential nature. Owing to this limitation, traditional approaches to improve SGD training time in the context of deep learning largely resort to distributed asynchronous setup (J. Dean et al., 2012a; Recht et al., 2011). However, the implicit staleness introduced due to the asynchrony limits the parallelization of the approach, often leading to degraded performance. The feasibility of computing gradient on large minibatches in parallel due to recent hardware advances has seen the resurgence of simply using synchronous SGD with large minibatches as an alternative to asynchronous SGD. However, naïvely increasing the batch size typically results in degradation of generalization performance and reduces computational benefits (Goyal et al., 2017).

Synchronous SGD on large minibatches benefits from reduced variance of the stochastic gradients used in SGD. This allows one to use much larger learning rates in SGD, typically of the order square root of the minibatch size. Surprisingly, recent works have demonstrated that up to certain minibatch sizes, linear scaling of the learning rate with minibatch size can be used to further speed up the training Goyal et al., 2017. These works also elucidate two interesting aspects to enable the use of linear scaling in large batch synchronous SGD: (i) linear scaling of learning rate is harmful during the initial phase; thus, a hand-tuned warmup strategy of slowly increasing the learning rate needs to be used initially, and (ii) linear scaling
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of learning rate can be detrimental beyond a certain batch size. Using these tricks, Goyal et al. [2017] was able to drastically reduce the training time of ResNet-50 model from 29 hours to 1 hour using a batch size of 8192. While these works demonstrate the feasibility of this strategy for reducing the wall time for training large deep neural networks, they also highlight the need for an adaptive learning rate mechanism for large batch learning.

Variants of SGD using layerwise adaptive learning rates have been recently proposed to address this problem. The most successful in this line of research is the LARS algorithm (You, Gitman, and Ginsburg, [2017]), which was initially proposed for training ResNet and discussed in Chap 5. Using LARS, ResNet-50 can be trained on ImageNet in just a few minutes! However, it has been observed that its performance gains are not consistent across tasks. For instance, LARS performs poorly for attention models like BERT. Furthermore, theoretical understanding of the adaptation employed in LARS is largely missing. To this end, we study and develop new approaches specially catered to the large batch setting of our interest.

Contributions. More specifically, we make the following main contributions in this chapter.

- Inspired by LARS, we investigate a general adaptation strategy specially catered to large batch learning and provide intuition for the strategy.

- Based on the adaptation strategy, we develop a new optimization algorithm (LAMB) for achieving adaptivity of learning rate in SGD. Furthermore, we provide convergence analysis for both LARS and LAMB to achieve a stationary point in nonconvex settings. We highlight the benefits of using these methods for large batch settings.

- We propose the Linear Epoch Gradual Warmup (LEGW) scheme, which can potentially avoid all the hyper-parameter tuning effort. In our experiments, we observe that LEGW performs well with LAMB in ResNet and BERT training.

- We demonstrate the strong empirical performance of LAMB across several challenging tasks. Using LAMB we scale the batch size in training BERT to more than 32k without degrading the performance, thereby cutting the time down from 3 days to 76 minutes. Ours is the first work to reduce BERT training wall time to less than a couple of hours.

- We also demonstrate the efficiency of LAMB for training state-of-the-art image classification models like ResNet. To the best of our knowledge, ours is first adaptive solver that can achieve state-of-the-art accuracy for ResNet-50 as adaptive solvers like Adam fail to obtain the accuracy of SGD with momentum for these tasks.

This chapter is based on a joint work with Jing Li, Sashank Reddi, Jonathan Hseu, Sanjiv Kumar, Srinadh Bhojanapalli, Xiaodan Song, James Demmel, Kurt Keutzer, and Cho-Jui Hsieh. It was published as a conference paper entitled Large Batch Optimization for Deep Learning: Training BERT in 76 minutes (You, J. Li, et al., 2019).
Related Work

The literature on optimization for machine learning is vast and hence, we restrict our attention to the most relevant works here. Earlier works on large batch optimization for machine learning mostly focused on convex models, benefiting by a factor of square root of batch size using appropriately large learning rate. Similar results can be shown for nonconvex settings wherein using larger minibatches improves the convergence to stationary points; albeit at the cost of extra computation. However, several important concerns were raised with respect to generalization and computational performance in large batch nonconvex settings. It was observed that training with extremely large batch was difficult (Keskar et al., 2016; Hoffer, Hubara, and Soudry, 2017). Thus, several prior works carefully hand-tune training hyper-parameters, like learning rate and momentum, to avoid degradation of generalization performance (Goyal et al., 2017; Mu Li, 2017; You, Z. Zhang, Cho-Jui Hsieh, et al., 2018; Shallue et al., 2018).

(Krizhevsky, 2014) empirically found that simply scaling the learning rate linearly with respect to batch size works better up to certain batch sizes. To avoid optimization instability due to linear scaling of learning rate, Goyal et al. (2017) proposed a highly hand-tuned learning rate which involves a warm-up strategy that gradually increases the LR to a larger value and then switching to the regular LR policy (e.g. exponential or polynomial decay). Using LR warm-up and linear scaling, Goyal et al. (2017) managed to train ResNet-50 with batch size 8192 without loss in generalization performance. However, empirical study (Shallue et al., 2018) shows that learning rate scaling heuristics with the batch size do not hold across all problems or across all batch sizes.

More recently, to reduce hand-tuning of hyper-parameters, adaptive learning rates for large batch training garnered significant interests (Reddi, Kale, and Sanjiv Kumar, 2018; Zaheer et al., 2018; J. Zhang et al., 2019). Several recent works successfully scaled the batch size to large values using adaptive learning rates without degrading the performance, thereby, finishing ResNet-50 training on ImageNet in a few minutes (You, Z. Zhang, Cho-Jui Hsieh, et al., 2018; Iandola et al., 2016; Codreanu, Podareanu, and Saletore, 2017; Akiba, Suzuki, and Fukuda, 2017; X. Jia et al., 2018; Smith, Kindermans, and Le, 2017; Martens and Grosse, 2015; Devarakonda, Naumov, and Garland, 2017; Mikami et al., 2018; Osawa et al., 2018; You, Hseu, et al., 2019; Yamazaki et al., 2019). To the best of our knowledge, the fastest training result for ResNet-50 on ImageNet is due to Ying et al. (2018) who achieve 76.5% top-1 accuracy. By using the LARS optimizer and scaling the batch size to 32K on a TPUv3 Pod, Ying et al. (2018) was able to train ResNet-50 on ImageNet in 2.2 minutes. However, it was empirically observed that none of these performance gains hold in other tasks such as BERT training (see Section 6.4).

6.2 Preliminaries

Notation. For any vector \( x_t \in \mathbb{R}^d \), either \( x_{t,j} \) or \( [x_t]_j \) are used to denote its \( j \)th coordinate where \( j \in [d] \). Let \( I \) be the \( d \times d \) identity matrix, and let \( I = [I_1, I_2, ..., I_h] \) be its decomposition.
into column submatrices $I_i = d \times d_h$. For $x \in \mathbb{R}^d$, let $x^{(i)}$ be the block of variables corresponding to the columns of $I_i$, i.e., $x^{(i)} = I_i^\top x \in \mathbb{R}^{d_h}$ for $i = \{1, 2, \cdots, h\}$. For any function $f : \mathbb{R}^d \rightarrow \mathbb{R}$, we use $\nabla_i f(x)$ to denote the gradient with respect to $x^{(i)}$. For any vectors $u, v \in \mathbb{R}^d$, we use $u^2$ and $u/v$ to denote elementwise square and division operators respectively. We use $\| \cdot \|$ and $\| \cdot \|_1$ to denote $l_2$-norm and $l_1$-norm of a vector respectively.

We start our discussion by formally stating the problem setup. In this chapter, we study nonconvex stochastic optimization problems of the form

$$\min_{x \in \mathbb{R}^d} f(x) := \mathbb{E}_{s \sim \mathbb{P}}[\ell(x, s)] + \frac{\lambda}{2}\|x\|^2,$$  \hspace{1cm} (6.1)

where $\ell$ is a smooth (possibly nonconvex) function and $\mathbb{P}$ is a probability distribution on the domain $S \subset \mathbb{R}^k$. Here, $x$ corresponds to model parameters, $\ell$ is the loss function and $\mathbb{P}$ is an unknown data distribution.

We assume function $\ell(x)$ is $L_i$-smooth with respect to $i$th block, i.e., there exists a constant $L_i$ such that

$$\|\nabla_i \ell(x, s) - \nabla_i \ell(x + I_i \delta, s)\| \leq L_i \|\delta\|, \quad \forall x \in \mathbb{R}^d, \delta \in \mathbb{R}^{d_i} \text{ and } s \in S,$$ \hspace{1cm} (6.2)

for all $i \in [h]$. We use $L = (L_1, \cdots, L_h)^\top$ to denote the $h$-dimensional vector of Lipschitz constants. We use $L_{\infty}$ and $L_{\text{avg}}$ to denote max, $L_i$ and $\sum_i L_i$ respectively. We assume the following bound on the variance in stochastic gradients: $\mathbb{E}\|\nabla_i \ell(x, s) - \nabla_i f(x)\|^2 \leq \sigma_i^2$ for all $x \in \mathbb{R}^d$ and $i \in [h]$. Furthermore, we also assume $\mathbb{E}\|\nabla \ell(x, s)\|_i - \|\nabla f(x)\|_i \| \leq \tilde{\sigma}_i^2$ for all $x \in \mathbb{R}^d$ and $i \in [d]$. We use $\sigma = (\sigma_1, \cdots, \sigma_h)^\top$ and $\tilde{\sigma} = (\tilde{\sigma}_1, \cdots, \tilde{\sigma}_d)^\top$ to denote the vectors of standard deviations of stochastic gradient per layer and per dimension respectively. Finally, we assume that the gradients are bounded i.e., $|\nabla_l(x, s)|_j \leq G$ for all $j \in [d]$, $x \in \mathbb{R}^d$ and $s \in S$. Note that such assumptions are typical in the analysis of stochastic first-order methods (cf. Ghadimi and G. Lan, 2013a; Ghadimi, G. Lan, and Hongchao Zhang, 2014; Reddi, Hefny, et al., 2016; Reddi, Kale, and Sanjiv Kumar, 2018).

Stochastic gradient descent (SGD) is one of the simplest first-order algorithms for solving problem in Equation 6.1. The update at the $t$th iteration of SGD is of the following form:

$$x_{t+1} = x_t - \eta_t \frac{1}{|S_t|} \sum_{s_t \in S_t} \nabla \ell(x_t, s_t) + \lambda x_t,$$ \hspace{1cm} (SGD)

where $S_t$ is set of $b$ random samples drawn from the distribution $\mathbb{P}$. For very large batch settings, the following is a well-known result for SGD.

**Theorem 6.1 (Ghadimi and G. Lan, 2013b)** With large batch $b = T$ and using appropriate learning rate, we have the following for the iterates of SGD:

$$\mathbb{E}\|\nabla f(x_a)\|^2 \leq O\left(\frac{(f(x_1) - f(x^*))L_{\infty}}{T} + \frac{\|\sigma\|^2}{T}\right),$$

where $x^*$ is an optimal solution to the problem in equation 6.1 and $x_a$ is an iterate uniformly randomly chosen from $\{x_1, \cdots, x_T\}$.

However, tuning the learning rate $\eta_t$ in SGD, especially in large batch settings, is difficult in practice. Furthermore, the dependence on $L_{\infty}$ (the maximum of smoothness across dimension) can lead to significantly slow convergence. In the next section, we discuss algorithms to circumvent this issue.
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6.3 Algorithms

In this section, we first discuss a general strategy to adapt the learning rate in large batch settings. Using this strategy, we discuss two specific algorithms in the later part of the section. Since our primary focus is on deep learning, our discussion is centered around training an $h$-layer neural network.

**General Strategy.** Suppose we use an iterative base algorithm $\mathcal{A}$ (e.g., SGD or Adam) in the small batch setting with the following layerwise update rule:

$$x_{t+1}^i = x_t^i + \eta_t u_t^i,$$

where $u_t$ is the update made by $\mathcal{A}$ at time step $t$. We propose the following two changes to the update for large batch settings:

1. The update is normalized to unit $l_2$-norm. This is ensured by modifying the update to the form $u_t^i/\|u_t^i\|$. Throughout this chapter, such a normalization is done layerwise i.e., the update for each layer is ensured to be unit $l_2$-norm.

2. The learning rate is scaled by $\phi(\|x_t^i\|)$ for some function $\phi : \mathbb{R}^+ \to \mathbb{R}^+$. Similar to the normalization, such a scaling is done layerwise.

Suppose the base algorithm $\mathcal{A}$ is SGD, then the modification results in the following update rule:

$$x_{t+1}^{(i)} = x_t^{(i)} - \eta_t \frac{\phi(\|x_t^{(i)}\|)}{\|g_t^{(i)}\|} g_t^{(i)},$$  \hspace{1cm} (6.3)

for all layers $i \in [h]$ and where $x_t^{(i)}$ and $g_t^{(i)}$ are the parameters and the gradients of the $i$th layer at time step $t$. The normalization modification is similar to one typically used in normalized gradient descent except that it is done layerwise. Note that the modification leads to a biased gradient update; however, in large-batch settings, it can be shown that this bias is small. It is intuitive that such a normalization provides robustness to exploding gradients (where the gradient can be arbitrarily large) and plateaus (where the gradient can be arbitrarily small). Normalization of this form essentially ignores the size of the gradient and is particularly useful in large batch settings where the direction of the gradient is largely preserved.

The scaling term involving $\phi$ ensures that the norm of the update is of the same order as that of the parameter. We found that this typically ensures faster convergence in deep neural networks. In practice, we observed that a simple function of $\phi(z) = \min\{\max\{z, \gamma_l\}, \gamma_u\}$ works well. It is instructive to consider the case where $\phi(z) = z$. In this scenario, the overall change in the learning rate is $\frac{\|x_t^{(i)}\|}{\|g_t^{(i)}\|}$, which can also be interpreted as an estimate on the inverse of Lipschitz constant of the gradient (see equation (6.2)). We now discuss different instantiations of the strategy discussed above. In particular, we focus on two algorithms: LARS (6.3) and the proposed method, LAMB (6.3).
Algorithm 15 LARS

Input: $x_1 \in \mathbb{R}^d$, learning rate $\{\eta_t\}_{t=1}^T$, parameter $0 < \beta_1 < 1$, scaling function $\phi$, $\epsilon > 0$

Set $m_0 = 0$

for $t = 1$ to $T$ do

Draw $b$ samples $S_t$ from $\mathbb{P}$

Compute $g_t = \frac{1}{|S_t|} \sum_{s \in S_t} \nabla \ell(x_t, s_t)$

$m_t = \beta_1 m_{t-1} + (1 - \beta_1) (g_t + \lambda x_t)$

$x_{t+1}^{(i)} = x_t^{(i)} - \eta_t \frac{\phi(\|x_t^{(i)}\|)}{\|m_t^{(i)}\|} m_t^{(i)}$ for all $i \in [h]$  

end for

Algorithm 16 LAMB

Input: $x_1 \in \mathbb{R}^d$, learning rate $\{\eta_t\}_{t=1}^T$, parameters $0 < \beta_1, \beta_2 < 1$, scaling function $\phi$, $\epsilon > 0$

Set $m_0 = 0$, $v_0 = 0$

for $t = 1$ to $T$ do

Draw $b$ samples $S_t$ from $\mathbb{P}$

Compute $g_t = \frac{1}{|S_t|} \sum_{s \in S_t} \nabla \ell(x_t, s_t)$

$m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$

$v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$

$m_t = m_t / (1 - \beta_1^t)$

$v_t = v_t / (1 - \beta_2^t)$

Compute ratio $r_t = \frac{m_t}{\sqrt{v_t + \epsilon}}$

$x_{t+1}^{(i)} = x_t^{(i)} - \eta_t \frac{\phi(\|x_t^{(i)}\|)}{\|r_t^{(i)} + \lambda x_t^{(i)}\|} (r_t^{(i)} + \lambda x_t^{(i)})$  

end for

LARS Algorithm

The first instantiation of the general strategy is LARS algorithm (You, Gitman, and Ginsburg, 2017), which is obtained by using momentum optimizer as the base algorithm $A$ in the framework. LARS was earlier proposed for large batch learning for ResNet on ImageNet. In general, it is observed that the using (heavy-ball) momentum, one can reduce the variance in the stochastic gradients at the cost of little bias. The pseudocode for LARS is provide in Algorithm 15.

We now provide convergence analysis for LARS in general nonconvex setting stated in this chapter. For the sake of simplicity, we analyze the case where $\beta_1 = 0$ and $\lambda = 0$ in Algorithm 15. However, our analysis should extend to the general case as well. We will defer all discussions about the convergence rate to the end of the section.

Theorem 6.2 Let $\eta_t = \eta = \sqrt{\frac{2(f(x_t) - f(x^*))}{\alpha_t} / \|L\|_1}$ for all $t \in [T]$, $b = T$, $\alpha_t \leq \phi(v) \leq \alpha_u$ for all $v > 0$ where $\alpha_t, \alpha_u > 0$. Then for $x_t$ generated using LARS (Algorithm 15), we have the following bound

$$\left( \mathbb{E} \left[ \frac{1}{\sqrt{h}} \sum_{i=1}^h \|\nabla_i f(x_a)\| \right] \right)^2 \leq O \left( \frac{(f(x) - f(x^*))L_{avg}}{T} + \frac{\|\sigma\|^2}{T^n} \right),$$

where $x^*$ is an optimal solution to the problem in equation 6.1 and $x_a$ is an iterate uniformly randomly chosen from $\{x_1, \cdots, x_T\}$. The proof is in Section 6.6.

LAMB Algorithm

The second instantiation of the general strategy is obtained by using Adam as the base algorithm $A$. Adam optimizer is popular in deep learning community and has shown to have
good performance for training state-of-the-art language models like BERT. Unlike LARS, the adaptivity of LAMB is two-fold: (i) per dimension normalization with respect to the square root of the second moment used in Adam and (ii) layerwise normalization obtained due to layerwise adaptivity. The pseudocode for LAMB is provided in Algorithm 16. When $\beta_1 = 0$ and $\beta_2 = 0$, the algorithm reduces to be Sign SGD where the learning rate is scaled by square root of the layer dimension (Bernstein et al., 2018).

The following result provides convergence rate for LAMB in general nonconvex settings. Similar to the previous case, we focus on the setting where $\beta_1 = 0$ and $\lambda = 0$. As before, our analysis extends to the general case; however, the calculations become messy.

Theorem 6.3 Let $\eta_t = \eta = \sqrt{\frac{2(f(x_1) - f(x^*))}{\alpha_t^2 \|L\|^1_T}}$ for all $t \in [T]$, $b = T$, $d_i = d/h$ for all $i \in [h]$, and $\alpha_t \leq \phi(u) \leq \alpha_u$ for all $u > 0$ where $\alpha_t, \alpha_u > 0$. Then for $x_t$ generated using LAMB (Algorithm 16), we have the following bounds:

1. When $\beta_2 = 0$, we have
   $$\left(\mathbb{E}\left[\frac{1}{\sqrt{d}} \|\nabla f(x_a)\|_1\right]\right)^2 \leq O\left(\frac{(f(x_1) - f(x^*))L_{avg}}{T} + \frac{\|\tilde{\sigma}\|^2_1}{Th}\right),$$

2. When $\beta_2 > 0$, we have
   $$\mathbb{E}[\|\nabla f(x_a)\|^2] \leq O\left(\sqrt{\frac{G^2d}{h(1 - \beta_2)}} \times \left[\sqrt{\frac{2(f(x_1) - f(x^*))\|L\|^1_T}{T}} + \frac{\|\tilde{\sigma}\|^1_1}{\sqrt{T}}\right]\right),$$

where $x^*$ is an optimal solution to the problem in equation 6.1 and $x_a$ is an iterate uniformly randomly chosen from $\{x_1, \cdots, x_T\}$. The proof is in Section 6.6.

Discussion on convergence rates. We first start our discussion with the comparison of convergence rate of LARS with that of SGD (Theorem 6.1). The convergence rates of LARS and SGD differ in two ways: (1) the convergence criterion is $\mathbb{E}\left[\sum_{i=1}^{h} \|\nabla f_i\|^2\right]$ as opposed to $\mathbb{E}[\|\nabla f\|^2]$ in SGD and (2) the dependence on $L$ and $\sigma$ in the convergence rate. Briefly, the convergence rate of LARS is better than SGD when the gradient is denser than curvature and stochasticity. This convergence rate comparison is similar in spirit to the one obtained in (Bernstein et al., 2018). Assuming that the convergence criterion in Theorem 6.1 and Theorem 6.2 is of similar order (which happens when gradients are fairly dense), convergence rate of LARS and LAMB depend on $L_{avg}$ instead of $L_\infty$ and are thus, significantly better than that of SGD. A more quantitative comparison is provided in Section 6.6. The comparison of LAMB (with $\beta_2 = 0$) with SGD is along similar lines. We obtain slightly worse rates for the case where $\beta_2 > 0$; although, we believe that its behavior should be better than the case $\beta_2 = 0$. We leave this investigation to future work.

Linear Epoch Gradual Warmup (LEGW)

The warmup technique has been successfully applied in the CNN applications (Goyal et al., 2017; You, Gitman, and Ginsburg, 2017). However, warmup has become an additional parameter that requires developers to tune, which further increases the effort of DNN system
Table 6.1: Large-batch training is a sharp minimum problem. It is easy to miss the global minimum. Tuning the hyper-parameters requires a lot of effort. In this example (ImageNet/ResNet-50 training by LARS solver), we only slightly changed the LR, the accuracy dropped below the target 76.3% accuracy.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>Init LR</th>
<th>Warmup</th>
<th>Epochs</th>
<th>Top-1 Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2048</td>
<td>9.94</td>
<td>0.6875 epochs</td>
<td>90</td>
<td>76.97%</td>
</tr>
<tr>
<td>2048</td>
<td>10.0</td>
<td>0.6875 epochs</td>
<td>90</td>
<td>75.59%</td>
</tr>
</tbody>
</table>

implementation. To make things worse, large-batch training usually converges to a sharp local minimum, so a tiny change in the hyper-parameters may have a significant influence on the test accuracy (Table 6.1). We propose the Linear-Epoch Gradual Warmup (LEGW or Leg-Warmup) scheme. When we increase the batch size by \( k \) times, we also increase the warmup epochs by \( k \) times. The intuition is that larger batch size usually needs a large LR. However, a larger LR may make the training algorithm more easily diverge because the gradient changes dramatically in the beginning of neural network training. We use a longer warmup to avoid the divergence of larger LR. Linear epoch warmup means fixing the warmup iterations as we increase the batch size, which helps us to stabilize the chaotic early-learning state. It worth noting the users do not need to change anything.

Explanation of LEGW

In general, it is hard to prove why a specific learning rate schedule works. However, some experimental findings on the change of local Lipschitz constant during iterations partially explain why LEGW works better than previous methods.

Consider the update along the gradient direction \( g = \nabla f(x) \). Assume the update is \( x \leftarrow x - \eta g \), the question is: how to choose learning rate \( \eta \)? One classical idea is to form a second order approximation around current solution \( x \).

\[
 f(x + \Delta) \approx \tilde{f}(x + \Delta) := f(x) + \Delta^T \nabla f(x) + \frac{1}{2} \Delta^T \nabla^2 f(x) \Delta, \tag{6.4} 
\]

and then find \( \Delta \) to minimize the approximation function. If we assume \( \Delta \) is in the form of \( -\eta g \) and the Hessian is positive definite along the direction of \( g \) \( (g^T \nabla^2 f(x)g > 0) \), then the optimal \( \eta^* \) is

\[
 \arg \min_{\eta} \tilde{f}(x - \eta g) = \frac{1}{g^T \nabla^2 f(x)g/\|g\|^2} := \frac{1}{L(x, g)}. 
\]

Therefore, ideally the learning rate should be inversely proportional to \( L(x, g) \). Moreover, it is known (Goldstein, 1977) that the update \(-\eta g\) will decrease the objective function in a small compact region \( S \) if \( \eta < \min_{x \in S} \frac{1}{L(x, g)} \). The optimal learning rate is also called the local Lipschitz constant along the gradient direction, and \( L(x, g) \) can be viewed as its approximation. In Figure 6.1, we plot the values of \( L(x, g) \) for all the iterations in MNIST training with LSTM. It is hard to compute \( L(x, g) \) exactly since \( \nabla^2 f(x) \) involves all the training samples. So we approximate it using a small batch and compute the Hessian-vector product by finite difference. For the same reason it is hard to apply a second order method exactly, but the plots
in the figures show an interesting phenomenon that explains why linear warmup works. We observe that the value of \( L(x, g) \) usually has a peak in the early iterations, implying a smaller step size should be used in the beginning (which implies warmup is needed). Furthermore, the peak tends to shift toward right (almost linearly) as batch size grows. This intuitively explains our linear warm-up strategy: when batch size increases, the warm up should be longer to cover the “peak region”.

### 6.4 Experiments

We now present empirical results comparing LAMB with existing optimizers on two important large batch training tasks: BERT and ResNet-50 training. We also compare LAMB with existing optimizers for small batch size (<1K) and small dataset (e.g. CIFAR, MNIST) (see Section 6.6).

**Experimental Setup.** To demonstrate its robustness, we use very minimal hyper-parameter tuning for the LAMB optimizer. Thus, it is possible to achieve better results by further tuning the hyper-parameters. The parameters \( \beta_1 \) and \( \beta_2 \) in Algorithm 16 are set to 0.9 and 0.999 respectively in all our experiments; we only tune the learning rate. We use a polynomially decaying learning rate of \( \eta_t = \eta_0 \times (1 - t/T) \) in Algorithm 16, which is the same as in BERT baseline. This setting also works for all other applications in this chapter. Furthermore, for BERT and ResNet-50 training, we did not tune the hyper-parameters of LAMB while increasing the batch size. We use the square root of LR scaling rule to automatically adjust learning rate and linear-epoch gradual warmup (LEGW) scheduling. We use TPUv3 in all the experiments. A TPUv3 Pod has 1024 chips and can provide more than 100 petaflops performance for mixed precision computing. To make sure we are comparing with solid baselines, we use grid search to tune the hyper-parameters for Adam, AdaGrad, AdamW (Adam with weight decay), and LARS. We also tune weight decay for AdamW. All the hyper-parameter tuning settings are reported in Section 6.6.

**BERT Training**

We first discuss empirical results for speeding up BERT training. For this experiment, we use the same dataset as Devlin et al., 2018, which is a concatenation of Wikipedia and BooksCorpus with 2.5B and 800M words respectively. We specifically focus on the SQuAD task\(^1\) in this chapter. The F1 score on SQuAD-v1 is used as the accuracy metric in our experiments. All our comparisons are with respect to the baseline BERT model by Devlin et al., 2018. To train BERT, Devlin et al. (2018) first train the model for 900k iterations using a sequence length of 128 and then switch to a sequence length of 512 for the last 100k iterations. This results in a training time of around 3 days on 16 TPUv3 chips. The baseline BERT model\(^2\) achieves a F1 score of 90.395. To ensure a fair comparison, we follow the same SQuAD fine-tune procedure of Devlin et al., 2018 without modifying any configuration.

---

\(^1\)https://rajpurkar.github.io/SQuAD-explorer/

\(^2\)Pre-trained BERT model can be downloaded from https://github.com/google-research/bert
(including number of epochs and hyper-parameters). As noted earlier, we could get even better results by changing the fine-tune configuration. For instance, by just slightly changing the learning rate in the fine-tune stage, we can obtain a higher F1 score of 91.688 for the batch size of 16K using LAMB. We report a F1 score of 91.345 in Table 6.2, which is the score obtained for the untuned version. Below we describe two different training choices for training BERT and discuss the corresponding speedups.

Table 6.2: We use the F1 score on SQuAD-v1 as the accuracy metric. The baseline F1 score is the score obtained by the pre-trained model (BERT-Large) provided on BERT’s public repository (as of February 1st, 2019). We use TPUv3s in our experiments. We use the same setting as the baseline: the first 9/10 of the total epochs used a sequence length of 128 and the last 1/10 of the total epochs used a sequence length of 512. All the experiments run the same number of epochs. Dev set means the test data. It is worth noting that we can achieve better results by manually tuning the hyper-parameters. The data in this table is collected from the untuned version.

<table>
<thead>
<tr>
<th>Solver</th>
<th>batch size</th>
<th>steps</th>
<th>F1 score on dev set</th>
<th>TPs</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>512</td>
<td>1000k</td>
<td>90.395</td>
<td>16</td>
<td>81.4h</td>
</tr>
<tr>
<td>LAMB</td>
<td>512</td>
<td>1000k</td>
<td>91.752</td>
<td>16</td>
<td>82.8h</td>
</tr>
<tr>
<td>LAMB</td>
<td>1k</td>
<td>500k</td>
<td>91.761</td>
<td>32</td>
<td>43.2h</td>
</tr>
<tr>
<td>LAMB</td>
<td>2k</td>
<td>250k</td>
<td>91.946</td>
<td>64</td>
<td>21.4h</td>
</tr>
<tr>
<td>LAMB</td>
<td>4k</td>
<td>125k</td>
<td>91.137</td>
<td>128</td>
<td>693.6m</td>
</tr>
<tr>
<td>LAMB</td>
<td>8k</td>
<td>62500</td>
<td>91.263</td>
<td>256</td>
<td>390.5m</td>
</tr>
<tr>
<td>LAMB</td>
<td>16k</td>
<td>31250</td>
<td>91.345</td>
<td>512</td>
<td>200.0m</td>
</tr>
<tr>
<td>LAMB</td>
<td>32k</td>
<td>15625</td>
<td>91.475</td>
<td>1024</td>
<td>101.2m</td>
</tr>
<tr>
<td>LAMB</td>
<td>64k/32k</td>
<td>8599</td>
<td>90.584</td>
<td>1024</td>
<td>76.19m</td>
</tr>
</tbody>
</table>

For the first choice, we maintain the same training procedure as the baseline except for changing the training optimizer to LAMB. We run with the same number of epochs as the baseline but with batch size scaled from 512 to 32K. The choice of 32K batch size (with sequence length 512) is mainly due to memory limits of TPU Pod. Our results are shown in Table 6.2. By using the LAMB optimizer, we are able to achieve a F1 score of 91.460 in 15625 iterations for a batch size of 32768 (14063 iterations for sequence length 128 and 1562 iterations for sequence length 512). With 32K batch size, we reduce BERT training time from 3 days to around 100 minutes. We achieved 49.1 times speedup by 64 times computational resources (76.7% efficiency). We consider the speedup is great because we use the synchronous data-parallelism. There is a communication overhead coming from transferring of the gradients over the interconnect. For ResNet-50, researchers are able to achieve 90% scaling efficiency because ResNet-50 has much fewer parameters (# parameters
is equal to \#gradients) than BERT (25 million versus 300 million).

To obtain further improvements, we use the Mixed-Batch Training procedure with LAMB. Recall that BERT training involves two stages: the first 9/10 of the total epochs use a sequence length of 128, while the last 1/10 of the total epochs use a sequence length of 512. For the second stage training, which involves a longer sequence length, due to memory limits, a maximum batch size of only 32768 can be used on a TPUv3 Pod. However, we can potentially use a larger batch size for the first stage because of a shorter sequence length. In particular, the batch size can be increased to 131072 for the first stage. However, we did not observe any speedup by increasing the batch size from 65536 to 131072 for the first stage, thus, we restrict the batch size to 65536 for this stage. By using this strategy, we are able to make full utilization of the hardware resources throughout the training procedure. Increasing the batch size is able to warm-up and stabilize the optimization process (Smith, Kindermans, and Le, 2017), but decreasing the batch size brings chaos to the optimization process and can cause divergence. In our experiments, we found a technique that is useful to stabilize the second stage optimization. Because we switched to a different optimization problem, it is necessary to re-warm-up the optimization. Instead of decaying the learning rate at the second stage, we ramp up the learning rate from zero again in the second stage (re-warm-up). As with the first stage, we decay the learning rate after the re-warm-up phase. With this method, we only need 8599 iterations and finish BERT training in 76 minutes (100.2% efficiency).

**Comparison with AdamW and LARS.** To ensure that our approach is compared to a solid baseline for the BERT training, we tried three different strategies for tuning AdamW (Loshchilov and Hutter, 2017): (1) AdamW with default hyper-parameters (Devlin et al., 2018) (2) AdamW with the same hyper-parameters as LAMB, and (3) AdamW with tuned hyper-parameters. AdamW stops scaling at the batch size of 16K because it is not able to achieve the target F1 score (88.1 vs 90.4). The tuning information of AdamW is shown in Section 6.6. For 64K/32K mixed-batch training, even after extensive tuning of the hyper-parameters, we fail to get any reasonable result with AdamW optimizer. We conclude that AdamW does not work well in large-batch BERT training or is at least hard to tune. We also observe that LAMB performs better than LARS for all batch sizes (Table 6.3).

Table 6.3: LAMB achieves a higher performance (F1 score) than LARS for all the batch sizes. The baseline achieves a F1 score of 90.390. Thus, LARS stops scaling at the batch size of 16K.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>512</th>
<th>1K</th>
<th>2K</th>
<th>4K</th>
<th>8K</th>
<th>16K</th>
<th>32K</th>
</tr>
</thead>
<tbody>
<tr>
<td>LARS</td>
<td>90.717</td>
<td>90.369</td>
<td>90.748</td>
<td>90.537</td>
<td>90.548</td>
<td>89.589</td>
<td>diverge</td>
</tr>
<tr>
<td>LAMB</td>
<td>91.752</td>
<td>91.761</td>
<td>91.946</td>
<td>91.137</td>
<td>91.263</td>
<td>91.345</td>
<td>91.475</td>
</tr>
</tbody>
</table>
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ImageNet training with ResNet-50 is an industry standard metric that is being used in MLPerf\footnote{https://mlperf.org/}. The baseline can get 76.3% top-1 accuracy in 90 epochs (Goyal et al., 2017). All the successful implementations are based on momentum SGD (K. He et al., 2016; Goyal et al., 2017) or LARS optimizer (Ying et al., 2018; X. Jia et al., 2018; Mikami et al., 2018; You, Z. Zhang, Cho-Jui Hsieh, et al., 2018; Yamazaki et al., 2019). Before our study, we did not find any paper reporting a state-of-the-art accuracy achieved by Adam (Kingma and Ba, 2014), AdaGrad, or AdamW optimizer. In our experiments, even with comprehensive hyper-parameter tuning, AdaGrad/Adam/AdamW (with batch size 16K) only achieves 55.38%/66.04%/67.27% top-1 accuracy. After adding learning rate scheme of Goyal et al., 2017, the top-1 accuracy of AdaGrad/Adam/AdamW was improved to 72.0%/73.48%/73.07%. However, they are still much lower than 76.3%. The details of the tuning information are in Section 6.6. Table 6.4 shows that LAMB can achieve the target accuracy. Beyond a batch size of 8K, LAMB’s accuracy is higher than the momentum. LAMB’s accuracy is also slightly better than LARS. At a batch size of 32K, LAMB achieves 76.4% top-1 accuracy while LARS achieves 76.3%. At a batch size of 2K, LAMB is able to achieve 77.11% top-1 accuracy while LARS achieves 76.6%.

Table 6.4: Top-1 validation accuracy of ImageNet/ResNet-50 training at the batch size of 16K (90 epochs). The performance of momentum was reported by (Goyal et al., 2017). + means adding the learning rate scheme of Goyal et al., 2017, to the optimizer: (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017). All the adaptive solvers were comprehensively tuned. The tuning information is in Section 6.6.

<table>
<thead>
<tr>
<th>optimizer</th>
<th>adagrad/adagrad+</th>
<th>adam/adam+</th>
<th>adamw/adamw+</th>
<th>momentum</th>
<th>lamb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.5538/0.7201</td>
<td>0.6604/0.7348</td>
<td>0.6727/0.7307</td>
<td>0.7520</td>
<td>0.7666</td>
</tr>
</tbody>
</table>

Hyper-parameters for scaling the batch size

For BERT and ImageNet training, we did not tune the hyper-parameters of LAMB optimizer when increasing the batch size. We use the square root LR scaling rule and LEGW scheduling to automatically adjust learning rate. The details can be found in Tables 6.5 and 6.6.

6.5 Conclusion

Large batch techniques are critical to speeding up deep neural network training. In this chapter, we propose the LAMB optimizer, which supports adaptive elementwise updating and
Table 6.5: Untuned LAMB for BERT training across different batch sizes (fixed #epochs). We use square root LR scaling and LEGW. For example, batch size 32K needs to finish 15625 iterations. It uses $0.2 \times 15625 = 3125$ iterations for learning rate warmup. BERT’s baseline achieved a F1 score of 90.395. We can achieve an even higher F1 score if we manually tune the hyper-parameters.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>512</th>
<th>1K</th>
<th>2K</th>
<th>4K</th>
<th>8K</th>
<th>16K</th>
<th>32K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>(\frac{5}{2^{1.0} \times 10^3})</td>
<td>(\frac{5}{2^{1.5} \times 10^3})</td>
<td>(\frac{5}{2^{2.0} \times 10^3})</td>
<td>(\frac{5}{2^{2.5} \times 10^3})</td>
<td>(\frac{5}{2^{3.0} \times 10^3})</td>
<td>(\frac{5}{2^{3.5} \times 10^3})</td>
<td>(\frac{5}{2^{4.0} \times 10^3})</td>
</tr>
<tr>
<td>Warmup Ratio</td>
<td>0.3125</td>
<td>0.625</td>
<td>1.25</td>
<td>2.5</td>
<td>5</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>F1 score</td>
<td>91.752</td>
<td>91.761</td>
<td>91.946</td>
<td>91.137</td>
<td>91.263</td>
<td>91.345</td>
<td>91.475</td>
</tr>
<tr>
<td>Exact Match</td>
<td>85.090</td>
<td>85.260</td>
<td>85.355</td>
<td>84.172</td>
<td>84.901</td>
<td>84.816</td>
<td>84.939</td>
</tr>
</tbody>
</table>

Table 6.6: Untuned LAMB for ImageNet training with ResNet-50 for different batch sizes (90 epochs). We use square root LR scaling and LEGW. The baseline Goyal et al., 2017 gets 76.3% top-1 accuracy in 90 epochs. Stanford DAWN Bench (Coleman et al., 2017) baseline achieves 93% top-5 accuracy. LAMB achieves both of them. LAMB can achieve an even higher accuracy if we manually tune the hyper-parameters.

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>512</th>
<th>1K</th>
<th>2K</th>
<th>4K</th>
<th>8K</th>
<th>16K</th>
<th>32K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>(\frac{4}{2^{1.0} \times 100})</td>
<td>(\frac{4}{2^{1.5} \times 100})</td>
<td>(\frac{4}{2^{2.0} \times 100})</td>
<td>(\frac{4}{2^{2.5} \times 100})</td>
<td>(\frac{4}{2^{3.0} \times 100})</td>
<td>(\frac{4}{2^{3.5} \times 100})</td>
<td>(\frac{4}{2^{4.0} \times 100})</td>
</tr>
<tr>
<td>Warmup Epochs</td>
<td>0.3125</td>
<td>0.625</td>
<td>1.25</td>
<td>2.5</td>
<td>5</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Top-5 Accuracy</td>
<td>0.9335</td>
<td>0.9349</td>
<td>0.9353</td>
<td>0.9332</td>
<td>0.9331</td>
<td>0.9322</td>
<td>0.9308</td>
</tr>
<tr>
<td>Top-1 Accuracy</td>
<td>0.7696</td>
<td>0.7706</td>
<td>0.7711</td>
<td>0.7692</td>
<td>0.7689</td>
<td>0.7666</td>
<td>0.7642</td>
</tr>
</tbody>
</table>

layerwise learning rates. Furthermore, LAMB is a general purpose optimizer that works for both small and large batches. We also provided theoretical analysis for the LAMB optimizer, highlighting the cases where it performs better than standard SGD. LAMB achieves a better performance than existing optimizers for a wide range of applications. By using LAMB, we are able to scale the batch size of BERT pre-training to 64K without losing accuracy, thereby, reducing the BERT training time from 3 days to around 76 minutes. LAMB is also the first large batch adaptive solver that can achieve state-of-the-art accuracy on ImageNet training with ResNet-50. We also propose the LEGW scheme, which can potentially auto-tune some hyper-parameters in large-batch training. LEGW performs well with LAMB in our experiments.
6.6 Supplementary material

Proof of Theorem 6.2

We analyze the convergence of LARS for general minibatch size here. Recall that the update of LARS is the following:

\[ x_{t+1}^{(i)} = x_t^{(i)} - \eta_t \phi(\|x_t^{(i)}\|) \frac{g_t^{(i)}}{\|g_t^{(i)}\|}, \]

for all \( i \in [h] \). Since the function \( f \) is \( L \)-smooth, we have the following:

\[
\begin{align*}
    f(x_{t+1}) & \leq f(x_t) + \langle \nabla f(x_t), x_{t+1}^{(i)} - x_t^{(i)} \rangle + \sum_{i=1}^{h} \frac{L_i}{2} \| x_{t+1}^{(i)} - x_t^{(i)} \|^2 \\
    & = f(x_t) - \eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \phi(\|x_t^{(i)}\|) \times \left( [\nabla_i f(x_t)]_j \times \left( \frac{g_t^{(i)}}{\|g_t^{(i)}\|} \right) \right) + \sum_{i=1}^{h} \frac{L_i \eta_t^2 \phi^2(\|x_t^{(i)}\|)}{2} \\
    & \leq f(x_t) - \eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \phi(\|x_t^{(i)}\|) \times \left( [\nabla_i f(x_t)]_j \times \left( \frac{g_t^{(i)}}{\|g_t^{(i)}\|} - \frac{[\nabla_i f(x_t)]_j}{\|\nabla_i f(x_t)\|} \right) + \frac{\eta_t^2 \alpha^2}{2} \|L\|_1 \right) \\
    & = f(x_t) - \eta_t \sum_{i=1}^{h} \phi(\|x_t^{(i)}\|) \times \|\nabla_i f(x_t)\| \\
    & \quad - \eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \phi(\|x_t^{(i)}\|) \times \left( [\nabla_i f(x_t)]_j \times \left( \frac{g_t^{(i)}}{\|g_t^{(i)}\|} - \frac{[\nabla_i f(x_t)]_j}{\|\nabla_i f(x_t)\|} \right) \right) + \frac{\eta_t^2 \alpha^2}{2} \|L\|_1
\end{align*}
\]

(6.5)
The first inequality follows from the lipschitz continuous nature of the gradient. Let $\Delta_t^{(i)} = g_t^{(i)} - \nabla_i f(x_t)$. Then the above inequality can be rewritten in the following manner:

$$f(x_{t+1}) \leq f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)||$$

$$- \eta \sum_{i=1}^{h} \sum_{j=1}^{d_i} \phi(||x_t^{(i)}||) \times (\langle [\nabla_i f(x_t)]_j \times \left( \frac{(\Delta_t^{(i)} + [\nabla_i f(x_t)]_j)}{\|\Delta_t^{(i)} + \nabla_i f(x_t)\|} - [\nabla_i f(x_t)]_j \right) \rangle + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

$$= f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)||$$

$$- \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) \times \left( \langle \frac{(\Delta_t^{(i)} + \nabla_i f(x_t), \nabla_i f(x_t))}{\|\Delta_t^{(i)} + \nabla_i f(x_t)||} - ||\nabla_i f(x_t)|| \rangle \right) + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

$$= f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)||$$

$$+ \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) \times \left( \langle \frac{||\nabla_i f(x_t)|| \|\Delta_t^{(i)} + \nabla_i f(x_t)||}{\|\Delta_t^{(i)} + \nabla_i f(x_t)||} \rangle \right) + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

$$= f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)|| + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

$$+ \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) \times \left( \langle \frac{||\nabla_i f(x_t)|| \|\Delta_t^{(i)} + \nabla_i f(x_t)||}{\|\Delta_t^{(i)} + \nabla_i f(x_t)||} \rangle \right).$$

Using Cauchy-Schwarz inequality in the above inequality, we have:

$$f(x_{t+1}) \leq f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)||$$

$$+ \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) \times \left( \langle ||\nabla_i f(x_t)|| - ||\Delta_t^{(i)} + \nabla_i f(x_t)|| + ||\Delta_t^{(i)}|| \rangle \right) + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

$$\leq f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)|| + 2\eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) \times ||\Delta_t^{(i)}|| + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

Taking expectation, we obtain the following:

$$\mathbb{E}[f(x_{t+1})] \leq f(x_t) - \eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) ||\nabla_i f(x_t)|| + 2\eta \sum_{i=1}^{h} \phi(||x_t^{(i)}||) \times \mathbb{E}[||\Delta_t^{(i)}||] + \frac{\eta^2 \alpha^2}{2} ||L||_1$$

$$\leq f(x_t) - \eta \sum_{i=1}^{h} ||\nabla_i f(x_t)|| + 2\eta \sum_{i=1}^{h} \frac{\sigma_1}{\sqrt{b}} + \frac{\eta^2 \alpha^2}{2} ||L||_1.$$

(6.7)

Summing the above inequality for $t = 1$ to $T$ and using telescoping sum, we have the following
We analyze the convergence of LAMB for general minibatch size here. Recall that the update of LAMB is the following

\[ x_{t+1}^{(i)} = x_t^{(i)} - \eta t \phi(||x_t^{(i)}||) \frac{r_t^{(i)}}{||r_t^{(i)}||}, \]

for all \( i \in [h] \). For simplicity of notation, we reason the terms of the above inequality, and dividing by \( \eta T \alpha_l \), we have:

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{h} \mathbb{E}[||\nabla_i f(x_t)||] \leq \frac{f(x_1) - \mathbb{E}[f(x_{T+1})]}{T \eta \alpha_l} + \frac{2 \alpha_u ||\sigma||_1}{\sqrt{b \alpha_l}} + \frac{\eta^2 \alpha_u^2 T}{2 \alpha_l} ||L||_1.
\]

Rearranging the terms of the above inequality, we have:

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{h} \mathbb{E}[||\nabla_i f(x_t)||] \leq \frac{f(x_1) - \mathbb{E}[f(x_{T+1})]}{T \eta \alpha_l} + \frac{2 \alpha_u ||\sigma||_1}{\sqrt{b \alpha_l}} + \frac{\eta^2 \alpha_u^2 T}{2 \alpha_l} ||L||_1.
\]

**Proof of Theorem 6.3**

We analyze the convergence of LAMB for general minibatch size here. Recall that the update of LAMB is the following

\[ x_{t+1}^{(i)} = x_t^{(i)} - \eta t \phi(||x_t^{(i)}||) \frac{r_t^{(i)}}{||r_t^{(i)}||}, \]

for all \( i \in [h] \). For simplicity of notation, we reason the terms of the above inequality, and dividing by \( \eta T \alpha_l \), we have:

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{h} \mathbb{E}[||\nabla_i f(x_t)||] \leq \frac{f(x_1) - \mathbb{E}[f(x_{T+1})]}{T \eta \alpha_l} + \frac{2 \alpha_u ||\sigma||_1}{\sqrt{b \alpha_l}} + \frac{\eta^2 \alpha_u^2 T}{2 \alpha_l} ||L||_1.
\]

The above inequality simply follows from the lipschitz continuous nature of the gradient. We bound term \( T_1 \) in the following manner:

\[
T_1 \leq -\eta \sum_{i=1}^{h} \sum_{j=1}^{d_i} \phi(||x_t^{(i)}||) \times \left( \frac{\nabla_i f(x_t)_j \times \frac{r_t^{(i)}}{||r_t^{(i)}||}}{||r_t^{(i)}||} \right) \\
\leq -\eta \sum_{i=1}^{h} \sum_{j=1}^{d_i} \sqrt{1 - \frac{\beta_2}{G^2 d_i}} \phi(||x_t^{(i)}||) \times [\nabla_i f(x_t)_j \times g_t^{(i)}] \\
- \eta \sum_{i=1}^{h} \sum_{j=1}^{d_i} \left( \phi(||x_t^{(i)}||) \times [\nabla_i f(x_t)_j \times \frac{r_t^{(i)}}{||r_t^{(i)}||}] \right) \mathbb{1}(\text{sign}(\nabla_i f(x_t)_j) \neq \text{sign}(r_t^{(i)}))
\]

(6.9)

This follows from the fact that \( ||r_t^{(i)}|| \leq \sqrt{\frac{d_i}{1 - \beta_2}} \) and \( \sqrt{\beta_t} \leq G \). If \( \beta_2 = 0 \), then \( T_1 \) can be
bounded as follows:

\[ T_1 \leq -\eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \sqrt{\frac{1}{d_i}} \left( \phi(\|x_t^{(i)}\|) \times \|\nabla_i f(x_t)\| \right) \]

\[ - \eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \phi(\|x_t^{(i)}\|) \times [\nabla_i f(x_t)]_j \times \frac{r_{t,j}^{(i)}}{\|r_t^{(i)}\|} \mathbf{1}(\text{sign}(\nabla_i f(x_t))_j \neq \text{sign}(r_{t,j}^{(i)})) \]

The rest of the proof for \( \beta_2 = 0 \) is similar to argument for the case \( \beta_2 > 0 \), which is shown below. Taking expectation, we have the following:

\[ \mathbb{E}[T_1] \leq -\eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \sqrt{\frac{1-\beta_2}{G^2d_i}} \mathbb{E} \left[ \phi(\|x_t^{(i)}\|) \times \left( [\nabla_i f(x_t)]_j \times g_{t,j}^{(i)} \right) \right] \]

\[ - \eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \mathbb{E} \left[ \phi(\|x_t^{(i)}\|) \times \left( [\nabla_i f(x_t)]_j \times g_{t,j}^{(i)} \right) \right] \mathbf{1}(\text{sign}(\nabla_i f(x_t))_j \neq \text{sign}(g_{t,j}^{(i)})) \]

\[ \leq -\eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \sqrt{\frac{1-\beta_2}{G^2d_i}} \mathbb{E} \left[ \left( \phi(\|x_t^{(i)}\|) \times \left( [\nabla_i f(x_t)]_j \times g_{t,j}^{(i)} \right) \right) \mathbf{1}(\text{sign}(\nabla_i f(x_t))_j \neq \text{sign}(g_{t,j}^{(i)})) \right] \]

\[ + \eta_t \sum_{i=1}^{h} \sum_{j=1}^{d_i} \mathbb{E} \left[ \alpha_u \|\nabla_i f(x_t)\| \mathbf{1}(\text{sign}(\nabla_i f(x_t))_j \neq \text{sign}(g_{t,j}^{(i)})) \right] \]

Using the bound on the probability that the signs differ, we get:

\[ \mathbb{E}[T_1] \leq -\eta_t \alpha_t \sqrt{\frac{h(1-\beta_2)}{G^2d}} \|\nabla f(x_t)\|^2 + \eta_t \alpha_u \sum_{i=1}^{h} \sum_{j=1}^{d_i} \frac{\sigma_{i,j}}{\sqrt{b}}. \]

Substituting the above bound on \( T_1 \) in equation 6.8 we have the following bound:

\[ \mathbb{E}[f(x_{t+1})] \leq f(x_t) - \eta_t \alpha_t \sqrt{\frac{h(1-\beta_2)}{G^2d}} \|\nabla f(x_t)\|^2 + \eta_t \alpha_u \frac{\|\tilde{\sigma}\|_1}{\sqrt{b}} + \frac{\eta_t^2 \alpha_u^2 \|L\|_1}{2} \] (6.10)

Summing the above inequality for \( t = 1 \) to \( T \) and using telescoping sum, we have the following inequality:

\[ \mathbb{E}[f(x_{T+1})] \leq f(x_1) - \eta_t \alpha_t \sqrt{\frac{h(1-\beta_2)}{G^2d}} \sum_{t=1}^{T} \mathbb{E}[\|\nabla f(x_t)\|^2] + \eta T \alpha_u \frac{\|\tilde{\sigma}\|_1}{\sqrt{b}} + \frac{\eta^2 \alpha_u^2 T}{2} \|L\|_1. \]
Rearranging the terms of the above inequality, and dividing by $\eta T \alpha_l$, we have:

$$\sqrt{\frac{h(1 - \beta_2)}{G_d}} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[\|\nabla f(x_t)\|^2] \leq \frac{f(x_1) - \mathbb{E}[f(x_{T+1})]}{T \eta \alpha_l} + \frac{\alpha_u \|\tilde{\sigma}\|_1}{\alpha_l \sqrt{b}} + \frac{\eta}{2} \|L\|_1$$

$$\leq \frac{f(x_1) - f(x^*)}{T \eta \alpha_l} + \frac{\alpha_u \|\tilde{\sigma}\|_1}{\alpha_l \sqrt{b}} + \frac{\eta \alpha_u^2}{2 \alpha_l} \|L\|_1.$$

**Comparison of Convergence Rates of LARS and SGD**

Inspired by the comparison used by (Bernstein et al., 2018) for comparing SIGN SGD with SGD, we define the following quantities:

$$\left(\sum_{i=1}^{h} \left\|\nabla_i f(x_t)\right\| \right)^2 = \frac{\psi_d \|\nabla f(x_t)\| \|\nabla f(x_t)\|}{h} \geq \frac{\psi_g \|\nabla f(x_t)\|^2}{h}$$

$$\|L\|^2 = \frac{\psi_L d^2 \|L\|_\infty}{h^2}$$

$$\|\sigma\|^2 = \frac{\psi_\sigma d \|\sigma\|^2}{h}.$$

Then LARS convergence rate can be written in the following manner:

$$\left(\mathbb{E}[\|\nabla f(x_a)\|]\right)^2 \leq O \left( \frac{(f(x_1) - f(x^*))}{T} \frac{\psi_L}{\psi_g} + \frac{\|\sigma\|^2}{T} \frac{\psi_\sigma^2}{\psi_g^2} \right).$$

If $\psi_L \ll \psi_g^2$ and $\psi_\sigma \ll \psi_g^2$ then LARS (i.e., gradient is more denser than curvature or stochasticity), we gain over SGD. Otherwise, SGD’s upper bound on convergence rate is better.

**N-LAMB: Nesterov Momentum for LAMB**

Sutskever et al., 2013 report that Nesterov’s accelerated gradient (NAG) proposed by Yurii E Nesterov, 1983 is conceptually and empirically better than the regular momentum method for convex, non-stochastic objectives. Dozat, 2016 incorporated Nesterov’s momentum into Adam optimizer and proposed the Nadam optimizer. Specifically, only the first moment of Adam was modified and the second moment of Adam was unchanged. The results on several applications (Word2Vec, Image Recognition, and LSTM Language Model) showed that Nadam optimizer improves the speed of convergence and the quality of the learned models. We also tried using Nesterov’s momentum to replace the regular momentum of LAMB optimizer’s first moment. In this way, we got a new algorithm named as N-LAMB (Nesterov LAMB). The complete algorithm is in Algorithm 17. We can also Nesterov’s momentum to replace the regular momentum of LAMB optimizer’s second moment. We refer to this algorithm as NN-LAMB (Nesterov’s momentum for both the first moment and the second moment). The details of NN-LAMB were shown in Algorithm 18.

Dozat, 2016 suggested the best performance of Nadam was achieved by $\beta_1 = 0.975$, $\beta_2 = 0.999$, and $\epsilon = 1e-8$. We used the same settings for N-LAMB and NN-LAMB. We scaled the batch size to 32K for ImageNet training with ResNet-50. Our experimental results show that
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N-LAMB and NN-LAMB can achieve a comparable accuracy compared to LAMB optimizer. Their performances are much better than momentum solver (Figure 6.2).

**LAMB with learning rate correction**

There are two operations at each iteration in original Adam optimizer (let us call it adam-correction):

\[
\begin{align*}
m_t &= m_t / (1 - \beta_1^t) \\
v_t &= v_t / (1 - \beta_2^t)
\end{align*}
\]

It has an impact on the learning rate by \( \eta_t := \eta_t \cdot \sqrt{(1 - \beta_2^t)/(1 - \beta_1^t)} \). According to our experimental results, adam-correction essentially has the same effect as learning rate warmup (see Figure 6.3). The warmup function often was implemented in the modern deep learning system. Thus, we can remove adam-correction from the LAMB optimizer. We did not observe any drop in the test or validation accuracy for BERT and ImageNet training.

**LAMB with different norms**

We need to compute the matrix/tensor norm for each layer when we do the parameter updating in the LAMB optimizer. We tried different norms in LAMB optimizer. However, we did not observe a significant difference in the validation accuracy of ImageNet training with ResNet-50. In our experiments, the difference in validation accuracy is less than 0.1 percent (Figure 6.4). We use L2 norm as the default.

**Regular Batch Sizes for Small Datasets: MNIST and CIFAR-10.**

According to DAWNBench, DavidNet (a custom 9-layer Residual ConvNet) is the fastest model for CIFAR-10 dataset (as of April 1st, 2019). The baseline uses the momentum SGD optimizer. Table 6.7 and Figure 6.5 show the test accuracy of CIFAR-10 training with DavidNet. The PyTorch implementation (momentum SGD optimizer) on GPUs was reported on Standford DAWNBench’s website, which achieves 94.06% in 24 epochs. The Tensorflow implementation (momentum SGD optimizer) on TPU achieves a 93.72% accuracy in 24 epochs. We use the implementation of TensorFlow on TPUs. LAMB optimizer is able to achieve 94.08% test accuracy in 24 epochs, which is better than other adaptive optimizers and momentum SGD. Even on the smaller tasks like MNIST training with LeNet, LAMB is able to achieve a better accuracy than existing solvers (Table 6.8).

**Implementation Details and Additional Results**

There are several hyper-parameters in LAMB optimizer. Although users do not need to tune them, we explain them to help users to have a better understanding. \( \beta_1 \) is used for decaying

---


5[https://github.com/fenwickslab/dl_tutorials/blob/master/tutorial3_cifar10_davidnet_fix.ipynb](https://github.com/fenwickslab/dl_tutorials/blob/master/tutorial3_cifar10_davidnet_fix.ipynb)
Table 6.7: CIFAR-10 training with DavidNet (batch size = 512). All of them run 24 epochs and finish the training under one minute on one cloud TPU. We make sure all the solvers are carefully tuned. The learning rate tuning space of Adam, AdamW, Adagrad and LAMB is \{0.0001, 0.0002, 0.0004, 0.0006, 0.0008, 0.001, 0.002, 0.004, 0.006, 0.008, 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8, 10, 15, 20, 25, 30, 35, 40, 45, 50\}. The momentum optimizer was tuned by the baseline implementer. The weight decay term of AdamW was tuned by \{0.0001, 0.001, 0.01, 0.1, 1.0\}.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>AdaGrad</th>
<th>Adam</th>
<th>AdamW</th>
<th>momentum</th>
<th>LAMB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Accuracy</td>
<td>0.9074</td>
<td>0.9225</td>
<td>0.9271</td>
<td>0.9372</td>
<td>0.9408</td>
</tr>
</tbody>
</table>

Table 6.8: Test Accuracy by MNIST training with LeNet (30 epochs for Batch Size = 1024). The tuning space of learning rate for all the optimizers is \{0.0001, 0.001, 0.01, 0.1\}. We use the same learning rate warmup and decay schedule for all of them.

<table>
<thead>
<tr>
<th>Optimizer</th>
<th>Momentum</th>
<th>Addgrad</th>
<th>Adam</th>
<th>AdamW</th>
<th>LAMB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy over 5 runs</td>
<td>0.9933</td>
<td>0.9928</td>
<td>0.9936</td>
<td>0.9941</td>
<td>0.9945</td>
</tr>
</tbody>
</table>

the running average of the gradient. $\beta_2$ is used for decaying the running average of the square of gradient. The default setting for other parameters: weight decay rate $\lambda=0.01$, $\beta_1=0.9$, $\beta_2=0.999$, $\epsilon=1e-6$. We did not tune $\beta_1$ and $\beta_2$. However, our experiments show that tuning them may get a higher accuracy.

Based on our experience, learning rate is the most important hyper-parameter that affects the learning efficiency and final accuracy. Bengio, 2012 suggests that it is often the single most important hyper-parameter and that it always should be tuned. Thus, to make sure we have a solid baseline, we carefully tune the learning rate of Adam, AdamW, AdaGrad, and momentum SGD.

In our experiments, we found that the validation loss is not reliable for large-batch training. A lower validation loss does not necessarily lead to a higher validation accuracy (Figure 6.6). Thus, we use the test/val accuracy or F1 score on dev set to evaluate the optimizers.

**BERT**

Table 6.9 shows some of the tuning information from BERT training with AdamW optimizer. AdamW stops scaling at the batch size of 16K. The target F1 score is 90.5. LAMB achieves a F1 score of 91.345. The table shows the tuning information of AdamW. In Table 6.9 we report the best F1 score we observed from our experiments.

The loss curves of BERT training by LAMB for different batch sizes are shown in Figure 6.7. We observe that the loss curves are almost identical to each other, which means our optimizer scales well with the batch size.

The training loss curve of BERT mixed-batch pre-training with LAMB is shown in Figure
Table 6.9: AdamW stops scaling at the batch size of 16K. The target F1 score is 90.5. LAMB achieves a F1 score of 91.345. The table shows the tuning information of AdamW. In this table, we report the best F1 score we observed from our experiments.

<table>
<thead>
<tr>
<th>Solver</th>
<th>batch size</th>
<th>warmup steps</th>
<th>LR</th>
<th>last step information</th>
<th>F1 score on dev set</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.05×31250</td>
<td>0.0001</td>
<td>loss=8.04471, step=28126, diverged</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.05×31250</td>
<td>0.0002</td>
<td>loss=7.89673, step=28126, diverged</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.05×31250</td>
<td>0.0003</td>
<td>loss=8.35102, step=28126, diverged</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.10×31250</td>
<td>0.0001</td>
<td>loss=2.01419, step=31250, 86.034</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.10×31250</td>
<td>0.0002</td>
<td>loss=1.04689, step=31250, 88.540</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.10×31250</td>
<td>0.0003</td>
<td>loss=8.05845, step=20000, diverged</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.20×31250</td>
<td>0.0001</td>
<td>loss=1.53706, step=31250, 85.231</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.20×31250</td>
<td>0.0002</td>
<td>loss=1.15500, step=31250, 88.110</td>
<td></td>
</tr>
<tr>
<td>AdamW</td>
<td>16K</td>
<td>0.20×31250</td>
<td>0.0003</td>
<td>loss=1.48798, step=31250, 85.653</td>
<td></td>
</tr>
</tbody>
</table>

6.8 This figure shows that LAMB can make the training converge smoothly at the batch size of 64K.

Figure 6.9 shows that we can achieve 76.8% scaling efficiency by scaling the batch size (49.1 times speedup by 64 times computational resources) and 101.8% scaling efficiency with mixed-batch (65.2 times speedup by 64 times computational resources)

ImageNet

Figures 6.10 - 6.13 show the LAMB trust ratio at different iterations for ImageNet training with ResNet-50. From these figures we can see that these ratios are very different from each other for different layers. LAMB uses the trust ratio to help the slow learners to train faster.

Baseline tuning details for ImageNet training with ResNet-50

If you are not interested in the baseline tuning details, please skip this section.

Goyal et al. (2017) suggested a proper learning rate warmup and decay scheme may help improve the ImageNet classification accuracy. We included these techniques in Adam/AdamW/AdaGrad tuning. Specifically, we use the learning rate recipe of Goyal et al., 2017: (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 76.3% (Goyal et al., 2017). There techniques help to improve the accuracy of Adam/AdamW/AdaGrad to around 73%. However, even with these techniques, Adam/AdamW/AdaGrad stil can not achieve the target validation accuracy.
To make sure our baseline is solid, we carefully tuned the hyper-parameters. Table 6.10 shows the tuning information of standard Adagrad. Table 6.11 shows the tuning information of adding the learning rate scheme of Goyal et al., 2017 to standard Adagrad. Table 6.12 shows the tuning information of standard Adam. Table 6.13 shows the tuning information of adding the learning rate scheme of Goyal et al., 2017 to standard Adam. It is tricky to tune the AdamW optimizer since both the L2 regularization and weight decay have the effect on the performance. Thus we have four tuning sets.

The first tuning set is based on AdamW with default L2 regularization. We tune the learning rate and weight decay. The tuning information is in Figures 6.14, 6.15, 6.16, and 6.17.

The second tuning set is based on AdamW with disabled L2 regularization. We tune the learning rate and weight decay. The tuning information is in Figures 6.18, 6.19, 6.20, and 6.21.

Then we add the learning rate scheme of Goyal et al., 2017 to AdamW and refer to it as AdamW+.

The third tuning set is based on AdamW+ with default L2 regularization. We tune the learning rate and weight decay. The tuning information is Figure 6.22 and 6.23.

The fourth tuning set is based on AdamW+ with disabled L2 regularization. We tune the learning rate and weight decay. The tuning information is in Figures 6.24, 6.25, 6.26.

Based on our comprehensive tuning results, we conclude the existing adaptive solvers do not perform well on ImageNet training or at least it is hard to tune them.
6.1.1 SGD with batch size 512.

6.1.2 SGD with batch size 1K.

6.1.3 SGD with batch size 2K.

6.1.4 SGD with batch size 4K.

Figure 6.1: The approximation of Lipchitz constant for different batch sizes.
Algorithm 17 N-LAMB

Input: $x_1 \in \mathbb{R}^d$, learning rate $\{\eta_t\}_{t=1}^T$, parameters $0 < \beta_1, \beta_2 < 1$, scaling function $\phi$, $\epsilon > 0$, parameters $0 < \{\beta_i\}_{t=1}^T < 1$

Set $m_0 = 0$, $v_0 = 0$

for $t = 1$ to $T$

Draw $b$ samples $S_t$ from $\mathbb{P}$.

Compute $g_t = \frac{1}{|S_t|} \sum_{s_t \in S_t} \nabla \ell(x_t, s_t)$.

$m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$

$m = \beta_t^{\beta_1}{m_t} + (1 - \beta_t^{\beta_1}) g_t$

$v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$

$v = \beta_t^{\beta_2}{v_t} + (1 - \beta_t^{\beta_2}) g_t^2$

Compute ratio $r_t = \frac{\sqrt{v_t + \epsilon}}{\sqrt{v + \epsilon}}$

$x_{t+1} = x_t - \eta_t \frac{\phi(\|x_t^{(i)}\|)}{\|x_t^{(i)} + \lambda x_t\|}(r_t^{(i)} + \lambda x_t)$

end for

Algorithm 18 NN-LAMB

Input: $x_1 \in \mathbb{R}^d$, learning rate $\{\eta_t\}_{t=1}^T$, parameters $0 < \beta_1, \beta_2 < 1$, scaling function $\phi$, $\epsilon > 0$, parameters $0 < \{\beta_i\}_{t=1}^T < 1$

Set $m_0 = 0$, $v_0 = 0$

for $t = 1$ to $T$

Draw $b$ samples $S_t$ from $\mathbb{P}$.

Compute $g_t = \frac{1}{|S_t|} \sum_{s_t \in S_t} \nabla \ell(x_t, s_t)$.

$m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$

$m = \beta_t^{\beta_1}{m_t} + (1 - \beta_t^{\beta_1}) g_t$

$v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$

$v = \beta_t^{\beta_2}{v_t} + (1 - \beta_t^{\beta_2}) g_t^2$

Compute ratio $r_t = \frac{\sqrt{v_t + \epsilon}}{\sqrt{v + \epsilon}}$

$x_{t+1} = x_t - \eta_t \frac{\phi(\|x_t^{(i)}\|)}{\|x_t^{(i)} + \lambda x_t\|}(r_t^{(i)} + \lambda x_t)$

end for

Figure 6.2: This figure shows N-LAMB and NN-LAMB can achieve a comparable accuracy compared to LAMB optimizer. Their performances are much better than momentum solver. The result of momentum optimizer was reported by Goyal et al., 2017. For Nadam, we use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017). We also tuned the learning rate of Nadam in $\{1e-4, 2e-4, ..., 9e-4, 1e-3, 2e-3, ..., 9e-3, 1e-2\}$. 
Figure 6.3: The figure shows that adam-correction has the same effect as learning rate warmup. We removed adam-correction from the LAMB optimizer. We did not observe any drop in the test or validation accuracy for BERT and ImageNet training.

Figure 6.4: We tried different norms in LAMB optimizer. However, we did not observe a significant difference in the validation accuracy of ImageNet training with ResNet-50. We use L2 norm as the default.
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Figure 6.5: LAMB is better than the existing solvers (batch size = 512). We make sure all the solvers are carefully tuned. The learning rate tuning space of Adam, AdamW, Adagrad and LAMB is \{0.0001, 0.0002, 0.0004, 0.0006, 0.0008, 0.001, 0.002, 0.004, 0.006, 0.008, 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8, 10, 15, 20, 25, 30, 35, 40, 45, 50\}. The momentum optimizer was tuned by the baseline implementer. The weight decay term of AdamW was tuned by \{0.0001, 0.001, 0.01, 0.1, 1.0\}.

Figure 6.6: Our experiments show that even the validation loss is not reliable in the large-scale training. A lower validation loss may lead to a worse accuracy. Thus, we use the test/val accuracy or F1 score on dev set to evaluate the optimizers.
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Figure 6.7: This figure shows the training loss curve of LAMB optimizer. We just want to use this figure to show that LAMB can make the training converge smoothly. Even if we scale the batch size to the extremely large cases, the loss curves are almost identical to each other.
Figure 6.8: This figure shows the training loss curve of LAMB optimizer. This figure shows that LAMB can make the training converge smoothly at the extremely large batch size (e.g. 64K).

Figure 6.9: We achieve 76.8% scaling efficiency (49 times speedup by 64 times computational resources) and 101.8% scaling efficiency with a mixed, scaled batch size (65.2 times speedup by 64 times computational resources). 1024-mixed means the mixed-batch training on 1024 TPUs.
Figure 6.10: The LAMB trust ratio.

Figure 6.11: The LAMB trust ratio.
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Figure 6.12: The LAMB trust ratio.

Figure 6.13: The LAMB trust ratio.
Figure 6.14: The LAMB trust ratio.

Figure 6.15: The LAMB trust ratio.
Table 6.10: The accuracy information of tuning default AdaGrad optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations).

<table>
<thead>
<tr>
<th>Learning Rate</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0026855469</td>
</tr>
<tr>
<td>0.001</td>
<td>0.015563965</td>
</tr>
<tr>
<td>0.002</td>
<td>0.022684732</td>
</tr>
<tr>
<td>0.004</td>
<td>0.030924479</td>
</tr>
<tr>
<td>0.008</td>
<td>0.04486084</td>
</tr>
<tr>
<td>0.010</td>
<td>0.054158527</td>
</tr>
<tr>
<td>0.020</td>
<td>0.0758667</td>
</tr>
<tr>
<td>0.040</td>
<td>0.1262614</td>
</tr>
<tr>
<td>0.080</td>
<td>0.24037679</td>
</tr>
<tr>
<td>0.100</td>
<td>0.27357993</td>
</tr>
<tr>
<td>0.200</td>
<td>0.458313</td>
</tr>
<tr>
<td>0.400</td>
<td><strong>0.553833</strong></td>
</tr>
<tr>
<td>0.800</td>
<td>0.54103595</td>
</tr>
<tr>
<td>1.000</td>
<td>0.5489095</td>
</tr>
<tr>
<td>2.000</td>
<td>0.47680664</td>
</tr>
<tr>
<td>4.000</td>
<td>0.5295207</td>
</tr>
<tr>
<td>6.000</td>
<td>0.36950684</td>
</tr>
<tr>
<td>8.000</td>
<td>0.31081137</td>
</tr>
<tr>
<td>10.00</td>
<td>0.30670166</td>
</tr>
<tr>
<td>12.00</td>
<td>0.3091024</td>
</tr>
<tr>
<td>14.00</td>
<td>0.3227946</td>
</tr>
<tr>
<td>16.00</td>
<td>0.0063680015</td>
</tr>
<tr>
<td>18.00</td>
<td>0.11287435</td>
</tr>
<tr>
<td>20.00</td>
<td>0.21602376</td>
</tr>
<tr>
<td>30.00</td>
<td>0.08315023</td>
</tr>
<tr>
<td>40.00</td>
<td>0.0132039385</td>
</tr>
<tr>
<td>50.00</td>
<td>0.0009969076</td>
</tr>
</tbody>
</table>
Table 6.11: The accuracy information of tuning AdaGrad optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>Learning Rate</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0011189779</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00793457</td>
</tr>
<tr>
<td>0.002</td>
<td>0.012573242</td>
</tr>
<tr>
<td>0.004</td>
<td>0.019022623</td>
</tr>
<tr>
<td>0.008</td>
<td>0.027079264</td>
</tr>
<tr>
<td>0.010</td>
<td>0.029012045</td>
</tr>
<tr>
<td>0.020</td>
<td>0.0421346</td>
</tr>
<tr>
<td>0.040</td>
<td>0.06618246</td>
</tr>
<tr>
<td>0.080</td>
<td>0.10970052</td>
</tr>
<tr>
<td>0.100</td>
<td>0.13429768</td>
</tr>
<tr>
<td>0.200</td>
<td>0.26550293</td>
</tr>
<tr>
<td>0.400</td>
<td>0.41918945</td>
</tr>
<tr>
<td>0.800</td>
<td>0.5519816</td>
</tr>
<tr>
<td>1.000</td>
<td>0.58614093</td>
</tr>
<tr>
<td>2.000</td>
<td>0.67252606</td>
</tr>
<tr>
<td>4.000</td>
<td>0.70306396</td>
</tr>
<tr>
<td>6.000</td>
<td>0.709493</td>
</tr>
<tr>
<td>8.000</td>
<td>0.7137858</td>
</tr>
<tr>
<td>10.00</td>
<td>0.71797687</td>
</tr>
<tr>
<td>12.00</td>
<td>0.7187703</td>
</tr>
<tr>
<td>14.00</td>
<td><strong>0.72007245</strong></td>
</tr>
<tr>
<td>16.00</td>
<td>0.7194214</td>
</tr>
<tr>
<td>18.00</td>
<td>0.7149251</td>
</tr>
<tr>
<td>20.00</td>
<td>0.71293133</td>
</tr>
<tr>
<td>30.00</td>
<td>0.70458984</td>
</tr>
<tr>
<td>40.00</td>
<td>0.69085693</td>
</tr>
<tr>
<td>50.00</td>
<td>0.67976886</td>
</tr>
</tbody>
</table>
Table 6.12: The accuracy information of tuning default Adam optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>Learning Rate</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.5521</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.6089</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.6432</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.6465</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.6479</td>
</tr>
<tr>
<td>0.001</td>
<td><strong>0.6604</strong></td>
</tr>
<tr>
<td>0.002</td>
<td>0.6408</td>
</tr>
<tr>
<td>0.004</td>
<td>0.5687</td>
</tr>
<tr>
<td>0.006</td>
<td>0.5165</td>
</tr>
<tr>
<td>0.008</td>
<td>0.4812</td>
</tr>
<tr>
<td>0.010</td>
<td>0.3673</td>
</tr>
</tbody>
</table>
Table 6.13: The accuracy information of tuning Adam optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>Learning Rate</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.410319</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.55263263</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.6455485</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.6774495</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.6996867</td>
</tr>
<tr>
<td>0.001</td>
<td>0.71010333</td>
</tr>
<tr>
<td>0.002</td>
<td><strong>0.73476154</strong></td>
</tr>
<tr>
<td>0.004</td>
<td>0.73286945</td>
</tr>
<tr>
<td>0.006</td>
<td>0.72648114</td>
</tr>
<tr>
<td>0.008</td>
<td>0.72214764</td>
</tr>
<tr>
<td>0.010</td>
<td>0.71466064</td>
</tr>
<tr>
<td>0.012</td>
<td>0.7081502</td>
</tr>
<tr>
<td>0.014</td>
<td>0.6993001</td>
</tr>
<tr>
<td>0.016</td>
<td>0.69108075</td>
</tr>
<tr>
<td>0.020</td>
<td>0.67997235</td>
</tr>
<tr>
<td>0.040</td>
<td>0.58658856</td>
</tr>
<tr>
<td>0.060</td>
<td>0.51090497</td>
</tr>
<tr>
<td>0.080</td>
<td>0.45174155</td>
</tr>
<tr>
<td>0.100</td>
<td>0.40297446</td>
</tr>
</tbody>
</table>
Table 6.14: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.53312176</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.5542806</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.48769125</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.46317545</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.40903726</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.42401123</td>
</tr>
<tr>
<td>0.002</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.33870444</td>
</tr>
<tr>
<td>0.004</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.12339274</td>
</tr>
<tr>
<td>0.006</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.122924805</td>
</tr>
<tr>
<td>0.008</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.08099365</td>
</tr>
<tr>
<td>0.010</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.016764322</td>
</tr>
<tr>
<td>0.012</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.032714844</td>
</tr>
<tr>
<td>0.014</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.018147787</td>
</tr>
<tr>
<td>0.016</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.0066731772</td>
</tr>
<tr>
<td>0.018</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.010294597</td>
</tr>
<tr>
<td>0.020</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.008260091</td>
</tr>
<tr>
<td>0.025</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.008870442</td>
</tr>
<tr>
<td>0.030</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.0064493814</td>
</tr>
<tr>
<td>0.040</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.0018107096</td>
</tr>
<tr>
<td>0.050</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.003540039</td>
</tr>
</tbody>
</table>
Table 6.15: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.55489093</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td><strong>0.56514484</strong></td>
</tr>
<tr>
<td>0.0004</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.4986979</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.47595215</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.44685873</td>
</tr>
<tr>
<td>0.001</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.41029868</td>
</tr>
<tr>
<td>0.002</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.2808024</td>
</tr>
<tr>
<td>0.004</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.08111572</td>
</tr>
<tr>
<td>0.006</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.068115234</td>
</tr>
<tr>
<td>0.008</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.057922363</td>
</tr>
<tr>
<td>0.010</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.05222575</td>
</tr>
<tr>
<td>0.012</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.017313639</td>
</tr>
<tr>
<td>0.014</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.029785156</td>
</tr>
<tr>
<td>0.016</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.016540527</td>
</tr>
<tr>
<td>0.018</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.00575765</td>
</tr>
<tr>
<td>0.020</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.0102335615</td>
</tr>
<tr>
<td>0.025</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.0060831704</td>
</tr>
<tr>
<td>0.030</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.0036417644</td>
</tr>
<tr>
<td>0.040</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.0010782877</td>
</tr>
<tr>
<td>0.050</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.0037638347</td>
</tr>
</tbody>
</table>
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Table 6.16: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., [2017]).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.21142578</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.4289144</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.13537598</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.33803305</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.32611084</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.22194417</td>
</tr>
<tr>
<td>0.002</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.1833903</td>
</tr>
<tr>
<td>0.004</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.08256022</td>
</tr>
<tr>
<td>0.006</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.020507812</td>
</tr>
<tr>
<td>0.008</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.018269857</td>
</tr>
<tr>
<td>0.010</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.007507324</td>
</tr>
<tr>
<td>0.012</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.020080566</td>
</tr>
<tr>
<td>0.014</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.010762532</td>
</tr>
<tr>
<td>0.016</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0021362305</td>
</tr>
<tr>
<td>0.018</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.007954915</td>
</tr>
<tr>
<td>0.020</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.005859375</td>
</tr>
<tr>
<td>0.025</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.009724935</td>
</tr>
<tr>
<td>0.030</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0019124349</td>
</tr>
<tr>
<td>0.040</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.00390625</td>
</tr>
</tbody>
</table>
| 0.050         | 0.001        | default (0.01)    | 0.0009969076
Table 6.17: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009765625</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009358724</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0022379558</td>
</tr>
<tr>
<td>0.001</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.001566569</td>
</tr>
<tr>
<td>0.002</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.009480794</td>
</tr>
<tr>
<td>0.004</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0033569336</td>
</tr>
<tr>
<td>0.006</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0029907227</td>
</tr>
<tr>
<td>0.008</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0018513998</td>
</tr>
<tr>
<td>0.010</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.009134929</td>
</tr>
<tr>
<td>0.012</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0022176106</td>
</tr>
<tr>
<td>0.014</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0040690103</td>
</tr>
<tr>
<td>0.016</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0017293295</td>
</tr>
<tr>
<td>0.018</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.00061035156</td>
</tr>
<tr>
<td>0.020</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0022379558</td>
</tr>
<tr>
<td>0.025</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0017089844</td>
</tr>
<tr>
<td>0.030</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0014241537</td>
</tr>
<tr>
<td>0.040</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0020345051</td>
</tr>
<tr>
<td>0.050</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0012817383</td>
</tr>
</tbody>
</table>
Table 6.18: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.00001</td>
<td>disable</td>
<td>0.48917642</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.00001</td>
<td>disable</td>
<td>0.58152264</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.00001</td>
<td>disable</td>
<td>0.63460284</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.00001</td>
<td>disable</td>
<td>0.64849854</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6598918</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6662801</td>
</tr>
<tr>
<td>0.002</td>
<td>0.00001</td>
<td>disable</td>
<td><strong>0.67266846</strong></td>
</tr>
<tr>
<td>0.004</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6692708</td>
</tr>
<tr>
<td>0.006</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6573079</td>
</tr>
<tr>
<td>0.008</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6639404</td>
</tr>
<tr>
<td>0.010</td>
<td>0.00001</td>
<td>disable</td>
<td>0.65230304</td>
</tr>
<tr>
<td>0.012</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6505534</td>
</tr>
<tr>
<td>0.014</td>
<td>0.00001</td>
<td>disable</td>
<td>0.64990234</td>
</tr>
<tr>
<td>0.016</td>
<td>0.00001</td>
<td>disable</td>
<td>0.65323895</td>
</tr>
<tr>
<td>0.018</td>
<td>0.00001</td>
<td>disable</td>
<td>0.67026776</td>
</tr>
<tr>
<td>0.020</td>
<td>0.00001</td>
<td>disable</td>
<td>0.66086835</td>
</tr>
<tr>
<td>0.025</td>
<td>0.00001</td>
<td>disable</td>
<td>0.65425617</td>
</tr>
<tr>
<td>0.030</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6476237</td>
</tr>
<tr>
<td>0.040</td>
<td>0.00001</td>
<td>disable</td>
<td>0.55478925</td>
</tr>
<tr>
<td>0.050</td>
<td>0.00001</td>
<td>disable</td>
<td>0.61869305</td>
</tr>
</tbody>
</table>
Table 6.19: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>disable</td>
<td>0.5033366</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.0001</td>
<td>disable</td>
<td>0.5949707</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.0001</td>
<td>disable</td>
<td>0.62561035</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6545207</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.0001</td>
<td>disable</td>
<td>0.66326904</td>
</tr>
<tr>
<td>0.001</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6677043</td>
</tr>
<tr>
<td>0.002</td>
<td>0.0001</td>
<td>disable</td>
<td>0.67244464</td>
</tr>
<tr>
<td>0.004</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6702881</td>
</tr>
<tr>
<td>0.006</td>
<td>0.0001</td>
<td>disable</td>
<td>0.66039396</td>
</tr>
<tr>
<td>0.008</td>
<td>0.0001</td>
<td>disable</td>
<td>0.66426593</td>
</tr>
<tr>
<td>0.010</td>
<td>0.0001</td>
<td>disable</td>
<td>0.66151935</td>
</tr>
<tr>
<td>0.012</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6545817</td>
</tr>
<tr>
<td>0.014</td>
<td>0.0001</td>
<td>disable</td>
<td>0.65590033</td>
</tr>
<tr>
<td>0.016</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6529338</td>
</tr>
<tr>
<td>0.018</td>
<td>0.0001</td>
<td>disable</td>
<td>0.65651447</td>
</tr>
<tr>
<td>0.020</td>
<td>0.0001</td>
<td>disable</td>
<td>0.65334064</td>
</tr>
<tr>
<td>0.025</td>
<td>0.0001</td>
<td>disable</td>
<td>0.655009</td>
</tr>
<tr>
<td>0.030</td>
<td>0.0001</td>
<td>disable</td>
<td>0.64552814</td>
</tr>
<tr>
<td>0.040</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6425374</td>
</tr>
<tr>
<td>0.050</td>
<td>0.0001</td>
<td>disable</td>
<td>0.5988159</td>
</tr>
</tbody>
</table>
Table 6.20: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.001</td>
<td>disable</td>
<td>0.4611206</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.001</td>
<td>disable</td>
<td>0.0076293945</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.001</td>
<td>disable</td>
<td>0.29233804</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.001</td>
<td>disable</td>
<td>0.57295734</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.001</td>
<td>disable</td>
<td>0.5574748</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
<td>disable</td>
<td>0.5988566</td>
</tr>
<tr>
<td>0.002</td>
<td>0.001</td>
<td>disable</td>
<td>0.586263</td>
</tr>
<tr>
<td>0.004</td>
<td>0.001</td>
<td>disable</td>
<td><strong>0.62076825</strong></td>
</tr>
<tr>
<td>0.006</td>
<td>0.001</td>
<td>disable</td>
<td>0.61503094</td>
</tr>
<tr>
<td>0.008</td>
<td>0.001</td>
<td>disable</td>
<td>0.4697876</td>
</tr>
<tr>
<td>0.010</td>
<td>0.001</td>
<td>disable</td>
<td>0.619751</td>
</tr>
<tr>
<td>0.012</td>
<td>0.001</td>
<td>disable</td>
<td>0.54243976</td>
</tr>
<tr>
<td>0.014</td>
<td>0.001</td>
<td>disable</td>
<td>0.5429077</td>
</tr>
<tr>
<td>0.016</td>
<td>0.001</td>
<td>disable</td>
<td>0.55281574</td>
</tr>
<tr>
<td>0.018</td>
<td>0.001</td>
<td>disable</td>
<td>0.5819295</td>
</tr>
<tr>
<td>0.020</td>
<td>0.001</td>
<td>disable</td>
<td>0.5938924</td>
</tr>
<tr>
<td>0.025</td>
<td>0.001</td>
<td>disable</td>
<td>0.541097</td>
</tr>
<tr>
<td>0.030</td>
<td>0.001</td>
<td>disable</td>
<td>0.45890298</td>
</tr>
<tr>
<td>0.040</td>
<td>0.001</td>
<td>disable</td>
<td>0.56193036</td>
</tr>
<tr>
<td>0.050</td>
<td>0.001</td>
<td>disable</td>
<td>0.5279134</td>
</tr>
</tbody>
</table>
Table 6.21: The accuracy information of tuning default AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.01</td>
<td>disable</td>
<td>0.0008951823</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.01</td>
<td>disable</td>
<td>0.00095621747</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.01</td>
<td>disable</td>
<td>0.0012817383</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.01</td>
<td>disable</td>
<td>0.016886393</td>
</tr>
<tr>
<td>0.001</td>
<td>0.01</td>
<td>disable</td>
<td>0.038146973</td>
</tr>
<tr>
<td>0.002</td>
<td>0.01</td>
<td>disable</td>
<td>0.0015258789</td>
</tr>
<tr>
<td>0.004</td>
<td>0.01</td>
<td>disable</td>
<td>0.0014241537</td>
</tr>
<tr>
<td>0.006</td>
<td>0.01</td>
<td>disable</td>
<td>0.081441246</td>
</tr>
<tr>
<td>0.008</td>
<td>0.01</td>
<td>disable</td>
<td>0.028116861</td>
</tr>
<tr>
<td>0.010</td>
<td>0.01</td>
<td>disable</td>
<td>0.011820476</td>
</tr>
<tr>
<td>0.012</td>
<td>0.01</td>
<td>disable</td>
<td>0.08138021</td>
</tr>
<tr>
<td>0.014</td>
<td>0.01</td>
<td>disable</td>
<td>0.010111491</td>
</tr>
<tr>
<td>0.016</td>
<td>0.01</td>
<td>disable</td>
<td>0.0041910806</td>
</tr>
<tr>
<td>0.018</td>
<td>0.01</td>
<td>disable</td>
<td>0.0038248699</td>
</tr>
<tr>
<td>0.020</td>
<td>0.01</td>
<td>disable</td>
<td>0.002746582</td>
</tr>
<tr>
<td>0.025</td>
<td>0.01</td>
<td>disable</td>
<td>0.011555989</td>
</tr>
<tr>
<td>0.030</td>
<td>0.01</td>
<td>disable</td>
<td>0.0065104165</td>
</tr>
<tr>
<td>0.040</td>
<td>0.01</td>
<td>disable</td>
<td>0.016438803</td>
</tr>
<tr>
<td>0.050</td>
<td>0.01</td>
<td>disable</td>
<td>0.007710775</td>
</tr>
</tbody>
</table>
Table 6.22: The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stablize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009358724</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.001</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0009765625</td>
</tr>
<tr>
<td>0.002</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.004</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.006</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.008</td>
<td>0.01</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.002</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.004</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0038452148</td>
</tr>
<tr>
<td>0.006</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.011881511</td>
</tr>
<tr>
<td>0.008</td>
<td>0.001</td>
<td>default (0.01)</td>
<td>0.0061442056</td>
</tr>
</tbody>
</table>
Table 6.23: The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.3665975</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.5315755</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.6369222</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.6760457</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.69557697</td>
</tr>
<tr>
<td>0.001</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.7076009</td>
</tr>
<tr>
<td>0.002</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.73065186</td>
</tr>
<tr>
<td>0.004</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.72806805</td>
</tr>
<tr>
<td>0.006</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.72161865</td>
</tr>
<tr>
<td>0.008</td>
<td>0.0001</td>
<td>default (0.01)</td>
<td>0.71816</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.49804688</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.6287028</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.6773885</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.67348224</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.6622111</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.6468709</td>
</tr>
<tr>
<td>0.002</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.5846761</td>
</tr>
<tr>
<td>0.004</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.4868978</td>
</tr>
<tr>
<td>0.006</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.34969077</td>
</tr>
<tr>
<td>0.008</td>
<td>0.00001</td>
<td>default (0.01)</td>
<td>0.31193033</td>
</tr>
</tbody>
</table>
Table 6.24: The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.01</td>
<td>disable</td>
<td>0.00010172526</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009765625</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.01</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.01</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.001</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009765625</td>
</tr>
<tr>
<td>0.002</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.004</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.006</td>
<td>0.01</td>
<td>disable</td>
<td>0.0009765625</td>
</tr>
<tr>
<td>0.008</td>
<td>0.01</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.001</td>
<td>disable</td>
<td>0.0009765625</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.001</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.001</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.001</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.001</td>
<td>disable</td>
<td>0.0010172526</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
<td>disable</td>
<td>0.0009969076</td>
</tr>
<tr>
<td>0.002</td>
<td>0.001</td>
<td>disable</td>
<td>0.0010579427</td>
</tr>
<tr>
<td>0.004</td>
<td>0.001</td>
<td>disable</td>
<td>0.0016886393</td>
</tr>
<tr>
<td>0.006</td>
<td>0.001</td>
<td>disable</td>
<td>0.019714355</td>
</tr>
<tr>
<td>0.008</td>
<td>0.001</td>
<td>disable</td>
<td>0.1329956</td>
</tr>
</tbody>
</table>
Table 6.25: The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stabilize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.0001</td>
<td>disable</td>
<td>0.28515625</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.0001</td>
<td>disable</td>
<td>0.44055176</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.0001</td>
<td>disable</td>
<td>0.56815594</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6234741</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6530762</td>
</tr>
<tr>
<td>0.001</td>
<td>0.0001</td>
<td>disable</td>
<td>0.6695964</td>
</tr>
<tr>
<td>0.002</td>
<td>0.0001</td>
<td>disable</td>
<td>0.70048016</td>
</tr>
<tr>
<td>0.004</td>
<td>0.0001</td>
<td>disable</td>
<td>0.71698</td>
</tr>
<tr>
<td>0.006</td>
<td>0.0001</td>
<td>disable</td>
<td>0.72021484</td>
</tr>
<tr>
<td>0.008</td>
<td>0.0001</td>
<td>disable</td>
<td><strong>0.7223918</strong></td>
</tr>
<tr>
<td>0.010</td>
<td>0.0001</td>
<td>disable</td>
<td>0.72017413</td>
</tr>
<tr>
<td>0.012</td>
<td>0.0001</td>
<td>disable</td>
<td>0.72058105</td>
</tr>
<tr>
<td>0.014</td>
<td>0.0001</td>
<td>disable</td>
<td>0.7188924</td>
</tr>
<tr>
<td>0.016</td>
<td>0.0001</td>
<td>disable</td>
<td>0.71695966</td>
</tr>
<tr>
<td>0.018</td>
<td>0.0001</td>
<td>disable</td>
<td>0.7154134</td>
</tr>
<tr>
<td>0.020</td>
<td>0.0001</td>
<td>disable</td>
<td>0.71358234</td>
</tr>
<tr>
<td>0.025</td>
<td>0.0001</td>
<td>disable</td>
<td>0.7145386</td>
</tr>
<tr>
<td>0.030</td>
<td>0.0001</td>
<td>disable</td>
<td>0.7114258</td>
</tr>
<tr>
<td>0.040</td>
<td>0.0001</td>
<td>disable</td>
<td>0.7066447</td>
</tr>
<tr>
<td>0.050</td>
<td>0.0001</td>
<td>disable</td>
<td>0.70284015</td>
</tr>
</tbody>
</table>
Table 6.26: The accuracy information of tuning AdamW optimizer for ImageNet training with ResNet-50 (batch size = 16384, 90 epochs, 7038 iterations). We use the learning rate recipe of (Goyal et al., 2017): (1) 5-epoch warmup to stablize the initial stage; and (2) multiply the learning rate by 0.1 at 30th, 60th, and 80th epoch. The target accuracy is around 0.763 (Goyal et al., 2017).

<table>
<thead>
<tr>
<th>learning rate</th>
<th>weight decay</th>
<th>L2 regularization</th>
<th>Top-1 Validation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.00001</td>
<td>disable</td>
<td>0.31247965</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.00001</td>
<td>disable</td>
<td>0.4534912</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.00001</td>
<td>disable</td>
<td>0.57765704</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6277669</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.00001</td>
<td>disable</td>
<td>0.65321857</td>
</tr>
<tr>
<td>0.001</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6682129</td>
</tr>
<tr>
<td>0.002</td>
<td>0.00001</td>
<td>disable</td>
<td>0.69938153</td>
</tr>
<tr>
<td>0.004</td>
<td>0.00001</td>
<td>disable</td>
<td>0.7095947</td>
</tr>
<tr>
<td>0.006</td>
<td>0.00001</td>
<td>disable</td>
<td>0.710612</td>
</tr>
<tr>
<td>0.008</td>
<td>0.00001</td>
<td>disable</td>
<td>0.70857745</td>
</tr>
<tr>
<td>0.010</td>
<td>0.00001</td>
<td>disable</td>
<td>0.7094116</td>
</tr>
<tr>
<td>0.012</td>
<td>0.00001</td>
<td>disable</td>
<td>0.70717365</td>
</tr>
<tr>
<td>0.014</td>
<td>0.00001</td>
<td>disable</td>
<td><strong>0.7109375</strong></td>
</tr>
<tr>
<td>0.016</td>
<td>0.00001</td>
<td>disable</td>
<td>0.7058309</td>
</tr>
<tr>
<td>0.018</td>
<td>0.00001</td>
<td>disable</td>
<td>0.7052409</td>
</tr>
<tr>
<td>0.020</td>
<td>0.00001</td>
<td>disable</td>
<td>0.7064412</td>
</tr>
<tr>
<td>0.025</td>
<td>0.00001</td>
<td>disable</td>
<td>0.7035319</td>
</tr>
<tr>
<td>0.030</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6994629</td>
</tr>
<tr>
<td>0.040</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6972656</td>
</tr>
<tr>
<td>0.050</td>
<td>0.00001</td>
<td>disable</td>
<td>0.6971232</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusion and Future Work

7.1 Summary

We study the problem of distributed machine learning algorithms in this thesis. Each chapter reviews most of the important related work in the last few years. As mentioned in previous chapters, communication is a typical overhead in distributed machine learning. This overhead is likely growing in the future. Thus, one key issue is to improve the ratio between computation (the number of floating point operations) and communication (the number of words moved and the number of messages) for distributed machine learning algorithms. In this thesis, we propose a series of communication-avoiding machine learning algorithms like CA-SVM, CA-KRR, Asyn-GCD, LARS, and LAMB to close the gap between machine learning and distributed systems. We present strong experimental results on some real-world applications. Our methods are also supported by theoretical guarantees. Therefore, we conclude our approaches are accurate, fast, and scalable. We expect our approaches to be used in future hyper-scale applications.

7.2 Future Directions

My vision for the future is that there will be tremendous opportunities for supercomputing techniques in the growing scales of AI applications. My future research will explore the confluence of AI and supercomputing along the following dimensions.

Federated Machine Learning (ML)

As our society is becoming increasingly aware of user privacy and data confidentiality, data cannot be easily shared across multiple parties. Data sharing relates to corporate security and confidentiality concerns. AI applications must comply with privacy protection laws like the General Data Protection Regulation (GDPR). Traditional ML requires training data to be aggregated into a single machine or a data centre, which is in conflict with privacy protection. Federated ML, a decentralized ML approach, enables users to collaboratively
learn a model while keeping sensitive data private. In contrast to traditional distributed optimization, its characteristics are: (1) **Massively Distributed**: Data points are stored across a large number of compute nodes (e.g. mobile devices). The average number of samples per node is much smaller than the number of nodes. (2) **Highly Non-IID Data**: Data on each node may be drawn from a different distribution. No node has a representative sample of the overall distribution. (3) **Load Unbalanced**: Some nodes have a few examples but some have orders of magnitude more. (4) **Limited Communication**: Only a few rounds of unreliable communication are possible. The communication lower bound and convergence rate of Federated ML are unclear now. My central goal is to design algorithms that minimize the communication needed to train a good model. Traditional machine learning with synchronous optimization is usually reproducible and deterministic. The appearance of non-determinism in a modern system often signals a serious bug, and so having reproducibility as a goal greatly facilitates debugging. However, Federated ML typically does not provide reproducibility and is therefore more difficult to debug, which is a big concern for the real-world deployment. Moreover, compressing the data over the interconnect also has an influence on the convergence rate. My central goal is to design accurate, communication-efficient, and reproducible Federated ML algorithms. It is worth noting that LARS (You, Gitman, and Ginsburg, 2017) is powering some of Google’s Federated Learning projects.

**Hyper-Scale Machine Learning**

The current optimization approaches still fail to fully utilize the increasing performance of supercomputers. The increasing parallelism requires future optimizers to continue to scale up. For example, a TPU Pod needs at least a batch size of 256K for an ImageNet-level dataset to reach its peak performance. On the other hand, researchers are collecting larger datasets by the auto-labeling technique. As a result, we will have enormous parallelism if we can put all the available data samples in the memory of a future supercomputer. One possibly interesting method is a variant of Gradient Descent (GD), which scales linearly with the dataset. The number of iterations of GD can be $O(1)$. Moreover, the communication often brings a significant overhead to modern distributed systems. The number of network communication messages of GD can also be $O(1)$. However, the concern is that the SGD-variant optimizer achieves a much better testing accuracy than the GD-variant optimizer. The GD-variant optimizer suffers a poor generalization performance on modern machine learning datasets. I would like to investigate various optimization techniques and invent new auto-learning techniques to improve the generalization performance of the GD-variant optimizer.

**AutoML for Algorithm and System Co-design**

The growing complexity of the cloud-based supercomputer is a nontrivial burden for the ML researchers and data scientists. In the ideal situation, our AI-HPC system needs to automatically select the arithmetic format, pick the hardware, deploy the resources, tune the hyper-parameters, and even write the code for any given application. Our AI-HPC system
should reach the peak performance in the cheapest way. The users should only need to input the high-level requirements. There is a huge design space in each part, which makes AutoML highly necessary. For example, let us use the arithmetic format as an example. Beyond traditional floating point and blocked floating point, there are formats people are exploring where the total number of bits is fixed, but the number allocated to exponent and mantissa can vary (which is encoded in each number). A recent example is Unums or universal numbers (Gustafson, 2015). The original proposal, Type I unum (Gustafson, 2015), had variable widths (making them very expensive to access in arrays). More recently a new format (Gustafson, 2017) has bee proposed called posits (Type III unum), with fixed width. We need to design a smart algorithm to explore the best format for a given deep learning application in a short time.

**Energy-Efficient Deep Learning (DL)**

Energy consumption is a big concern for DL, especially the search and tuning in AutoML. The estimated CO$_2$ emissions per person of one airline trip between New York and San Francisco is 1,984 lbs. However, the estimated CO$_2$ emissions of tuning a state-of-the-art NLP model is 626,155 lbs. This motivates designing better training schemes to reduce the energy consumption. First, we need auto-tuning algorithms to reduce the cost. We have done some early research in the DATE framework (You, Hseu, et al., 2019). Furthermore, we need to identify the high-energy operations and the low-energy operations. We can reorganize the algorithm to avoid the high-energy operations. I plan to start from communication-avoiding algorithms (Demmel, 2013).

### 7.3 Impact

The techniques in this thesis have been used in some state-of-the-art systems. For example, LAMB became an official optimizer of NVIDIA$^1$. According to NVIDIA, LAMB optimizer is $14 \times$ faster than ADAM for language modeling applications (Figure 7.1). The LAMB optimizer is being used in real-world applications by state-of-the-art models such as ALBERT (Z. Lan et al., 2019), ELECTRA (Clark et al., 2020), and Chinese BERT (Cui et al., 2019). LAMB helped Google achieve state-of-the-art results on GLUE (A. Wang et al., 2018), RACE (Lai et al., 2017), and SQuAD (Rajpurkar et al., 2016) benchmarks. The training recipe of our LAMB paper (You, J. Li, et al., 2019) was used by NVIDIA to scale deep learning to 1,472 V100 GPUs$^2$. LAMB helped fast.ai scaled Transformer-XL to 128 GPUs$^3$. LAMB is also being used by Microsoft’s DeepSpeed system$^4$.

---

$^1$https://people.eecs.berkeley.edu/~youyang/publications/nvlamb_screenshot_March_6th_2020.png

$^2$https://devblogs.nvidia.com/training-bert-with-gpus


$^4$https://people.eecs.berkeley.edu/~youyang/record/deepspeed.pdf
Figure 7.1: According to NVIDIA, LAMB optimizer is 14× faster than ADAM for language modeling applications.

As mentioned in the Introduction section, all the ImageNet training speed world records were created by the LARS optimizer since 2017 (Table 1.1). Recently, state-of-the-art results of self-supervised learning and semi-supervised learning were achieved by BYOL (Grill et al., 2020) and SimCLR (T. Chen et al., 2020), respectively. Both BYOL and SimCLR used our LARS optimizer. The LARS optimizer became a baseline optimizer in MLPerf (Mattson et al., 2019), which is the industry metric for fast deep learning.
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