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Abstract

The inevitable transition to parallel programming can be facilitated by appropriate tools, including languages and libraries. After describing the needs of application developers, this paper presents three specific approaches aimed at development of efficient and reusable parallel software for irregular and dynamically structured problems. A salient feature of all three approaches is their exploitation of concurrency within a processor. Benefits of individual approaches such as these can be leveraged by an interoperability environment which permits modules written using different approaches to co-exist in single applications.
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1 Introduction

The transition to parallel programming from sequential programming may be somewhat painful for application developers. Yet, it is a transition that is inevitable, and ultimately worth making. A well-designed set of tools — specifically, those based on an object-oriented methodology — will help application developers make this transition, and attain good performance on the new generations of parallel machines.

One of the problems faced by parallel programmers is that of obtaining good performance on irregular and dynamic problems. Many of the early successes of parallel processing were obtained on relatively regular problems — computations whose structures were regular, such as 3-dimension grids, and static, not changing with the progression of the computation. As the class of problems addressed by parallelism has broadened, one finds an increasing number of irregular problems. For example, many finite-element based problems generate irregular yet static structure. Problems based on adaptive meshes for fluid flows generate structures that change over time, and so do tree structured computations in state-space search, and branch-and-bound computations encountered in Operations Research.

How can one help the programmer deal with such irregularity? Concurrency within a processor is a helpful mechanism in this regard. A processor executes many computational actions; each action is typically dependent on results of local or remote computational actions. Instead of scheduling these computational actions in a rigid, fixed sequence we should allow them to be adaptively scheduled based on availability of the data they depend on. With such a mechanism the processor can be kept better utilized while running irregular and dynamic applications, where predicting the exact timing of availability of remote data isn’t possible. Message driven objects, and multithreading are two different ways of specifying such adaptive concurrency within a processor. The three tools and approaches described later in this paper are based on such concurrency mechanisms.

The next section (contributed by J. Kohl) is written from an application developers perspective. It underscores the importance of explicit parallel programming, at least to complement the implicit or partially automated methods such as languages such as HPF. It also states the desirability of object based languages and identifies features of programming environments and tools that are particularly useful.

Multipol, described in Section 3 (contributed by K. Yelick), is a library of distributed data structures that are useful for programming irregular applications. The library uses the mechanism of split-phase transactions to generate concurrency within the processor and uses it to adaptively tolerate communication latencies. Applications developed using multipol are also briefly summarized.

Section 4 (contributed by N. Chrisochoides) describes an approach for dynamic load balancing of adaptive computations. The approach is aimed at adaptive PDE computations. It uses multithreading as its concurrency mechanism, using which it overlaps the load balancing computations with the actual application computations. This allows it to mask the inherent delays in synchronizations involved in traditional load balancing.

Section 5 (contributed by L. V. Kale) describes Charm, a system that uses message driven objects at its concurrency mechanism. It elaborates the relationship between message driven execution and modularity and describes other aspects of the Charm system. There are many different languages and approaches with distinct benefits. Providing a system which allows linking multiple modules written in different paradigms is therefore highly desirable, yet technically challenging. Converse, a system aimed at these challenges is also described in the last section.
2 Tools for Parallel Programming

Many programmers run away from programming a parallel computing system, fearful that the complexities involved present an impassable barrier. Many so-called "parallel" programming environments are really only simplifications of the underlying parallel architecture, and as such hide the parallelism, resulting in a deceivingly sequential-looking interface. This approach to parallel programming, while acceptable for certain legacy requirements such as parallelizing dusty-deck applications, is inadequate for "real" parallel programming. The ultimate goal of parallel computing is performance - either in terms of faster execution or the ability to solve larger problems. Ignoring the nature of the underlying system limits the ability of an application to fully utilize it. The only way to extract maximum performance is to specify the important details of the parallelism explicitly.

Sequential programming models are often forced onto parallel systems. These serial models are neither scalable nor high performance. And because such models do not correlate to the actual system, it may be difficult to determine the behavior of an application. It may not be obvious what to do to improve performance, let alone fix problems with functionality. While some programming environments may successfully provide good performance without explicit parallelism, they may do so by exchanging parallelism for a different type of complexity, e.g., shared memory cache management.

Parallelism need not be feared. Although it carries several burdens, in terms of communication and synchronization, race conditions, and problem/data partitioning, concurrency is a fundamental concept. The physical universe is overflowing with parallelism, as can be seen in our own human physiology. Just as a student complains about the perils of calculus relative to algebra, we resist parallelism. But we must also accept that algebra is not a suitable substitute for calculus. The primary difficulties with parallel programming may in fact result from a lack of adequate programming environments and tools. The remainder of section motivates this perspective and discusses the need for effective tools for parallel programming.

2.1 Application of Object-Oriented Techniques

One alternative to overcoming the complexities of parallel programming is to apply techniques from object-oriented programming. Using abstraction where appropriate, a programmer can focus on the critical aspects of program functionality and control complexity. The first step is to simplify the categorization of parallelism, to remove the redundancy found in common programming models. Whether using threads, monitors, message passing, RPC or active messages, the fundamental activities that arise in parallelism are data movement and synchronization. These activities must be performed efficiently to yield good performance. Data movement is used here to illustrate object-oriented techniques for specifying parallelism.

Data movement occurs when information must be shared among distinct parallel tasks. Using an object-oriented approach, a "data transfer" class should be defined which encapsulates the movement of data. For flexibility, there should be functions to send and receive data directly, and indirectly using asynchronous postings. Such functionality can be built on existing parallel communication systems such as PVM [4] or MPI [1].

Data movement performance is fundamentally different than sequential memory management, and the concept of a "cache" is less relevant. The locality of a parallel program is controlled by the data distribution and how data flows among the parallel tasks. Object-oriented techniques could assist the programmer with data partitioning. A global "data structuring" class could define the computational region and provide a variety of partitioning topologies. A region could be divided into subregions, one for each parallel computation engine. If sufficient information were provided
by such a specification, better optimizations might be possible at compilation time.

2.2 Need for Tools

Unfortunately, no matter how superbly a parallel system is designed, no one will use it unless there are effective tools for analyzing programs. The tools should show what is going on inside a parallel program, and should provide an intuitive understanding of the parallelism. The use of “program visualization” [3], to animate program behavior using computer graphics, can be powerful if used wisely [2]. Visualization can be applied to represent the activity of the program using the fundamental language constructs and classes. The programmer should be able to relate the behavior depicted back to the source code.

An example of such a view could illustrate the structural information provided in the global data structuring class. A geometric representation could be automatically constructed to show the layout and activity of subregions, to verify the intended distribution or load balance (See Figure 1). This type of view could also be used to animate actual data transfers, if the subregions were stretched apart as shown in Figure 2. Small portions of a data partition could be animated as they transfer from one subregion to another. To be truly useful, such a view should also allow examination of the actual data values textually. The ability to control the level of detail in a view can be critical, especially in a massively parallel system. The object hierarchies used to construct a parallel program are a natural means for controlling the abstraction level.

In summary, parallel programming should not be the terrifying monster that programmers perceive it as being. To truly utilize a parallel system, parallelism must be faced and expressed explicitly. Object-oriented techniques can be applied to control parallel complexities. The primary obstacle to parallel programming is the lack of effective programming environments and tools. By taking advantage of the organization provided by object-oriented constructs, more powerful tools can be constructed to alleviate some of the difficulties of parallel programming.
3 A Multiported Object Library

Multipol is a distributed data structure library, designed to support applications with dynamic data structures, unpredictable computational costs, and irregular data access patterns. It includes parallel versions of trees, sets, lists, graphs, and queues and runs on several platforms. It is built on a portable runtime layer that provides basic communication, synchronization, and caching. To address the trade-off between locality and load balance, data structures use a combination of replication, partitioning, and dynamic caching. To tolerate remote communication latencies, operations are split into a separate initiation and completion phase, allowing for computation and communication overlap at the library interface level. This leads to a form of relaxed consistency semantics for the data types. To allow for optimized local computation, the data structures are multi-ported: each processor has its own entry point or "port" to the data structures, so the client program can switch between a global and local view of the object. In this paper we give an overview of Multipol, discuss the performance trade-offs and interface issues, and describe some of the applications that motivated its development.

3.1 Multipol Applications

Multipol supports three types of irregular applications: bulk synchronous algorithms that manipulate irregular structures, divide-and-conquer algorithms, and asynchronous event-driven simulations. In each of these applications there are a small number of data structures that hold the shared state, which may become distributed on scalable multiprocessors and workstation networks.

The simplest irregular applications are the bulk synchronous ones, such as synchronous simulations on unstructured or adaptive meshes, which are irregular in space but not in time. The communication happens in distinct phases but has an irregular communication pattern that may be static over the execution or may vary with each iteration. For example, in the EM3D application kernel, computation proceeds by nearest neighbor computations on an unstructured mesh. Because of the separate phases, these applications are amenable to runtime communication structure analysis, as in the inspector/executor strategy used in Parti in which communication buffers are preallocated to speed communication.

Search and other divide-and-conquer problems have irregular task structure—the search tree unfolds dynamically into a tree of tasks with unknown pruning and task costs. In these applications, load balance is a primary concern, whereas the amount of shared state may be small, so locality is less important. Dynamic load balancing is done in Multipol using a distributed task queue and shared state to store solutions, failures, or pruning information is represented with a replicated or dynamically cached structure. For example, in the Phylogeny problem from biology, we use a trie [11] to represent the set of failures in a search space, and in the Gőbner basis problem we use a list [10].

Event-driven simulation is perhaps the most challenging class of applications, because there are no natural global synchronization points at which load balancing and other communication can be done. These algorithms are used to allow different time steps in different parts of the simulation, to resolve a trade-off between accuracy and performance. Multipol provides n event graph data structure, containing a logical process at each node and events paths on each edge. Both conservative and speculative [13] can be done using event graphs. Like search problems, the computational costs are unpredictable, but unlike search, there is typically a large state associated with each task, so while dynamic load balancing is sometimes useful, it cannot be as aggressively as it is in search problems.
3.2 The Data Structures

Multipol data structures include objects to hold elements in a spacial domain, such as a bipartite graph for two-phase synchronous simulation, an event-graph for asynchronous simulation, an oct-tree for n-body simulations, and multi-dimensional arrays [12]. All of these structures are partitioned across processors, with small amounts of cached data for boundary values between processors. It also has data structures for storing unordered sets of values or sets of key/value pairs. A trie, B-tree, linked list, and hash table all provide this functionality, with the trie and linked list lazily replicated across processors, and the B-tree and hash table are partitioned. These differences in representation allow the user to choose a data structure that is faster for either updates or lookups, depending on the application demands. For dynamic load balancing, two forms of a distributed task queue are provided: one based on random placement of tasks with strong load balancing guarantees and one that uses heuristics to improve locality.

3.3 Performance Optimizations

A key problem in any parallel library effort is portability. Our primary machine targets are distributed memory machines such as Thinking Machines CM5, IBM SP1, Cray T3D and Intel Paragon, as well as networks of workstations. While at a functional level these platforms are very similar, the performance characteristics vary significantly. All of the machines have higher costs for accessing non-local memory than remote memory, whether this is done in hardware or in software, but the relative speeds of computation, the startup overhead of communication, the latency and the observed bandwidth all vary. The interface design and implementation of Multipol structures are aimed at coping with communication overhead and latency, using the following techniques.

Latency Masking: In Multipol we use message pipelining and multithreading to hide the cost of remote operations. The cost of performing these operations is made up of communication latency as well as the remote computation cost and any delays incurred remotely because the processor is busy with other work. We distinguished between remote operations with a relatively small bounded latency, such as reading or write a remote memory location, and those with long unpredictable latency, such as acquiring a remote lock or starting a remote thread. The former are done using pipelined active message communication, so latency is masked by the continuation of the current thread. The latter is done using lightweight multithreading—computation is divided into a set of threads, each of which runs to completion in finite time.

Message Aggregation: Some communication cannot be avoided, but its cost can be reduced by minimizing the number (as opposed to the volume) of messages by aggregating messages together. For machines like the Paragon and workstation networks, which have high communication start-up costs, this is very important. Many small messages are aggregated into one large physical message to amortize the overhead. Message aggregation can be performed by the programmer, by the compiler, semi-statically, in a separate preprocessing phase by the runtime system, or on-the-fly by the runtime system. Because Multipol supports asynchronous communication patterns, in which the message patterns are not known in advance, we do aggregation on-the-fly.

One-way Communication: The second technique for reducing communication cost is to avoid acknowledgement traffic. Acknowledgements may consume a significant fraction of available bandwidth when the messages are small. In the hash table, a factor of two in performance was gained when split-phase inserts with acknowledgements were replaced by batches of inserts followed by periodic global synchronization points.
3.4 Summary

The irregular application supported by Multipol represent some of the more challenging problems for parallelism. The library approach has proved to be a good compromise between hand-coded applications that are machine-specific, and general purpose compiler and language approaches that give too little control to the programmer. The Multipol design reflects the delicate balance between clean interfaces and performance. It makes several compromises for performance, such as split-phase operations and multi-ported access, but manages to hide many details of synchronization and communication that simplify the application programmer’s job.

4 Dynamic Load Balancing: Multithreaded Approach

We present a multithreaded model for the dynamic load balancing of adaptive computations on distributed-memory MIMD machines and time-sharing clustered workstations. Our objective is to provide runtime software support that: (1) minimizes message and scheduling latencies, and (2) simplifies the tasks of designing, implementing and testing new load-balancing policies/methods for parallel adaptive PDE computations.

Traditional load-balancing methods for single-threaded computations under-utilize multiprocessor resources such as CPU, memory, and network. The load balancing of single-threaded computations is carried out in sequential phases that require global synchronizations [5, 6]. In contrast, load-balancing methods based on the proposed multithreaded model allow the concurrent execution of tasks required for load balancing—such as information dissemination, decision making, and data migration— with tasks required for the computation of the actual application.

In multithreaded systems, message and scheduling latencies are tolerated via concurrency within a processor. For parallel adaptive PDE computations we explore concurrency within a processor by decomposing the original problem into a number of simpler and smaller problems. The decomposition of the PDE problem is based on a hierarchy of data abstractions: domains, blocks, subdomains and regions. Regions are mapped to scalar objects called threads.

Threads execute in a loosely synchronous mode. Based on computation and synchronization requirements, threads are grouped into distributed objects: strings, ropes\(^1\) and nets. Threads that correspond to regions of the same subdomain belong in the same string (see Figure 4). Threads of the same string execute the same code on different data (SPMD model). Strings that correspond to the subdomains of the same block belong in the same rope. Threads on different ropes might compute the solution for different PDEs or use different grid types and apply different solution methods. They may therefore have different computational requirements and synchronization points (MPMD model). Finally, ropes that correspond to blocks of the same domain and handle the computation associated with the same application belong in the same net (see Figure 4). For multidisciplinary applications a number of nets (one for each discipline) can be distributed over a LAN or WAN.

Processor work load is balanced by: (i) migrating threads from overloaded processors to underloaded ones that handle strings of the same rope, and (ii) migrating strings from overloaded processors to underloaded ones that handle ropes of the same net. The thread and string migration is non-preemptive and, therefore, instead of thread migration we perform data migration. Data are migrated so that subsequent communication for the actual parallel computation of the PDE solver is minimized. The policy for thread migration is based on a consumer-initiated consumer/producer paradigm [9]. That is, every processor (consumer), upon completion of computation, searches for neighboring overloaded processors that handle strings from the same rope. After an overloaded

\(^1\)Similar abstraction is used in [7] and [8]
processor is identified (producer), it is interrupted by a consumer in order to migrate threads (data) to that consumer. A thread that is migrated from the producer to the consumer which initiated the request is likely to have data dependencies with other threads that already reside in the consumer’s memory. The producer’s decision to migrate a thread is based on priorities that are computed at runtime using a prespecified formula. Different formulae for the computation of thread priorities lead to different scheduling and load-balancing policies.

The multithreaded model simplifies the development of load-balancing algorithms by providing a simple mechanism to the application programmer to specify new load-balancing algorithms by merely specifying a formula that can be used by the system to compute the priorities for the execution (local or remote) of the threads. Moreover, using a consumer-initiated consumer/producer paradigm our model hides the overhead required for load-balancing by overlapping the execution of tasks required in load balancing with the execution of tasks performing the actual computation and communication required by the application.

5 Message Driven Objects, Modularity and Reuse

Message Driven Execution (MDE) is a mechanism useful for promoting modularity and efficiency. MDE is distinct from message passing. It can be thought of as a strategy for scheduling the processor. In this view, the entities associated with a processor include a collection of objects, a pool of messages, and a scheduler. Each message specifies the recipient object, a specific method defined for this object, and parameters to this method. The scheduler repeatedly selects a message from the pool and invokes the specified method. The method executes atomically, without interleaving. The objects may invoke methods on other objects within the same processor synchronously; and send messages (i.e. invoke methods on possibly remote objects), asynchronously, to objects on any processor. They may also specify creation of new parallel objects, which are created on a suitable processor by the runtime system.

Message driven execution promotes efficiency by automatically, transparently, and adaptively
overlapping communication and computation. As computation is scheduled based on the presence of messages, a processor is never waiting for a particular message to arrive while other computations can go on. Performance benefits of this adaptive overlap are especially significant for irregular and dynamic problems. It is hard to predict, in general, when responses from remote processors, on which some local computation depends, will arrive. They may be unpredictably delayed by the communication subsystem; alternatively, the remote processor may not be able to schedule the computation that generates the response at a predictable time, due to other subcomputations on that processor. MDE deals with both kinds of uncertainties in an adaptive manner.

Another example of the utility of MDE is provided by reductions. A reduction, such as global sum—requires a long critical path dominated by multiple communication operations. Moreover, all processors must arrive at the reduction before its results are computed. In traditional systems, all processors block at a reduction and wait for it to finish. Considerable processor resources are therefore wasted during this operation. This is further exacerbated if different processors arrive at the reduction at significantly varying times. In a message driven reduction, an object on each processor deposits its reduction value into the reduction object. Reduction object asynchronously computes the reduction. On every processor, other computations can take place while the reduction’s critical path is being worked out. When the reduction is completed its results are broadcast to objects on all the processors, which can then resume their computation. Useful computation can thus be overlapped with the reduction operation. Multiple reductions can also be executed concurrently.

MDE also promotes modularity. In traditional systems, when a module is invoked, control is fully transferred to it. The idle times in such modules, which may arise due to load imbalances or critical paths, cannot be overlapped with other useful computation. With MDE one can initiate the message driven computations in a module at the time of its invocation. From then on, the computations will progress based on arrival of messages, and will be interleaved with computations in other modules. If one has to invoke two independent subcomputations, written in different modules, one can start them concurrently and overlap useful computations in one with idle times in the other. In traditional systems, when one is faced with efficiency loss due to inability to bring about such an overlap, a programmer would typically resort to combining the two modules into one and trying to manually program some degree of overlap. Clearly this destroys modularity. This is the sense in which MDE promotes modularity.

Charm [15, 16] is one of the first implemented parallel programming systems based on message driven execution. (The semantics of MDE had been explored earlier in the Actors [14] work.) Charm is designed to be efficiently portable across MIMD machines, with and without shared memory, and runs a diverse collection of platforms, including workstation networks, and multi-computers. In addition to its message-driven substrate, Charm supports MDE by providing a suite of alternate queuing strategies for scheduling from the pool of available messages. Some of the strategies also support integer and bit-vector priorities. It supports dynamic creation of objects via a collection of dynamic load balancing strategies. Some of the load balancing strategies are useful for speculatively parallel computations, such as branch-and-bound in operations research, and state-space search. These strategies balance priorities, and memory needs in addition to load [18].

Some of the innovative concepts in Charm include branch office Chares and information sharing abstractions. A branch office chare [16] is an object with a branch on every processor. This abstraction turns out to be extremely versatile and is useful for specifying static decompositions, node specific functions (such as memory management) distributed services (such as load balancing), intermodule interfaces, and distributed data structures. Objects in Charm can share information not only via messages but also via a specific set of shared objects. A few modes in which information is commonly shared in parallel programs have been identified and provided as information sharing abstractions for this purpose. Charm is a relatively mature system with multiple tools and a growing
set of libraries. The tools include one for performance analysis which not only provides a graphical display of performance but also carries out an expert analysis identifying specific performance bottlenecks at the source level and attempting to make suggestions for possible improvement. MDE, BOCs and dynamic load balancing make Charm highly suitable for supporting irregular problems and for incorporating asynchronous strategies such as those described in Section 3.

5.1 Multilingual Interoperability

MDE promotes modularity and therefore reuse. However, there is another aspect to reuse. Many different languages and paradigms have evolved which are seen as beneficial in specific contexts. These approaches often complement each other. Shouldn’t an application programmer be able to reuse modules written in multiple languages in their application? This is technically challenging when one considers that one must support paradigms with different views how a processor is scheduled; viz. message driven execution, threads and traditional SPMD style programming. Recognizing the benefits of such reuse, the Charm research group at Illinois is developing a framework for supporting multi-lingual interoperability, called Converse [17].

The above ways of scheduling a processor seem to constitute fundamental categories; all other approaches can be seen to fit in one or the other. Recognizing this, Converse supports threads and message driven objects through a unified scheduler (As shown in Figure 4). All three are supported by a standardized and minimal machine interface. Converse has a component based architecture rather than a uniform system architecture. Individual components are specified by their interfaces and multiple implementations of individual components are provided. The components include a scheduler, queuing strategies (for the scheduler), a machine interface, load balancing strategies, message managers, and thread objects. Converse framework will support linking together of modules written in Charm, Charm++, PVM (its message passing capabilities), nxlib (and possibly MPI) multithreaded versions of the above, single-process as well as message driven implementations of HPF, message-passing thread packages such as Chant, parallel functional languages, etc. Individual modules written in approaches such as those described in this paper can then be used without committing the entire application to a particular language or paradigm.

6 Summary

The task of writing parallel programs, although complex, can be tackled successfully with the right set of tools.
Irregular parallel computations, which pose particular performance challenges, are likely to proliferate as the base of parallel processing broadens. Concurrency within a processor — the ability to schedule computations asynchronously and adaptively based on availability of data — helps deal with such irregularity. Tools based on such concurrency are therefore quite useful. Three different approaches based on this idea of concurrency were described. They use multithreading and message-driven objects as their basic mechanisms for producing adaptive concurrency.

Multipol is a library that supports irregular and dynamically distributed data structures. It uses split-phase operations to deal with unpredictability in the process of communication latencies. Multipol data structures include parallel trees, sets, queues, and graphs, with underlying infrastructure for communication, caching objects, and synchronization.

A dynamic load balancing library for parallel adaptive PDE computations was described next. This library maps a hierarchy of data abstractions in PDES — domain blocks, sub-domains and regions — onto threads, strings, ropes and nets.

The paper also described Charm, a system based on message-driven objects. Messages here correspond to asynchronous invocations of methods on possibly remote objects. An object is scheduled for execution only when a message for it arrives; this mechanism provides Charm with its concurrency mechanism. Information sharing mechanisms, “branch office” shares, support for message scheduling strategies, prioritization, and dynamic object creation make Charm particularly suited for irregular applications. A variety of tools including visual performance display and analysis tools are available for Charm.

As different approaches, tools and languages are suitable in different (possibly overlapping) situations, it is desirable to provide a single framework that would support multiple approaches. Such a framework, Converse, was described next. Converse allows threads, message-driven objects and traditional single-process modules written in a variety of different languages to be linked in a single application. It is also a suitable language for exploring and developing new parallel languages, notations and libraries.
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