Course description for CS 294-6
Theoretical, Conceptual and Experimental Vision

Instructors: R. Bajcsy, S.Sastry and A.Yang

Location: 405 Soda Hall
Lectures: Monday Wednesday 13:10 – 14:30
Units: 3
The objective of this course is to give the students the basic concepts and foundations of Computer Vision with emphasis on  geometric methods in vision such as Structure from Motion and Generalized Principal Component Analysis (GPCA).  We will discuss both concepts, theory and implementation and experimental aspects. Another important aspect of the course will be the development of active vision in which we close the loop around the camera. Scenarios that we will cover include mobile robots (both driving and flying), manipulating objects and vision-based communication between people and machines.
The aim of the course is to enable students  to  set up  experimental stereo camera systems, evaluate  their characteristics,  and use the latest geometric methods to calibrate them and reconstruct the motion of single and multiple objects.  
There will be approximately 5 problem sets (worth 50%)  and a final project (50% credit) for the class, 

Participation in the class is expected from the registered students.

The required text is:
An Invitation  to 3D Vision. By Yi Ma, Stephano Soatto, Jana Kosecka , Shankar S.Sastry. Springer Verlag, 2005. 
Website : http://vision.ucla.edu/MASKS/
Additional papers and materials on error analysis, active perception, real time vision, and GPCA will also be made available during the class. For the GPCA material, see also
http://perception.csl.uiuc.edu/gpca/
Outline of Class

· Week 1: Introduction and image formation: Ideal perspective projection and the pinhole camera.
· Week 2: Optics, radiometry and error analysis
· Week 3: Image primitives and correspondence: Photometric features and geometric features, optical flows, feature selection and matching.
· Week 4: Review of basic algebra and geometry. 
· Week 5: Two-view geometry: Epipolar geometry, geometric characterization of the essential matrix, and the eight-point algorithm.
· Week 6: Camera calibration: Camera calibration from a rig. Uncalibrated epipolar geometry. Camera self-calibration.
· Week 7: Approximate camera models and their geometry: Orthographic, paraperspective, and affine projections. 3-D reconstruction from approximate camera models.
· Week 8: Nonlinear optimization techniques and outlier issues: Various techniques to improve the accuracy of 3-D reconstruction via nonlinear algorithms. Robust algorithms to reject outlying samples.
· Week 9:  Real Time Vision

· Week 10: Visual feedback

· Week 11: Active Vision

· Week 12:  Estimation and segmentation of hybrid subspace models: Introduction, applications, iterative (statistical) methods
· Week 13: Estimation and segmentation of hybrid subspace models: Algebraic methods, generalized principal component analysis (GPCA).
· Week 14: Estimation and segmentation of hybrid subspace models: Confluence of algebraic and statistical techniques, Robust GPCA.
· Week 15: :Project Report.
