Math. H110 Answers for Final Examination December 19, 1998 6:53 pm

Thisisan OPEN BOOK EXAM to which you may bring any papers and textbooks. Solve as many problems as you
can in three hours. If aproblem seemstoo hard, come back to it after trying another. Complete solutions earn far
more credit than partial or defective solutions, so take your time and take painsto get them right. On each page you
hand in for agrade you must put your name and the number(s) of the problem(s) solved thereon to get credit.

Problem 0: Give concrete numerical examples of three systems Ax = b of linear equations, one
system under-determined, a second system over-determined, and athird both over- and under-

determined, inwhich all elementsof A and b arenonzero. (“ Over-determined ” means some
of the system’s equations are redundant. “ Under-determined ” means solutions are not unique.)

Solution 0: A=[1,1] and b=[1] for under-determined. A=b = H for over-determined.

A= & ﬂ and b= m for both over- and under-determined.

Problem 1. Acting upon the linear space of polynomialsof degreeat most 3, thelinear operator
D maps apolynomial to its derivative. What is Jordan’s Normal Form of D ?

Solution 1: These polynomiasform a 4-dimensional space. 0100
Since D*=0#D?, Jordan'sNormal Form of D is 88;2 .
0000

Problem 2: K isalinear operator. If KX isabasisfor Range(K) and Z isabasisfor
Nullspace(K) , then [X, Z] isabasisfor Doman(K) . Proveit.

Solution 2: Check dimensions first:

Dimension(Range(X)) = dimension(Range(K X)) = dimension(Range(K))
since KX isabasisfor Range(K). Since

dimension(Range(K)) + dimension(Nullspace(K)) = dimension(Domain(K)) ,
the number of ( column) vectorsin [X, Z] isat least dimension(Domain(K)) . All that isleft to
doto provethat [X, Z] isabasisisto show that the vectorsin it are linearly independent. So
suppose Xu +Zv =0; then KXu+KZv=KXu =0 toosince Z isabasisfor Nullspace(K) .
But KX isabasis, so u=0. Therefore Zv =0, which means v =0 too. Thereforethe
vectorsin [X, Z] areindependent; they form abasisfor Domain(K) .

Problem 3: Prove Ptolemy'sinequality : |[z=x||-lIyll £ [ly=xXII-l[zl| + [lz=y||-|Ix|]| for any three
nonzero vectors X, y, z inan Euclidean space, with equality just when x/|[x|[?, y/|ly|l? and
Zl||z|? liein that order on astraight line.

Solution 3: Into the Triangle Inequality |[z—x|| < |ly—X|| + |z=y|| for X :=x/|Ix|[? etc., substitute
Iy - XII2 = 1[IxII2 - 2< y/(IxI1HyID? + VylP = y-xIAxIHvID)? , ete.

Equality in the triangle inequality occurs just when X, y, z lieinthat order on a straight line.

Prof. W. Kahan Page 1

Thic Aaniimant wwiae rrastad wiith Cramallalar A N A



Math. H110 Answers for Final Examination December 19, 1998 6:53 pm

Problem 4: Given 2x2 real matrix L = P 0} exhibit areal orthogonal Q suchthat LQ = QLT.
pu

e
Solution 4: Q= p—”z_)‘z = Q" = Q! unless p=A41=0, inwhichcaseset Q:=1.
NA-W) e ( Thefirst column of Q must be an eigenvector of L .)

Problem 5: Suppose E isthe matrix of alinear operator that maps one Euclidean spaceto

another in such away as preservesangles; i.e., cos(/(Ex, Ey)) = cos(/(x, ¥)) := x"y/(|[x|||lyl]) for
all nonzero column vectors x and y. Must E have orthogonal columns all of the same
Euclidean length? Explain why.

Solution 5: Yes, and hereiswhy: Set M :=ETE=MT ; thenall nonzero x and y must satisfy
(y"Mx)%(y™My x"Mx) = (y"™x)?/(yTy x"x) . Therefore y"Mx =0 if and only if y'x=0. Since
thisistruefor every yT, oneof Fredholm’'sAlternatives impliesthat Mx = ux for some scalar
M which may, for all we know so far, vary with x . Sincethisistruefor every x, every
nonzero x isaneigenvector of M, whichimpliesthat M = pul . Therefore E'E= ul, and

1 >0 because 0<||Ex|?=x"ETEx = px'x, so E’'s columns are orthogonal with length V..

Alternative solution 5: Let u; bethe j-th column of theidentity matrix so that Eu; isthe j-th
columnof E. Ey; isorthogonal to Eu, whenever j#k because y; isorthogonal to u, . And
Eu;+Euy isorthogonal to Eu—Euy for asimilar reason; this makes ||Euj|| = [[Euy] -

Problem 6: Linear operator L mapsone Euclidean vector space to another; what isthe
maximum valuetaken by uTLv as u and v runover al unit-vectors (u'u=viv=1)7?

Solution 6: Themaximumof u'Lv over all unit-vectors u and v isthe biggest singular value
i of L. Thisisso because orthonormal coordinate systems can be chosen in the domain and
target spacesof L that represent it by adiagonal matrix L of singular values, and then
(uTLv)2<u'u(Lv)TLv (by Cauchy’s inequality — seethe previous problem) is maximized
when u and v each hasjust one nonzero component (1) inalocation corresponding to the
biggest singular value(s) .

Alternative solution 6: Assume L # O lest the problem betrivial. Let H := ﬁ L

]By
L' O

definition, the nonzero singular valuesof L arethe positive eigenvalues of H . An orthonormal
basis can be chosen to represent H by adiagona matrix of H'’s eigenvalues; then for every

y # 0 wefind that yTHy/yTy isaweighted average of those eigenvalues maximized when y has
one nonzero component for the biggest eigenvalue, and then this maximum yTHy/y'y isthe

biggest singular valueof L . Let yT=[uT,v'] and p:=y Hy/y'y =2uTLv/(uTu +v'v) bethe
maximizing vector and maximized value. Replacing u by u/vu'u and v by v/v¥v'v increases

i unless u'u=v'v, sothismust aready hold. Again, max u'Lv = .
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Problem 7: The 3-by-3 nilpotent matrix N satisfies N®= 0O # N?. The set of all matrices P
that commute with N (they satisfy NP=PN ) constitutes a subspace in the 9-dimensional
space of 3-by-3 matrices, what isthe subspace’s dimension, and why?

Solution 7: The subspace’'sdimensionis 3 and hereiswhy: Choose a coordinate system that
exhibits N inits Jordan Normal Form, whichisone 3-by-3 Jordan block. Thenitiseasy to
show that P must be aquadratic polynomial in N by solving NP=PN for P element by
element from lower left by diagonals to upper right in that coordinate system.

Problem 8: Explain why the identity {CB O} = P CMO OH' ‘C} implies that the matrix
B O o1l B BC/lO |

products BC and CB, if both exist, have the same nonzero eigenvalues. If B and C are
squaretoo, BC and CB have the same eigenvalues; then must BC and CB be Smilar too?

Say why. Try simple exampleslike B =[1,0] and C= m before jJumping to conclusions.

Solution 8: If both exist, BC and CB must be square though perhaps of different dimensions.
-1
Theidentity isa Smilarity because {' ﬂ = {' ‘ﬂ , SO {CB O} and {O O} have the same
ol o I B O B BC

eigenvalues.These eigenvalues are zeros and the eigenvalues of CB, or of BC ; therefore CB
and BC have the same nonzero eigenvalues. But they are not necessarily similar, not even if

they have the same dimensions. For exampletake B = E j and C= Ll) j tofind BC=BzO

but CB=0. (However, if B and C aresquare and either isinvertiblethen BC is Similar to
CB=B}BC)B )

Problem 9: Suppose H and W—-H are real symmetric positive definite matrices; why must
H™L—wW be positive definite too?

Solution 9: Since H ispositive definite, thereisacongruence that diagonalizes W and H
simultaneously; say H = c™hct and wW=c™vc for some diagonal matrix V. ( For
instance, the Choleski factorization of H=UTU and the eigensystem factorization of

U™ wu==0QvQT with Q"=Q? provide C=UQ.) Since W—H =C™}v-)Cc1 is
positive definite, soisitscongruent V-l , which means every diagonal element of V exceeds
1. Now HY=w=c(-vHCT ispositive definite because its congruent 1 =V is.

Alternative solution 9: Identity H™—wW== W W-H)W + WW-H)H L (W-H)w
expresses HL =W asasum of positive definite matrices and thus positive definite. Another
identity H1—=wW™= H(H?+ W-H)DTH workstoo but is harder to derive.
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Problem 10: Given matrices F, g, b and C, none of them square, show that a solution-pair
{u,n} of theequations FFFu—C'n=F'g and Cu=b, if any solution-pair exists, must

minimize the sum of squares (Fu—g)'(Fu—g) overall u constrainedby Cu=b. If this
constraint is not inconsistent, why must afinite solution-pair {u, n} aways exist?

Solution 10: Suppose {0, fi} isasolution-pair; it satisfies F'(Ft—g) = C'ii and Cl=b. Then
any other u satisfying the constraint Cu=b = C0 must have
(Fu-0) " (Fu—0) — (FO-0) T(FO—0) = (F(u-0) + FO—0) T (F(u-0) + Fi-g) — (FO-g) T(Fi-g)
= (F(u-0)) "F(u~0) + 2(Fo—g) TF(u—0)
= (F(u—0)) TF(u=0) + 2ATC(u—0)
= (F(u-0))TF(u-0) = 0.
Therefore the minimum value of (Fu—g)T(Fu—g) subject to the constraint Cu=b isachieved
when u=10.

Accordingto Fredholm’sAlternatives, the constraint Cu = b issatisfiable ( not inconsistent ) if
u = |Flg| is
n b

= [OT OT} . Thislast

and only if vTb=0 whenever vIC=0". Analogously, the equation FF '
c o

satisfiableif and only if wTFTg+vTh=0 whenever [,7 1 {FTF -
cC O

equation implies WTFTF—v'C=0" and w'C=0", whichimplies wWTFTFw=v'Cw =0,
which implies w'FT =o', whichimplies vIC=0", whichimplies vilb=0 whenthe
constraint is satisfiable, whichimplies w'F'g+ v b=0 and therefore finite solution-pairs
{u,n} must exist.

( This solution is closely analogous to the solution of the unconstrained Least-Squares problem.)
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The exam was deemed long enough that the next problem was not needed, but it isincluded here
just for the record.

Problem -1: A skew-symmetric bilinear operator W is defined for any linear functional
w'z0o" thus Wxy :=xw'y —yw'x = -Wyx . How doesthe Range of W compare with the
Nullspace of w', and why?

Solution -1: They arethe same; hereiswhy: Evidently w'Wxy =0 foral x and y, sothe
Range of W iscontained in the Nullspace of w' . On the other hand, for every z inthe
Nullspace of w' (sothat w'z=0), andforany v suchthat w'v#0 (sucha v must exist

because w' #0'), set u:=v/w'v toinferthat Wzu =z and hencethe Nullspace of w' is
contained inthe Range of W . Therefore the two subspaces are the same.
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