Math. H110 Answers for Final Examination December 21, 2000 3:56 pm

Thisisa CLOSED BOOK EXAM to which you may bring NO textbooks and ONE sheet of notes. Solve problem
1 first, and then as many subsequent problems as you can, in three hours. If a problem seemstoo hard, come back
to it after trying another. Complete solutions earn far more credit than partial or defective solutions, so take your
time and take pains to get them right. On each page you hand in for a grade you must put your name and the
number(s) of the problem(s) solved thereon to get credit.

1. What makes matrix notation so valuable, namely the ability to represent so many things by
matrices, can aso makeit confusing; the notation does not say what the matrix represents. A
real matrix L may represent, among other things, ...

*0: achange of coordinates (basis) inareal vector space,

*1: alinear map L from onereal vector space to another,

*2: alinear map L from one Euclidean vector space to another,

*3: alinear map L of areal spaceto itself,

*4: alinear map L from areal vector spaceto its dual space,

5: aquadratic form £(x) for vectors x ina non-Euclidean real space, or

*6: aquadratic form £(x) for vectors x inan Euclidean space.
Changes of coordinates in the relevant space(s) affect L differently in each case; for each case
explain how, and describe (without proof) as many asyou can of the attributes of L unaltered
by such changes.

Solution: Let the nonsingular matrices E and F represent changes of coordinates, and let L
be the matrix that represents, after changes of coordinates, whatever L represented before.

1+0: If B isonebasisfor avector space, BL asecond, and (BL)E =BL athird, it could
have been reached directly from thefirst basisby using L :=LE. All that L and L need have
in common are their dimension and the nonvanishing of their determinants.

1-1: If L mapsavector space with basis B to another space with basis C then L is

represented by the matrix L := CILB because Cy =y =Lx =LBx for column-vectors x
and y that satisfy y =Lx. Changing basesfrom B to BE andfrom C to CF changes L

to L:=F1LE. Thisisan Equivalence; it hasto preserve only dimensions and rank.

1+2: If L mapsone Euclidean space with orthonormal basis B to another with orthonormal
basis C, changesto new orthonormal bases BE and CF that preserve the root-sum-squares

formulafor length must be accomplished by orthogonal matrices: ET =E* and FT = F L.

Such changes of bases change the matrix L := C™ILB that represents C1LB to L :=F1LE.
Thisisan Orthogonal Equivalence; it hasto preserve only dimensions and singular values.

1+3: If L maps avector space with basis B toitself, L isrepresented by matrix L := B™LB.

Changing to anew basis BE changes L to L := E"XLE. This Smilarity need preserve only
the Jordan Normal forminwhich the order of Jordan blocksisimmaterial. Because L is
real, complex eigenvalues and eigenvectors, if any, comein complex conjugate pairs which
can be exhibited without any complex arithmetic by thereal Jordan Normal form with 2-by-2
real blocks on the diagonal instead of 1-by-1 complex eigenvalues.
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1+4: If L mapsarea vector space with basis B toitsdual, wherethedua basisis B, the
scalar-value of the bilinear form Lxy , acting linearly upon each vector x =Bx and y =By,
is obtained from their column vectors of coordinates and amatrix L that represents L thus:

Lxy =(Lx)"y. Toobtain L given L , substitute various unit column-vectorsfor x and y .
Changing to anew basis BE changes x to X :=Ex, y to y:=Ely, and L to
L:=ETLE, sothat Lxy =(LX)"y too. This Congruence relation between L and L isan
equivalence, so it preservesthe dimension and rank of L aswell asthe Sgnature of its
symmetric part (LT+L)/2; see 1¢5.

1-5: The quadratic form £(x) isobtained, for vectors x = Bx in areal spacewith basis B,
from the column X that represents x and amatrix L that represents £ thus: £(X) = X'LX .

Only the symmetric part (LT+L)/2 of L matters here, sowe might aswell assume they are the
same. Toobtain L given £, proceed asin 14 from the symmetric bilinear form defined by
Lxy := (E(x+y) — £(x—y))/4 . Changing to anew basis BE changes L to L :=E'LE and
preservesits dimension, symmetry and signature (the numbersof L’s positive, negative and
zero eigenvalues — see 1+6).

1+6: Continuing from 15, if the spaceis Euclidean the change from one orthonormal basis

B to another, BE, requiresthat E beorthogonal: E" = E™*. Now the congruence L = E'LE
isan Orthogonal Smilarity that preservesthe eigenvalues, all real, of symmetric matrix L .

2: Supposethat F=LCR' inwhich L, C and R al havethe samerank and C issquare and
invertible. Explainwhy LT=(LTL)LT, RT=(R'TRIR" and FT=R'TCILT.

Explanation: Not “ (A-B)T=BTAT”, whichisoftenfase; try ((uv")(wx")T. Theformulas
for LT and RT follow from the observationthat L, C and R all have the same number of
columns, and that number istheir rank, so (...) Vs exist. Let G:=R'TCILT. Since C and
R'IR=L =1 havethe samedimensions, GF=RITCILTLCRT =RTR" =RR' = (GF)T .
Similarly FG=LL"=(FG)". Then FGF=LL'LCRT =F, andsimilarly GFG=G.
Therefore G satisfies all four equations that determine the Moore-Penrose Pseudo-inverse Fr
of F uniquely.
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3. Given constants Ho, Uy, Mz @nd Hg# 0 Set Xpeq i= HoXp + HiXpg + HpXpo + HaXpg for
n=3,4,5, ... inturn. Show for al these n that, regardiessof x,, X;, X, and Xs,

Xp+3 Xn+2 Xn+1 Xn
det(|*n+2n+1 *n *n-11)/(qu5)" isindependent of n.
Xpe1 Xn Xpo1 %p-2
Xn Xp-1Xn-2 Xn-3 Mo 1 00
Proof: Let X3 bethematrix in the determinant, and set M :=|" g ; (1) . Thenitiseasy to
Ho
Hy 0 0 0

verify that X453 = X 40'M = X3:M" . Therefore det(X,3) = det(X3)-det(M™) = det(X3)-(—13)" .

4. An Unreduced Upper-Hessenberg Matrix isasquare matrix with no zeros on the first sub-
diagonal and zeros everywhere below it. The Jordan-Normal Form of a Derogatory matrix

has at |east two different Jordan-Blocks with the same eigenvalue. Are there any derogatory

unreduced Hessenberg matrices? Justify your answer.

Answer: No. Consider any derogatory N-by-N matrix B . It must have at least one
eigenvalue 3 for which B3l (which has the same rank asthe Jordan Normal form to which
itis Smilar) hasrank lessthan N-1 because two or more Jordan Blocks of B—3l have zeros
on their diagonals. But the first sub-diagonal of an unreduced N-by-N upper Hessenberg
matrix H isthediagonal of an (N-1)-by-(N-1) submatrix with nonzero determinant, which
implies rank(H—3) = N-1 for every scalar 3.

5: Inavector space, asetiscaled “Connected” if every two of its members are joined by
some continuous path consisting entirely of members of that set. In the space of all real N-by-
N matrices the orthogonal matrices do not form a connected set; prove this, and aso prove that
the N-by-N complex unitary matrices do form a connected set.

Proof: Since det(...) isacontinuous function of its argument, and since every real orthogonal
matrix has determinant +1 or else —1, the two kinds of orthogonal matrices cannot form one
connected set.

Now let P=P*1 beany N-by-N unitary matrix; it hasa Schur decomposition P = QUQ*
inwhich Q isunitary and U isupper-triangular. However, it iseasy to verify that U* = U™
must be simultaneously upper- and lower-triangular, and istherefore a diagonal matrix which
can be written U = exp(1H) for somereal diagonal H and 1=V(-1). For 0spu<1 set

P(1) = Qexp(itH)Q* to describe a continuous path from P(0) =1 to P(1) = P. Given any two
unitary N-by-N matrices B and C , set P:=B*C to obtain acontinuous path BP(1) from
B =BP(0) to C=BP(1). End of proof.

(More generaly, theinvertible matrices form a connected subset among N-by-N complex matrices, but not
among real. Can you see why?)
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6: The Schur Complement of the scalar 3 in the complex square matrix B := {B rlj is
c

E:=F—cr*/R. Here r* isthe complex conjugate transpose of r. Now, assuming that

Re{ z#Bz/z*z} = u > 0 for every nonzero complex vector z of the appropriate dimension,
prove that the sameistruewith E inplaceof B. (Hint: Try areal non-symmetric matrix B
andreal z first.) What does that assumed inequality imply about the diagonal elements of the
upper-triangular factor U inthe factorization B =L-U with a unit-lower-triangular L ?

Proof: For any scalar 1t and nonzero vector z of the appropriate dimension, define

z
Re{ f} =1 no matter how 1T and z are chosen. In particular Re{f3} = > 0. Consequently
7*Ezlz*z= (z*Fz—z*cr*2IR) Iz z = (1 + [¥z*2) f(T, 2) — (Bt + r* Z)(Bret + z*c)/(Rz*Z) . Now
set 11:=—*z/B or ((z*c/R)* tofindthen z*Ez/lz*z = (1 + [M¥/z*2)f(m, Z) , soitsreal part can
benolessthan p, asclamed. Thisinequality impliesthe same inequality for every diagonal
element of the upper-triangular factor U, thefirst of whichis 3 and the rest are the upper-left

corner elements of successive Schur complements. Compare the class notes on “Diagonal
Prominence’.

f(m 2) := [, z*]B H [(m? + z¢2) = (Rn? + 1 r*z + Tz* ¢ + z*F2)/(IMf + z*2) , noting that

7: P and Q are Orthogonal Projectors from an Euclidean Space into itself; this means that
PT=P=P? and Q" =Q=Q?. Thenorm |...|| isthe biggest singular value. Provethat ...
a) PQl=1.
b) If Rank(P) # Rank(Q) then ||P-QJ||=1, but not conversely.
c) If ||P-Q||<1 then Rank(P)=Rank(Q) and

no nonzero vector in Range(Q) isorthogonal to Range(P) .
d) Theconverseof (c). (Thisisharder.)

Proof 7(a): Since P-Q isrea symmetric, itssingular values are the magnitudes of its
eigenvalues. All the eigenvalues of positive semidefinite P are zeros or ones, and likewise for
Q; therefore no eigenvalue of P—Q canexceed 1, nor fall below —1. Therefore ||P-Q||< 1.

7(b): If, say, Rank(P) > Rank(Q) , then Range(P) and Nullspace(Q) must have a nonzero
intersection since their dimensions add up to more than the dimension of the space; therefore
Qx=0#Px=x for some x inthatintersection, and 1-||x|| = |IP-QI|I-|[X|l = [[(P-Q)X|| = ||x|| # O
and consequently ||P-Q|| =1 . The converseisuntrue because ||P-Q|| =1 for projectors

P:H and Q:M that have the samerank 1.

01

Proof 7(c): Let q=Qq# 0 beany nonzero vector in Range(Q) . Now, Pq=P'q=o0 if q is
orthogonal to Range(P) , and then [|P-Q|[[ql| = [|(P-Q)all = [lal| # O so ||P-Q||=1; therefore
if ||P-Q||<1 nononzero q in Range(Q) can be orthogonal to range(P) , and vice-versa
(swapping Q and P), and Rank(P) = Rank(Q) because of part (b).
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7(d): Conversely, suppose ||P-Q||=1. Then (P-Q)x =+x # o0 for at |east one eigenvector
X . There are now two casesto consider: Inthefirst case (P-Q)x =—x andthen Px =0 and
X =Qx # 0 because 0< |IPx|?=x"Px =x"Qx —x'x < x"x —x"x = 0; this x must bein
Range(Q) and orthogonal to Range(P) . In the second case (P-Q)x = +x and then similarly
Qx=0 and x =Px#0; thismeansthat Range(P) and Nullspace(Q) have a nonzero
intersection. Thiscan occur if Range(Q) isaproper subspace of Range(P) , in which case
Rank(P) > Rank(Q) , and then no nonzero vector in Range(Q) need be orthogonal to
Range(P) . But otherwise, when r := Rank(P) = Rank(Q) too in the second case, then also
n := Nullity(P) = Nullity(Q) , and then
0 = n+r—Dim(Range(P)) — Dim(Nullspace(Q)) ( n+r = Dim(whole space) )
< n+r — Dim(Range(P)) — Dim(Nullspace(Q)) + Dim( Range(P) n Nullspace(Q) )

= nv+r — Dim( Range(P) + Nullspace(Q) ) = Dim( (Range(P) + Nullspace(Q))")

Dim( Range(P)”n Nullspace(Q)") = Dim( Nullspace(P)n Range(Q) ) .
Therefore some vector in Range(Q) isorthogonal to Range(P) , as claimed.

Prof. W. Kahan Page 5 /5



