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Chig¢'sTrick for Linear Equations with Integer Coefficients

Gaussian Elimination solvesasystem Ax = b of linear equationsfor x by asequence of rational
operations ( +,—, -, /) during which rounding errors occur unless some extra effort is put into
performing the arithmetic exactly. This effort may be worthwhile if the data [A, b] isknown
exactly, particularly if the data consists entirely of integers. In this case the arithmetic generates
rational numbers stored as pairs of integers “ inlowest terms” (i.e. with no common divisor ).
Reduction to lowest terms is time-consuming but necessary to prevent the pairs of integers from
growing enormously too wide, and it reveals a curious phenomenon: the divisor integers take
relatively few distinct values. Chid's trick exploits this phenomenon to perform elimination
using exclusively integer arithmetic with integers scarcely bigger than they have to be.

Sinceitsappearancein 1853 Chid's trick has been rediscovered repeatedly ( once by the Rev.
C.L. Dodgson who wrote Alicein Wonderland and other amusements under his pen-name
“Lewis Carroll” ) and often with incomplete, incorrect or extremely complicated proofs of
validity. Let’'s see whether these notes can do better.

Gaussian Elimination as Triangular Factorization

Nowadays many texts explain the relation between Gaussian Elimination and the Triangular
Factorization PA = LU wherein P isapermutation matrix that takes account of “Pivotal” row
exchanges, L is “Unit Lower Triangular” (ithas 1’'s onitsdiagona ), and U isupper
triangular. Although P isaproduct of row exchanges performed as they are determined during
the elimination process, we can imagine that they had been applied in advance to produce a
matrix PA whose linearly dependent rows, if any, areitslast. Itiscustomary to take for granted
also that the linearly dependent columnsof PA , if any, areitslast few, ascan be arranged by
reordering columnsif necessary. Inshort, all except perhapsthe last few of the leading principal
submatricesof PA are assumed invertible; otherwise the factorization PA = LU becomes either
impossible or non-unique.

Our treatment of Chid's trick isalso simplified by the assumption that all except perhaps the last
few of the leading principal submatricesof A areinvertible. Thissimplification istantamount to
the application in advance of whatever row and/or column exchanges would otherwise be found
during Chid’s elimination process to be necessary to ensure the assumption’svalidity; thisis not
asignificant restriction so far as matrix computations are concerned. However, thisrestriction
does prevent our treatment of Chid's trick from being applied directly to explain how asimilar
trick works during the computations of greatest common divisors of pairs of polynomials, and the
computations of continued fraction expansions of rational functions.

Our treatment begins with a representation for the intermediate stages reached during the process
of Gaussian elimination or, equivalently, triangular factorization. Foreach k=1, 2,3, ...,

after thefirst k unknowns kave been eliminated from all but thefirst k of the equations Ax =b,
the remaining equations take the form Sz, = g, wherein z, isobtained from x by deleting its

first k components, and S, isa Schur Complement derived from A by partitioning as follows:
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Here V| =L, U, isthefirst principa k-by-k submatrix of A ; itstriangular factorsare L, and

C, Hy h, O S g,

[A, b] = {Vk Ry rﬂ _

Uy Uk gk] _

Uy . The existence of Vk‘l isassured by our simplifying assumption, which also ensuresthe
existence of the factorization V| =L, U, . Because L isunittriangular, det(L,) =1 and we

find det(U,) = det(L,)det(U,) = det(L,U,) = det(V,) 0, so U, * existsand U, 2L, =V, L.
Also T, := G U and [Uy, 9] := Ly Ry rid . The Schur complement of V. in A is S
determined from [S, gi] := [Hy, hy —Cka‘l[Rk, nd - (Checkitall out!)

What happenswhen k advancesto k+1? L, becomestheleading (k+1)-by-(k+1) principal
submatrix of Ly, , and Uy doeslikewisefor U, . Therestisbest explained by partitioning

T
Bk Pk T
A Wi wy

[Se g =

First 3 becomesthelast element Uyyq 41 Of Uyyq; therest of thelast columnof Uy,; comes
from thefirst column of Uy . Therest of [Uy, g¢] becomesthefirst k rowsof [Uy,q, Oks1l »

whose last row comes from [ka, 1] . Thelastrow of L,,q isformed by appending 1 to the
first row of Ly, whoseremaining rowsformthefirst k columnsof L., whoselast columnis

/R . Finally another pass of elimination produces the recurrence
[Skras Gieal = [Wie, Wil = (G/BIIP, TR -

VERIFY THE FOREGOING PARAGRAPH TO CONFIRM YOUR UNDERSTANDING
OF THE PROCESSES OF ELIMINATION AND TRIANGULAR FACTORIZATION

For future reference note that 3 = Uy 41 = det(Uyyq)/det(Uy) = det(Vy,q)/det(Vy) .

Since V, 1 =Adj(Vy)/det(Vy) , weseethat S = Hy — C Adj(Vy) R/det(V,) isarational

function of the elements of A with common' denominator det(Vy) . Therefore all elements of
[Ty, W == det(V)[S, ged = det(Vi)[Hy, hid = CAdj(Vy) [Ry 1]

are polynomiasin the elementsof A, and the reduced equations Sz, = g are equivalent to

equations T,z = u, al of whose coefficientsare, likethoseof [A, b], integers.

Thisiswhat Chi@’s trick does, but not directly. If we tried to compute polynomials T, and uy

directly using only additions, subtractions and multiplications, but no divisions, the arithmetic
work would grow horrendously with k. Chid’s trick works faster by using divisions too.

T Footnote: Though V.t = Adj(V,)/det(V,) and S = H, — C,Adj(V,) R/det(V,) arerational functions “ of the
elementsof A with common denominator det(V,)” someelementsof V™ and S, may, after reduction to lowest
terms, have denominatorsthat properly divide det(V,) . Thiscertainly happenswhen V\ istriangular, for instance.
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Chid's Trick

Itisan algorithmthat, foreach k=1,2, 3, ... inturn, shall be shown to compute the coefficients
[Ty, u,] of aset of equations Tyz, = u, with the same solution z, asthereduced set Sz, = gy
obtained from Gaussian Elimination, but the elementsof T := det(V,)S, arepolynomialsinthe

elementsof A instead of rational functions like the Schur complement S, = Hy, — C V| 1Ry .
L et us disregard the right-hand side columns b, hy, 1y, Ok, dk, Uk for the time being since they’re
just aong for theride.

Chid's agorithm defines a sequence of matrices A, with elements gy thus:
q0)00 = H(o) = 1; _ _
A=A s0 qqyj:=g;j foral i>0and j>0;
for k=1,2,3,... inturn,
ak+1)ij = (AgkkBkij — )ik ki M ak-1)k-1)k-1) foral i>k and j>k.
Of course, the algorithm would fail if any gy_1)k-1)k-1) =0, o thiswill have to be proved
impossible because of our simplifying assumption about invertible leading principal submatrices.

.
Hag M o

Partitioning A = provides a compact description of Chid’s algorithm:

Fio Mo
A1) = (MM ag = Faom” o Wiy -

Our inductive proof of its effectiveness begins with the induction hypotheses that iy = det(V)

and that A(k) = u(k_l)Sk_l = Tk-l , i.e., that

T T
Hig M | = Hk-1) Br_1 P k-1]
foo M Oe_1 Wy_a

Theseholdat k=1 because P =1 and Ay =A=Sy, SO W) = KR =21 = det(V1) 20.
Now suppose the hypotheses hold for k=1, 2, ..., K andrecall from “ future reference” that
By = det(V)/det(Vk_1) = Hky/Hk-) - Then
A(K+l) = ( H(K)M(K) —f(K)mT(K) )/U'(K—l) from Chié's algorithm,
= Pk-1)( BeeaWk1 — Ok_1P k1) from the second induction hypothesis,
= Kk (Wk_g — (k! BK—l)pTK—l) because 33 = My Hk-1) »
= W) Sk = Tk fromtherecurrencefor S and definition of Ty .

This confirms the second induction hypothesisfor k = K+1, from which the observation that
Hk+1) = Kk = det(Vk4q) confirmsthefirst. End of proof.

To deal with the right-hand side columns b, ..., uy justdounto [A, b] whatever row operations
Chié’'s agorithm doesunto A . Thus Chid’'s agorithm reduces the given linear system Ax =D
through a sequence of ever smaller systems T,z = u, whose elements are polynomials in the

data [A, b] ; infact [Ty, u] = det(Vi)[Hk, hi] — CAdi(V)) [Ry, r ] isof total degree k+1 . If

the division by 1) were omitted from Chid's algorithm, the total degree would be 2K

instead. Thisiswhy, when k isbig, Chid's trick savesalot of work during exact computation
with integers or symbolic algebraic data.

Prof. W. Kahan Page 3



