Math. 110 Two Problems February 20, 2002 12:15 pm

1. Must Triangular Matrices have Triangular Inverses ?

Thefirst problem was to show why every triangular matrix has a triangular inverse whenever
the inverse exists. The following demonstration goes by induction. The claim is obviously true
for 1-by-1 triangular matrices (scalars). Suppose now for someinteger n= 1 that every n-by-

n upper-triangular matrix U has an upper-triangular inverse ut whenever it exists. Let U
beany (n+1)-by-(n+1) upper-trianglewith aninverse A . It must satisfy U-A =1, the (n+1)-
by-(n+1) identity. Partition each matrix in this equation conformally into submatrices thus:
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Here submatrices U, A and | are n-by-n, columns u,c and o are n-by-1, rows r’ and

o' are 1-by-n, and scalars |, 3 and 1 are 1-by-1. These submatrices satisfy
UA+ur’ =1, Uc+uR=o,
olA+pri=o", olct+uR=1.

Since o' isarow of zeros, thelast two equations simplify to pr’ =o' and uB=1. These

equations can both be satisfied only if p#0, whichisnecessary for U to exist; and then
B=2p and r'=0'. Then A=U" and c=-U"lu/u. Consequently

O1=A= {u‘l c]

o B

is upper-triangular because U™ is. This completes the induction for upper-triangles, showing
that the ones with nonzero diagonals have upper-triangular inverses. For lower-triangles we
transpose the equation U-A =1 toget AT.-0OT =T, which showswhy every lower-triangle UT
with a nonzero diagonal has alower-triangular inverse AT . Notetoo, from the relation

3=1/u, that two triangular matrices inverse to each other have diagonal elements respectively
reciprocals of each other.

2. When are Triangular Factorizations Unique ?

The second problem was to show that whenever a square matrix B =L-U hastriangular

factors, L unit-lower-triangular (with 1's onitsdiagonal) and U upper-triangular with all its
diagonal elements nonzero except perhapsits last diagonal element, then B determines L and
U uniquely. For this purpose assume first that the diagonal of U isaltogether nonzero, and
that another factorization B = L-U has been found, perhaps by adifferent method, with unit-

lower-triangle L and upper-triangle U . Theequation L-U=L-U implies L *L =U-U?;
here L1.L isthe lower-triangular product of lower-triangles, and U-U™ isan upper-triangle
similarly, so the products can be equal only if both are diagonal. Thismakes L-L =1 ; itis

the product of just the diagonal elements of Lt and L, whichare 1's. Therefore L =L ;
and it soon followsthat U =U too, which makesthe triangular factorization of B unique.

Now consider atriangular factorization when the upper-triangular factor’ s last diagonal element
iszero. For this purpose let uswrite
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inwhich ¢, o and u arecolumns, b", r" and o' arerows, andthe o's contain zeros. This
triangular factorization’ s submatrices satisfy

B=LU, c=L-u,

bT=rT.U, B=rT.u+0.
We have seen that the equation B = L-U determines unit-lower-triangle L and upper-triangle
U uniquely when all diagonal elementsof U are nonzero, asisassumed here. Then column

u=LLc androw r" =b"-U™ are determined uniquely tooby ¢ and b, asisthe upper-

triangle’slast diagonal element B—rT-u. That it happens to vanish does not alter the
uniqueness of the triangular factorization up to this point.

The nonuniqueness or nonexistence of LU triangular factorization when any but the last
diagonal element of U vanishesisillustrated by examples: First isanonunique factorization

123 100 (123
2 410 —1|210/'|004
o0pu

3 630 381
inwhich p:=21-4R. The second example,

B

has no triangular factorization.
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