Abstract. We propose a randomized second-order method for optimization known as the Newton Sketch: it is based on performing an approximate Newton step using a randomly projected Hessian. For self-concordant functions, we prove that the algorithm has super-linear convergence with exponentially high probability, with convergence and complexity guarantees that are independent of condition numbers and related problem-dependent quantities. When implemented using randomized projections based on a sub-sampled Hadamard basis, the algorithm typically has substantially lower complexity than Newton’s method. We also describe extensions of our methods to programs involving convex constraints that are equipped with self-concordant barriers. We discuss and illustrate applications to linear programs, quadratic programs with convex constraints, logistic regression and other generalized linear models, as well as semidefinite programs.
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1. Introduction. Relative to first-order methods, second-order methods for convex optimization enjoy superior convergence in both theory and practice. For instance, Newton’s method converges at a quadratic rate for strongly convex and smooth problems. Even for functions that are weakly convex—that is, convex but not strongly convex—modifications of Newton’s method have super-linear convergence (for instance, see the paper [39] for an analysis of the Levenberg-Marquardt Method). This rate is faster than the $1/T^2$ convergence rate that can be achieved by a first-order method like accelerated gradient descent, with the latter rate known to be unimprovable (in general) for first-order methods [27]. Yet another issue in first-order methods is the tuning of step size, whose optimal choice depends on the strong convexity parameter and/or smoothness of the underlying problem. For example, consider the problem of optimizing a function of the form $x \mapsto g(Ax)$, where $A \in \mathbb{R}^{n \times d}$ is a “data matrix”, and $g : \mathbb{R}^n \to \mathbb{R}$ is a twice-differentiable function. Here the performance of first-order methods will depend on both the convexity/smoothness of $g$, as well as the conditioning of the data matrix. In contrast, whenever the function $g$ is self-concordant, then Newton’s method with suitably damped steps has a global complexity guarantee that is provably independent of such problem-dependent parameters.

On the other hand, each step of Newton’s method requires solving a linear system defined by the Hessian matrix. For instance, in application to the problem family just described involving an $n \times d$ data matrix, each of these steps has complexity scaling as $O(nd^2)$ assuming $n \geq d$ without loss of generality. For this reason, both forming the Hessian and solving the corresponding linear system pose a tremendous numerical challenge for large values of $(n, d)$—for instance, values of thousands to millions, as is common in big data applications. In order to address this issue, a wide variety of different approximations to Newton’s method have been proposed and studied. The general class of quasi-Newton methods are based on estimating the inverse Hessian using successive evaluations of the gradient vectors. Examples of such quasi-Newton methods include DFP and BFGS schemes as well their limited memory versions; see the book by Wright and Nocedal [38] and references therein for further details. A disadvantage of such first-order Hessian approximations is that the associated convergence guarantees are typically weaker than those of Newton’s method and require stronger assumptions.

In this paper, we propose and analyze a randomized approximation of Newton’s method, known as the Newton Sketch. Instead of explicitly computing the Hessian, the Newton Sketch method approximates it via a random projection of dimension $m$. When these projections are carried out using the fast Johnson-Lindenstrauss (JL) transform, say based on Hadamard matrices, each iteration has complexity $O(nd\log(m) + dm^2)$. Our results show that it is always sufficient to choose $m$ proportional to $\min\{d, n\}$, and moreover, that the sketch dimension $m$ can be much smaller for certain types of
constrained problems. Thus, in the regime \( n > d \) and with \( m \approx d \), the complexity per iteration can be substantially lower than the \( O(nd^2) \) complexity of each Newton step. For instance, for an objective function of the form \( f(x) = g(Ax) \) in the regime \( n \geq d^2 \), the complexity of Newton Sketch per iteration is \( O(nd \log d) \), which (modulo the logarithm) is linear in the input data size \( nd \). Thus, the computational complexity per iteration is comparable to first-order methods that have access only to the gradient \( A^T g'(Ax) \). In contrast to first-order methods, we show that for self-concordant functions, the total complexity of obtaining a \( \delta \)-approximate solution is \( O(nd(\log d) \log(1/\delta)) \), and without any dependence on constants such as strong convexity or smoothness parameters. Moreover, for problems with \( d > n \), we provide a dual strategy that effectively has the same guarantees with roles of \( d \) and \( n \) exchanged.

We also consider other random projection matrices and sub-sampling strategies, including partial forms of random projection that exploit known structure in the Hessian. For self-concordant functions, we provide an affine invariant analysis proving that the convergence is linear-quadratic and the guarantees are independent of various problem parameters, such as condition numbers of matrices involved in the objective function. Finally, we describe an interior point method to deal with arbitrary convex constraints, which combines the Newton sketch with the barrier method. We provide an upper bound on the total number of iterations required to obtain a solution with a pre-specified target accuracy.

The remainder of this paper is organized as follows. We begin in Section 2 with some background on the classical form of Newton’s method, past work on approximate forms of Newton’s method, random matrices for sketching, and Gaussian widths as a measure of the size of a set. In Section 3, we formally introduce the Newton Sketch, including both fully and partially sketched versions for unconstrained and constrained problems. We provide some illustrative examples in Section 3.3 before turning to local convergence theory in Section 3.4. Section 4 is devoted to global convergence results for self-concordant functions, in both the constrained and unconstrained settings. In Section 5, we consider a number of applications and provide additional numerical results. The bulk of our proofs are in given in Section 6, with some more technical aspects deferred to the appendices.

2. Background. We begin with some background material on the standard form of Newton’s method, past work on approximate or stochastic forms of Newton’s method, the basics of random sketching, and the notion of Gaussian width as a complexity measure.

2.1. Classical version of Newton’s method. In this section, we briefly review the convergence properties and complexity of the classical form of Newton’s method; see the sources [38, 6, 27] for further background. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a closed, convex and twice-differentiable function that is bounded below. Given a convex and closed set \( C \), we assume that the constrained minimizer

\[
\begin{equation}
(2.1) \quad x^* := \arg \min_{x \in C} f(x)
\end{equation}
\]

exists and is uniquely defined. We define the minimum and maximum eigenvalues \( \gamma = \lambda_{\min}(\nabla^2 f(x^*)) \) and \( \beta = \lambda_{\max}(\nabla^2 f(x^*)) \) of the Hessian evaluated at the minimum.

We assume moreover that the Hessian map \( x \mapsto \nabla^2 f(x) \) is Lipschitz continuous with modulus \( L \), meaning that

\[
\begin{equation}
(2.2) \quad \|\nabla^2 f(x + \Delta) - \nabla^2 f(x)\|_\infty \leq L \|\Delta\|_2.
\end{equation}
\]

Under these conditions and given an initial point \( \tilde{x}^0 \in C \) such that \( \|\tilde{x}^0 - x^*\|_2 \leq \frac{\gamma}{2L} \), the Newton updates are guaranteed to converge quadratically—viz.

\[
\|\tilde{x}^{t+1} - x^*\|_2 \leq \frac{2L}{\gamma} \|\tilde{x}^t - x^*\|_2^2,
\]

This result is classical: for instance, see Boyd and Vandenberghe [6] for a proof. Newton’s method can be slightly modified to be globally convergent by choosing the step sizes via a simple backtracking line-search procedure.

The following result characterizes the complexity of Newton’s method when applied to self-concordant functions and is central in the development of interior point methods (for instance, see the books [28, 6]). We defer the definitions of self-concordance and the line-search procedure to the
following sections. The number of iterations needed to obtain a \( \delta \)-approximate minimizer of a strictly convex self-concordant function \( f \) is at most

\[
\frac{20 - 8a}{ab(1 - 2a)} (f(x^0) - f(x^*)) + \log_2 \log_2(1/\delta),
\]

where \( a, b \) are constants in the line-search procedure.*

**2.2. Approximate Newton methods.** Given the complexity of the exact Newton updates, various forms of approximate and stochastic variants of Newton’s method have been proposed, which we discuss here. In general, inexact solutions of the Newton updates can be used to guarantee convergence while reducing overall computational complexity [11, 12]. In the unconstrained setting, the Newton update corresponds to solving a linear system of equations, and one approximate approach is truncated Newton’s method: it involves applying the conjugate gradient (CG) method for a specified number of iterations, and then using the solution as an approximate Newton step [12]. In applying this method, the Hessian need not be formed since the CG updates only need access to matrix-vector products with the Hessian. These matrix vector products can also be approximated using finite differences of gradients (e.g., see [23]). While these strategies are popular, theoretical analysis of inexact Newton methods typically need strong assumptions on the eigenvalues of the Hessian [11]. Since the number of steps of CG for reaching a certain residual error necessarily depends on the condition number, the overall complexity of truncated Newton’s Method is problem-dependent; the condition numbers can be arbitrarily large, and in general are unknown a priori. Ill-conditioned Hessian system are common in applications of Newton’s method within interior point methods. Consequently, software toolboxes typically perform approximate Newton steps using CG updates in earlier iterations, but then shift to exact Newton steps via Cholesky or QR decompositions in later iterations.

A more recent line of work, inspired by the success of stochastic first-order algorithms for large scale machine learning applications, has focused on stochastic forms of second-order optimization algorithms (e.g., [33, 5, 7, 8]). Schraudolph et al. [33] use online limited memory BFGS-like updates to maintain an inverse Hessian approximation. Byrd et al. [8, 7] propose stochastic second-order methods that use batch sub-sampling in order to obtain curvature information in a computationally inexpensive manner. These methods are numerically effective in problems in which objective consists of a sum of a large number of individual terms; however, their theoretical analysis again involves strong assumptions on the eigenvalues of the Hessian. Moreover, such second-order methods do not retain the affine invariance of the original Newton’s method, which guarantees iterates are independent of the coordinate system and conditioning. When simple stochastic schemes like sub-sampling are used to approximate the Hessian, affine invariance is lost, since subsampling is coordinate and conditioning dependent. In contrast, the stochastic form of Newton’s method analyzed in this paper is constructed so as to retain this affine invariance property, and thus not depend on the problem conditioning.

**2.3. Different types of randomized sketches.** Our Newton sketch algorithm is based on performing a form of dimensionality reduction using random matrices, known as sketching matrices. Various types of randomized sketches are possible, and we describe a few of them here. Given a sketching matrix \( S \in \mathbb{R}^{m \times n} \), we use \( \{s_i\}_{i=1}^m \) to denote the collection of its \( n \)-dimensional rows. We restrict our attention to sketch matrices that are zero-mean, and that are normalized so that \( \mathbb{E}[S^TS/m] = I_n \).

**Sub-Gaussian sketches.** The most classical sketch is based on a random matrix \( S \in \mathbb{R}^{m \times n} \) with i.i.d. standard Gaussian entries, or somewhat more generally, sketch matrices based on i.i.d. sub-Gaussian rows. In particular, a zero-mean random vector \( s \in \mathbb{R}^n \) is 1-sub-Gaussian if for any \( u \in \mathbb{R}^n \), we have

\[
\Pr[\langle s, u \rangle \geq \epsilon \|u\|_2] \leq e^{-\epsilon^2/2} \quad \text{for all } \epsilon \geq 0.
\]

For instance, a vector with i.i.d. \( N(0, 1) \) entries is 1-sub-Gaussian, as is a vector with i.i.d. Rademacher entries (uniformly distributed over \( \{-1, +1\} \)). We use the terminology sub-Gaussian sketch to mean a random matrix \( S \in \mathbb{R}^{m \times n} \) with i.i.d. rows that are zero-mean, 1-sub-Gaussian, and with \( \text{cov}(s) = I_n \).

From a theoretical perspective, sub-Gaussian sketches are attractive because of the well-known concentration properties of sub-Gaussian random matrices (e.g., [10, 37]). On the other hand, from a

---

*Typical values of these constants are \( a = 0.1 \) and \( b = 0.5 \) in practice.
computational perspective, a disadvantage of sub-Gaussian sketches is that they require matrix-vector multiplications with unstructured random matrices. In particular, given a data matrix \( \mathbf{A} \in \mathbb{R}^{n \times d} \), computing its sketched version \( \mathbf{SA} \) requires \( \mathcal{O}(mnd) \) basic operations in general (using classical matrix multiplication).

**Sketches based on randomized orthonormal systems (ROS).** The second type of randomized sketch we consider is randomized orthonormal system (ROS), for which matrix multiplication can be performed much more efficiently. In order to define a ROS sketch, we first let \( \mathbf{H} \in \mathbb{C}^{n \times n} \) be an orthonormal complex valued matrix with unit magnitude entries, i.e., \( |H_{ij}| \in [-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}] \). Standard classes of such matrices are the Hadamard or Fourier bases, for which matrix-vector multiplication can be performed in \( \mathcal{O}(n \log n) \) time via the fast Hadamard or Fourier transforms, respectively. Based on any such matrix, a sketching matrix \( \mathbf{S} \in \mathbb{C}^{m \times n} \) from a ROS ensemble is obtained by sampling i.i.d. rows of the form

\[
s^T = \sqrt{m}e_j^T \mathbf{H}D \quad \text{with probability } 1/n \text{ for } j = 1, \ldots, n,
\]

where the random vector \( e_j \in \mathbb{R}^n \) is chosen uniformly at random from the set of all \( n \) canonical basis vectors, and \( D = \text{diag}(\nu) \) is a diagonal matrix of i.i.d. Rademacher variables \( \nu \in \{-1, +1\}^n \). Given a fast routine for matrix-vector multiplication, the sketch \( \mathbf{SM} \) for a data matrix \( \mathbf{M} \in \mathbb{R}^{n \times d} \) can be formed in \( \mathcal{O}(n d \log m) \) time (for instance, see the papers [3, 2, 14]). The fast matrix multiplication usually requires \( n \) to be a power of 2 (or power of \( r \) for a radix-\( r \) construction). However, in order to use the fast multiplication for an arbitrary \( n \), we can augment the data matrix with a block of zero rows and do the same for the square root of the Hessian without changing the objective value.

**Sketches based on random row sampling.** Given a probability distribution \( \{p_j\}_{j=1}^n \) over \( [n] = \{1, \ldots, n\} \), another choice of sketch is to randomly sample the rows of a data matrix \( \mathbf{M} \) a total of \( m \) times with replacement from the given probability distribution. Thus, the rows of \( \mathbf{S} \) are independent and take on the values

\[
s^T = \frac{e_j}{\sqrt{p_j}} \quad \text{with probability } p_j \text{ for } j = 1, \ldots, n
\]

where \( e_j \in \mathbb{R}^n \) is the \( j \)-th canonical basis vector. Different choices of the weights \( \{p_j\}_{j=1}^n \) are possible, including those based on the row \( \ell_2 \) norms \( p_j \propto \|M e_j\|^2 \) and leverage values of \( M \)—i.e., \( p_j \propto \|U e_j\|^2 \) for \( j = 1, \ldots, n \), where \( U \in \mathbb{R}^{n \times d} \) is the matrix of left singular vectors of \( M \) (e.g., see the paper [13]). When the matrix \( \mathbf{M} \in \mathbb{R}^{n \times d} \) corresponds to the adjacency matrix of a graph with \( d \) vertices and \( n \) edges, the leverage scores of \( M \) are also known as effective resistances which can be used to sub-sample edges of a given graph by preserving its spectral properties [35].

**Sparse JL Sketches.** For sparse data matrices, the sketching operation can be done faster if the sketching matrix is chosen from a distribution over sparse matrices. Several works developed sparse JL embeddings [1, 9, 19] and sparse subspace embeddings [25]. Here we describe a construction given by [25, 19]. Given an integer \( s \), each column of \( \mathbf{S} \) is chosen to have exactly \( s \) non-zero entries in random locations, each equal to \( \pm 1/\sqrt{s} \) uniformly at random. The column sparsity parameter \( s \) can be chosen \( O(1/\epsilon) \) for subspace embeddings and \( O(\log(1/\delta)/\epsilon) \) for sparse JL embeddings where \( \delta \) is the failure probability.

2.4. **Gaussian widths.** In this section, we introduce some background on the notion of Gaussian width, a way of measuring the size of a compact set in \( \mathbb{R}^d \). These width measures play a key role in the analysis of randomized sketches. Given a compact subset \( \mathcal{L} \subseteq \mathbb{R}^d \), its Gaussian width is given by

\[
\mathcal{W}(\mathcal{L}) := \mathbb{E}_g \left[ \max_{z \in \mathcal{L}} \|g, z\| \right]
\]

where \( g \in \mathbb{R}^n \) is an i.i.d. sequence of \( N(0, 1) \) variables. This complexity measure plays an important role in Banach space theory, learning theory and statistics (e.g., [32, 21, 4]).

Of particular interest in this paper are sets \( \mathcal{L} \) that are obtained by intersecting a given cone \( \mathcal{K} \) with the Euclidean sphere \( S^{d-1} = \{z \in \mathbb{R}^d \mid \|z\|_2 = 1\} \). It is easy to show that the Gaussian width of any such set is at most \( \sqrt{d} \), but the it can be substantially smaller, depending on the nature of the underlying cone. For instance, if \( \mathcal{K} \) is a subspace of dimension \( r < d \), then a simple calculation yields that \( \mathcal{W}(\mathcal{K} \cap S^{d-1}) \leq \sqrt{r} \).
3. Newton sketch and local convergence. With the basic background in place, let us now introduce the Newton sketch algorithm, and then develop a number of convergence guarantees associated with it. It applies to an optimization problem of the form \( \min_{x \in C} f(x) \), where \( f : \mathbb{R}^d \to \mathbb{R} \) is a twice-differentiable convex function, and \( C \subseteq \mathbb{R}^d \) is a closed and convex constraint set.

3.1. Newton sketch algorithm. In order to motivate the Newton sketch algorithm, recall the standard form of Newton’s algorithm: given a current iterate \( \tilde{x}^t \in C \), it generates the new iterate \( \tilde{x}^{t+1} \) by performing a constrained minimization of the second order Taylor expansion—viz.

\[
\tilde{x}^{t+1} = \arg\min_{x \in C} \left\{ \frac{1}{2} \langle x - \tilde{x}^t, \nabla^2 f(\tilde{x}^t) (x - \tilde{x}^t) \rangle + \langle \nabla f(\tilde{x}^t), x - \tilde{x}^t \rangle \right\}.
\]

In the unconstrained case—that is, when \( C = \mathbb{R}^d \)—it takes the simpler form

\[
\tilde{x}^{t+1} = \tilde{x}^t - (\nabla^2 f(\tilde{x}^t))^{-1} \nabla f(\tilde{x}^t).
\]

Now suppose that we have available a Hessian matrix square root \( \nabla^2 f(x)^{1/2} \)—that is, a matrix \( \nabla^2 f(x)^{1/2} \) of dimensions \( n \times d \) such that

\[
(\nabla^2 f(x))^{1/2} T (\nabla^2 f(x))^{1/2} = \nabla^2 f(x) \quad \text{for some integer } n \geq \text{rank}(\nabla^2 f(x)).
\]

In many cases, such a matrix square root can be computed efficiently. For instance, consider a function of the form \( f(x) = g(Ax) \) where \( A \in \mathbb{R}^{n \times d} \), and the function \( g : \mathbb{R}^n \to \mathbb{R} \) has the separable form \( g(Ax) = \sum_{i=1}^n g_i(a_i, x) \). In this case, a suitable Hessian matrix square root is given by the \( n \times d \) matrix \( \nabla^2 f(x)^{1/2} := \text{diag} \{ g_i''((a_i, x))^{1/2} \}_{i=1}^n A \). In Section 3.3, we discuss various concrete instantiations of such functions.

In terms of this notation, the ordinary Newton update can be re-written as

\[
\tilde{x}^{t+1} = \arg\min_{x \in C} \left\{ \frac{1}{2} \|
abla^2 f(\tilde{x}^t)^{1/2}(x - \tilde{x}^t)\|_2^2 + \langle \nabla f(\tilde{x}^t), x - \tilde{x}^t \rangle \right\},
\]

and the Newton Sketch algorithm is most easily understood based on this form of the updates. More precisely, for a sketch dimension \( m \) to be chosen, let \( S \in \mathbb{R}^{m \times n} \) be a sub-Gaussian, ROS, sparse-JL sketch or subspace embedding (when \( C \) is a subspace), satisfying the relation \( \mathbb{E}[S^T S] = I_n \). The Newton Sketch algorithm generates a sequence of iterates \( \{x^t\}_{t=0}^\infty \) according to the recursion

\[
x^{t+1} \in \arg\min_{x \in C} \left\{ \frac{1}{2} \|S^T \nabla^2 f(x^t)^{1/2}(x - x^t)\|_2^2 + \langle \nabla f(x^t), x - x^t \rangle \right\},
\]

where \( S^t \in \mathbb{R}^{m \times d} \) is an independent realization of a sketching matrix. When the problem is unconstrained, i.e., \( C = \mathbb{R}^d \) and the matrix \( \nabla^2 f(x^t)^{1/2}(S^t)T S^t \nabla^2 f(x^t)^{1/2} \) is invertible, the Newton sketch update takes the simpler form

\[
x^{t+1} = x^t - \left( \nabla^2 f(x^t)^{1/2}(S^t)T S^t \nabla^2 f(x^t)^{1/2} \right)^{-1} \nabla f(x^t).
\]

The intuition underlying the Newton sketch updates is as follows: the iterate \( x^{t+1} \) corresponds to the constrained minimizer of the random objective function \( \Phi(x; S^t) \) whose expectation \( \mathbb{E}[\Phi(x; S^t)] \), taking averages over the isotropic sketch matrix \( S^t \), is equal to the original Newton objective \( \Phi(x) \). Consequently, it can be seen as a stochastic form of the Newton update, which minimizes a random quadratic approximation at each iteration.

In this paper, we also analyze a partially sketched Newton update, which takes the following form. Given an additive decomposition of the form \( f = f_0 + g \), we perform a sketch of of the Hessian \( \nabla^2 f_0 \) while retaining the exact form of the Hessian \( \nabla^2 g \). This splitting leads to the partially sketched update

\[
x^{t+1} := \arg\min_{x \in C} \left\{ \frac{1}{2} \langle x - x^t, Q^t (x - x^t) \rangle + \langle \nabla f(x^t), x - x^t \rangle \right\},
\]
where $Q^t := (S^t \nabla^2 f_0(x^t)^{1/2})^T S^t \nabla^2 f_0(x^t)^{1/2} + \nabla^2 g(x^t)$.

For either the fully sketched (3.2) or partially sketched updates (3.4), our analysis shows that there are many settings in which the sketch dimension $m$ can be chosen to be substantially smaller than $n$, in which cases the sketched Newton updates will be much cheaper than a standard Newton update. For instance, the unconstrained update (3.3) can be computed in at most $O(md^2)$ time, as opposed to the $O(nd^2)$ time of the standard Newton update. In constrained settings, we show that the sketch dimension $m$ can often be chosen even smaller—even $m \ll d$—which leads to further savings.

### 3.2. Affine invariance of the Newton sketch and sketched KKT systems

A desirable feature of the Newton sketch is that, similar to the original Newton’s method, both of its forms remain (statistically) invariant under an affine transformation. In other words, if we apply Newton sketch on an affine transformation of a particular function, the statistics of the iterates are related by the same (statistically) invariant under an affine transformation. In other words, if we apply Newton sketch on a given constraint matrix $C$, we assume that the polytope $x \leq b$, and consequently the above $2 \times 2$ block matrix has rank at most $m + \text{rank}(C)$.

Now fix the random sketching matrix $S^t$ and consider the transformed objective function $\hat{f}(y) := f(By)$, where $B \in \mathbb{R}^{d \times d}$ is an invertible matrix. If we apply the Newton sketch algorithm to the transformed problem involving $\hat{f}$, the sketched Newton step $\Delta y_{\text{NSK}}$ is given by the solution to the system

$$
\begin{bmatrix}
(B^T \nabla^2 f(x^t)^{1/2})^T (S^t)^T S^t \nabla^2 f(x^t)^{1/2} & B^T C \nabla^2 f(x^t) \\
C B & 0
\end{bmatrix}
\begin{bmatrix}
\Delta y_{\text{NSK}} \\
\hat{w}_{\text{NSK}}
\end{bmatrix}
= \begin{bmatrix}
B^T \nabla f(x^t) \\
0
\end{bmatrix},
$$

which shows that $B\Delta y_{\text{NSK}} = \Delta x_{\text{NSK}}$. Note that the upper-left block in the above matrix has rank $m$, and consequently the above $2 \times 2$ block matrix has rank at most $m + \text{rank}(C)$.

### 3.3. Some examples

In order to provide some intuition, let us provide some simple examples to which the sketched Newton updates can be applied.

**Example 1 (Newton sketch for LP solving).** Consider a linear program (LP) in the standard form

$$
\min_{Ax \leq b} \langle c, x \rangle
$$

where $A \in \mathbb{R}^{n \times d}$ is a given constraint matrix. We assume that the polytope $\{x \in \mathbb{R}^d \mid Ax \leq b\}$ is bounded so that the minimum achieved. A barrier method approach to this LP is based on solving a sequence of problems of the form

$$
\min_{x \in \mathbb{R}^n} \left\{ \tau \langle c, x \rangle - \sum_{i=1}^n \log(b_i - \langle a_i, x \rangle) \right\},
$$

where $a_i \in \mathbb{R}^d$ denotes the $i^{th}$ row of $A$, and $\tau > 0$ is a weight parameter that is adjusted during the algorithm. By inspection, the function $f : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ is twice-differentiable, and its Hessian is given by $\nabla^2 f(x) = A^T \text{diag} \left\{ \frac{1}{(b_i - \langle a_i, x \rangle)^2} \right\} A$. A Hessian square root is given by $\nabla^2 f(x)^{1/2} := \text{diag} \left( \frac{1}{|b_i - \langle a_i, x \rangle|} \right) A$, which allows us to compute the sketched version

$$
S \nabla^2 f(x)^{1/2} = S \text{diag} \left( \frac{1}{|b_i - \langle a_i, x \rangle|} \right) A.
$$
With a ROS sketch matrix, computing this matrix requires $O(nd\log(m))$ basic operations. The complexity of each Newton sketch iteration scales as $O(md^2)$, where $m$ is at most $O(d)$. In contrast, the standard unsketched form of the Newton update has complexity $O(nd^2)$, so that the sketched method is computationally cheaper whenever there are many more constraints than dimensions ($n > d$).

By increasing the barrier parameter $\tau$, we obtain a sequence of solutions that approach the optimum to the LP, which we refer to as the central path. As a simple illustration, Figure 1 compares the central paths generated by the ordinary and sketched Newton updates for a polytope defined by $n = 32$ constraints in dimension $d = 2$. Each row shows three independent trials of the method for a given sketch dimension $m$; the top, middle and bottom rows correspond to sketch dimensions $m \in \{d, 4d, 16d\}$ respectively. Note that as the sketch dimension $m$ is increased, the central path taken by the sketched updates converges to the standard central path.

As a second example, we consider the problem of maximum likelihood estimation for generalized linear models.

**Example 2 (Newton sketch for maximum likelihood estimation).** The class of generalized linear models (GLMs) is used to model a wide variety of prediction and classification problems, in which the goal is to predict some output variable $y \in Y$ on the basis of a covariate vector $a \in \mathbb{R}^d$. GLMs include standard linear Gaussian model (in which $Y = \mathbb{R}$), as well as logistic models for classification (in which
\( \mathcal{Y} = \{-1, +1\} \), as well as as Poisson models for count-valued responses (in which \( \mathcal{Y} = \{0, 1, 2, \ldots\} \)) as special cases the. See the book [24] for further details and applications.

Given a collection of \( n \) observations \( \{(y_i, a_i)\}_{i=1}^n \) of response-covariate pairs from some GLM, the problem of constrained maximum likelihood estimation be written in the form

\[
(3.7) \quad \min_{x \in \mathcal{C}} \left\{ \sum_{i=1}^{n} \psi((a_i, x), y_i) \right\},
\]

where \( \psi : \mathbb{R} \times \mathcal{Y} \to \mathbb{R} \) is a given convex function, and \( \mathcal{C} \subset \mathbb{R}^d \) is a convex constraint set, chosen by the user to enforce a certain type of structure in the solution. Important special cases of GLMs include the linear Gaussian model, in which \( \psi(u, y) = \frac{1}{2}(y - u)^2 \), and the problem (3.7) corresponds to the method of least-squares, as well as the problem of logistic regression, obtained by setting \( \psi(u, y) = \log(1 + \exp(-yu)) \).

Letting \( A \in \mathbb{R}^{n \times d} \) denote the data matrix with \( a_i \in \mathbb{R}^d \) as its \( i \)th row, the Hessian of the objective (3.7) takes the form

\[ \nabla^2 f(x) = A^T \text{diag} \left( \psi''(a_i^T x) \right)_{i=1}^n A \]

Since the function \( \psi \) is convex, we are guaranteed that \( \psi''(a_i^T x) \geq 0 \), and hence the \( n \times d \) matrix \( \text{diag} \left( \psi''(a_i^T x) \right)^{1/2} A \) can be used as a matrix square-root. We return to explore this class of examples in more depth in Section 5.1.

### 3.4. Local convergence analysis using strong convexity.

Returning now to the general setting, we begin by proving a local convergence guarantee for the sketched Newton updates. In particular, this theorem provides insight into how large the sketch dimension \( m \) must be in order to guarantee good local behavior of the sketched Newton algorithm.

Our analysis involves the geometry of the tangent cone of the optimal vector \( x^* \). More precisely, given a constraint set \( \mathcal{C} \) and the minimizer \( x^* := \arg \min_{x \in \mathcal{C}} f(x) \), the tangent cone at \( x^* \) is given by

\[
(3.8) \quad \mathcal{K} := \{ \Delta \in \mathbb{R}^d \mid x^* + t\Delta \in \mathcal{C} \text{ for some } t > 0 \}.
\]

The local analysis to be given in this section involves the cone-constrained eigenvalues of the Hessian \( \nabla^2 f(x^*) \), defined as

\[
(3.9) \quad \gamma = \inf_{z \in \mathcal{K} \cap S^{d-1}} \langle z, \nabla^2 f(x^*) z \rangle, \quad \text{and} \quad \beta = \sup_{z \in \mathcal{K} \cap S^{d-1}} \langle z, \nabla^2 f(x^*) z \rangle.
\]

In the unconstrained case (\( \mathcal{C} = \mathbb{R}^d \)), we have \( \mathcal{K} = \mathbb{R}^d \), and so that \( \gamma \) and \( \beta \) reduce to the minimum and maximum eigenvalues of the Hessian \( \nabla^2 f(x^*) \). In the classical analysis of Newton’s method, these quantities measure the strong convexity and smoothness parameters of the function \( f \). Note that the condition \( \gamma > 0 \) much weaker than strong convexity as it can hold for Hessian matrices that are rank-deficient, as long as the tangent cone \( \mathcal{K} \) is suitably small.

Recalling the definition of the Gaussian width from Section 2.4, our choice of the sketch dimension \( m \) depends on the width of the renormalized tangent cone. In particular, for the following theorem, we require it to be lower bounded as

\[
(3.10) \quad m \geq \frac{c}{\epsilon^2} \max_{x \in \mathcal{C}} \mathcal{W}^2(\nabla^2 f(x)^{1/2} \mathcal{K}),
\]

where \( \epsilon \in (0, \frac{1}{\beta}) \) is a user-defined tolerance, and \( c \) is a universal constant. Since the Hessian square-root \( \nabla^2 f(x)^{1/2} \) has dimensions \( n \times d \), this squared Gaussian width is at at most \( \min\{n, d\} \). This worst-case bound is achieved for an unconstrained problem (in which case \( \mathcal{K} = \mathbb{R}^d \)), but the Gaussian width can be substantially smaller for constrained problems. For instance, consider an equality constrained problem with affine constraint \( Cx = b \). For such a problem, the tangent cone lies within the nullspace of the matrix \( C \)—say it is \( d_C \)-dimensional. It then follows that the squared Gaussian width (3.10) is also bounded by \( d_C \); see the example following Theorem 3.1 for a concrete illustration. Other examples in
which the Gaussian width can be substantially smaller include problems involving simplex constraints (portfolio optimization), or \( \ell_1 \)-constraints (sparse regression).

With this set-up, the following theorem is applicable to any twice-differentiable objective function \( f \) with cone-constrained eigenvalues \( (\gamma, \beta) \) defined in equation (3.9), and with Hessian that is \( L \)-Lipschitz continuous, as defined in equation (2.2).

**Theorem 3.1 (Local convergence of Newton Sketch).** For a given tolerance \( \epsilon \in (0, \frac{2}{\beta \gamma}) \), consider the Newton sketch updates (3.2) based on an initialization \( x^0 \) such that \( \|x^0 - x^*\|_2 \leq \frac{\gamma}{2\beta} \), and a sketch dimension \( m \) satisfying the lower bound (3.10). Then with probability at least \( 1 - c_1 N e^{-c_2 m} \), the Euclidean error satisfies the bound

\[
\|x^{t+1} - x^*\|_2 \leq \frac{\beta}{\gamma} \|x^t - x^*\|_2 + \frac{4L}{\gamma} \|x^t - x^*\|_2^2, \quad \text{for iterations } t = 0, \ldots, N - 1.
\]

The bound (3.11) shows that when \( \epsilon \) is small enough—say \( \epsilon = \beta/4\gamma \)—then the optimization error \( \Delta^t = x^t - x^* \) decays at a linear-quadratic convergence rate. More specifically, the rate is initially quadratic—that is, \( \|\Delta^{t+1}\|_2 \approx \frac{\beta}{\gamma} \|\Delta^t\|_2^2 \) when \( \|\Delta^t\|_2 \) is large. However, as the iterations progress and \( \|\Delta^t\|_2 \) becomes substantially less than 1, then the rate becomes linear—meaning that \( \|\Delta^{t+1}\|_2 \approx \epsilon \frac{\beta}{\gamma} \|\Delta^t\|_2 \)—since the term \( \frac{4L}{\gamma} \|\Delta^t\|_2 \) becomes negligible compared to \( \epsilon \frac{\beta}{\gamma} \|\Delta^t\|_2 \).

Unwrapping the recursion for all \( N \) steps, the linear rate guarantees the conservative error bounds

\[
\|x^N - x^*\|_2 \leq \frac{\gamma}{8L} \left(1 + \frac{\epsilon}{\gamma} \right)^N, \quad \text{and } f(x^N) - f(x^*) \leq \frac{\beta \gamma}{8L} \left(1 + \frac{\epsilon}{\gamma} \right)^N.
\]

A notable feature of Theorem 3.1 is that, depending on the structure of the problem, the linear-quadratic convergence can be obtained using a sketch dimension \( m \) that is substantially smaller than \( \min\{n, d\} \). As an illustrative example, we performed simulations for some instantiations of a portfolio optimization problem: it is a linearly-constrained quadratic program of the form

\[
\min_{x \geq 0, \sum_{j=1}^d x = 1} \left\{ \frac{1}{2} x^T A^T Ax - \langle c, x \rangle \right\},
\]

where \( A \in \mathbb{R}^{n \times d} \) and \( c \in \mathbb{R}^d \) are matrices and vectors that arise from data (see Section 5.3 for more details). We used the Newton sketch to solve different sizes of this problem \( d \in \{10, 20, 30, 40, 50, 60\} \), and with \( n = d^3 \) in each case. Each problem was constructed so that the optimal vector \( x^* \in \mathbb{R}^d \) had at most \( s = \lfloor 2\log(d) \rfloor \) non-zero entries. A calculation of the Gaussian width for this problem (see Appendix A for the details) shows that it suffices to take a sketch dimension \( m \gtrsim s \log d \), and we implemented the algorithm with this choice. Figure 2 shows the convergence rate of the Newton sketch algorithm for the six different problem sizes: consistent with our theory, the sketch dimension \( m \ll \min\{d, n\} \) suffices to guarantee linear convergence in all cases.

It is also possible obtain an asymptotically super-linear rate by using an iteration-dependent sketching accuracy \( \epsilon = \epsilon(t) \). The following corollary summarizes one such possible guarantee:

**Corollary 3.2.** Consider the Newton sketch iterates using the iteration-dependent sketching accuracy \( \epsilon(t) = \frac{1}{\log(1 + t)} \). Then with the same probability as in Theorem 3.1, we have

\[
\|x^{t+1} - x^*\|_2 \leq \frac{1}{\log(1 + t)} \frac{\beta}{\gamma} \|x^t - x^*\|_2 + \frac{4L}{\gamma} \|x^t - x^*\|_2^2,
\]

and consequently, super-linear convergence is obtained—namely, \( \lim_{t \to \infty} \frac{\|x^{t+1} - x^*\|_2}{\|x^t - x^*\|_2} = 0 \).

Note that the price for this super-linear convergence is that the sketch size is inflated by the factor \( \epsilon^{-2}(t) = \log^2(1 + t) \), so it is only logarithmic in the iteration number.

**4. Newton sketch for self-concordant functions.** The analysis and complexity estimates given in the previous section involve the curvature constants \( (\gamma, \beta) \) and the Lipschitz constant \( L \), which are seldom known in practice. Moreover, as with the analysis of classical Newton method, the
Fig. 2. Empirical illustration of the linear convergence of the Newton sketch algorithm for an ensemble of portfolio optimization problems \((3.13)\). In all cases, the algorithm was implemented using a sketch dimension \(m = \lceil 4s \log d \rceil\), where \(s\) is an upper bound on the number of non-zeros in the optimal solution \(x^*\); this quantity satisfies the required lower bound \((3.10)\), and consistent with the theory, the algorithm exhibits linear convergence.

theory is local, in that the linear-quadratic convergence takes place once the iterates enter a suitable basin of the origin.

In this section, we seek to obtain global convergence results that do not depend on unknown problem parameters. As in the classical analysis, the appropriate setting in which to seek such results is for self-concordant functions, and using an appropriate form of backtracking line search. We begin by analyzing the unconstrained case, and then discuss extensions to constrained problems with self-concordant barriers. In each case, we show that given a suitable lower bound on the sketch dimension, the sketched Newton updates can be equipped with global convergence guarantees that hold with exponentially high probability. Moreover, the total number of iterations does not depend on any unknown constants such as strong convexity and Lipschitz parameters.

4.1. Unconstrained case. In this section, we consider the unconstrained optimization problem

\[
\min_{x \in \mathbb{R}^d} f(x),
\]

where \(f\) is a closed convex self-concordant function that is bounded below. A closed convex function \(\phi : \mathbb{R} \to \mathbb{R}\) is said to be self-concordant if

\[
|\phi'''(x)| \leq 2 (\phi''(x))^{3/2}.
\]

This definition can be extended to a function \(f : \mathbb{R}^d \to \mathbb{R}\) by imposing this requirement on the univariate functions \(\phi_{x,y}(t) := f(x + ty)\), for all choices of \(x, y\) in the domain of \(f\). Examples of self-concordant functions include linear and quadratic functions and the negative logarithm. Moreover, the property of self-concordance is preserved under addition and affine transformations.

Our main result provides a bound on the total number of Newton sketch iterations required to obtain a \(\delta\)-approximate solution without imposing any sort of initialization condition, as was done in our previous analysis. This bound scales proportionally to \(\log(1/\delta)\) and inversely in a parameter \(\nu\) that depends on sketching accuracy \(\epsilon \in (0, \frac{1}{4})\) and backtracking parameters \((a,b)\) via

\[
\nu = ab \frac{\eta^2}{1 + (\frac{1+\epsilon}{1-\epsilon})\eta} \quad \text{where} \quad \eta = \frac{1}{8} \left( 1 - \frac{1}{2} \left( \frac{1+\epsilon}{1-\epsilon} \right)^2 - a \right) \left( \frac{1+\epsilon}{1-\epsilon} \right)^3.
\]

With this set-up, we have the following guarantee:
correspondingly smaller, relative to other schemes that do not exploit the low-rank structure. However, note that the cost of computing such a low rank factorization scales as $\text{rank}(A)$. By exploiting the affine invariance of the Newton sketch updates, we can also obtain concordant barrier function $g(x)$ where $
abla^2 f(x)$ is strictly convex and self-concordant. However, by exploiting the affine invariance of the Newton sketch updates, we can also obtain concordant barrier function $g(x)$ where \( \nabla^2 f(x) \) is strictly convex and self-concordant.

**Algorithm 1** Newton Sketch with backtracking line search

**Input:** Starting point $x^0$, tolerance $\delta > 0$, $(a, b)$ line-search parameters, sketching matrices \( \{S^t\}_{t=0}^\infty \in \mathbb{R}^{m \times n} \).

1. Compute approximate Newton step $\Delta x^t$ and approximate Newton decrement $\lambda(x)$

   \[
   \Delta x^t := \arg \min_{\Delta x^t \in \mathcal{C}} \left( \nabla f(x^t), \Delta \right) + \frac{1}{2} \| S^t (\nabla^2 f(x^t))^j \Delta \|_2^2.
   \]

   \[
   \tilde{\lambda}(x^t) := \nabla f(x^t)^T \Delta x^t.
   \]

2. Quit if $\tilde{\lambda}(x^t)^2 / 2 \leq \delta$.

3. Line search: choose $\mu$ while $f(x^t + \mu \Delta x^t) > f(x^t) + a \mu \lambda(x^t)$, or $x^t + \mu \Delta x^t \notin \mathcal{C}$ $\mu \leftarrow b \mu$

4. Update: $x^{t+1} = x^t + \mu \Delta x^t$

**Output:** minimizer $x^*$, optimality gap $\lambda(x^*)$.

**Theorem 4.1.** Let $f$ be a strictly convex self-concordant function and $\mathcal{C} = \mathbb{R}^d$. Given a sketching matrix $S \in \mathbb{R}^{m \times n}$ with $m = \max_{x \in \text{dom} f} \text{rank}(\nabla^2 f(x))$, the number of total iterations $T$ for obtaining a $\delta$-approximate solution in function value via Algorithm 1 is at most

\[
N = \frac{f(x^0) - f(x^*)}{\nu} + 0.65 \log \left( \frac{1}{\delta} \right),
\]

with probability at least $1 - c_1 N e^{-c_2 m}$.

The iteration bound (4.3) shows that the convergence of the Newton sketch is independent of the properties of the function $f$ and problem parameters, similar to classical Newton’s method. Note that for problems with $n > d$, the complexity of each Newton sketch step is at most $\mathcal{O}(d^3 + nd \log d)$, which is smaller than that of Newton’s Method ($\mathcal{O}(nd^2)$), and also smaller than typical first-order optimization methods ($\mathcal{O}(kn d)$ per iteration) that depend on data conditioning whenever $n > d^2$, ignoring logarithmic factors.

**4.1.1. Rank-deficient Hessians.** As stated, Theorem 4.1 requires the function to be strictly convex. However, by exploiting the affine invariance of the Newton sketch updates, we can also obtain guarantees of the form (4.3) for the Newton sketch applied to problems with singular Hessians. As a concrete example, given a matrix $A \in \mathbb{R}^{n \times d}$ that is rank-deficient, i.e., with $\text{rank}(A) = r < \min\{n, d\}$, consider a function of the form $f(x) = g(Ax)$, where $g : \mathbb{R}^n \to \mathbb{R}$ is strictly convex and self-concordant. Due to the rank-deficiency of $A$, the Hessian of $f$ will also be rank-deficient, so that Theorem 4.1 does not directly apply. However, suppose that we let $A = U \Sigma V^T$ be the full singular value decomposition of $A$, where $\Sigma$ is a diagonal matrix with $\Sigma_{jj} = 0$ for all indices $j > r$. With this notation, define the function $\tilde{f}(y) = g(AV y)$, corresponding to the invertible transformation $x = Vy$. Note that as a result of the affine invariance property, we don’t have to compute the SVD explicitly and perform this transformation. We then have

\[
\tilde{f}(y) = g(U \Sigma y) = g(U \Sigma_1 y_{1:r}),
\]

where $y_{1:r} \in \mathbb{R}^r$ denotes the subvector of the first $r$ entries of $y$. Hence, viewed as a function on $\mathbb{R}^r$, the transformed function $\tilde{f}$ is strictly convex and self-concordant, so that Theorem 4.1 can be applied. By the affine invariance property, the Newton sketch applied to the original function $f$ has the same convergence guarantees (and transformed iterates) as the reduced strictly convex function. Consequently, the sketch size choice $m = \frac{r}{d} \text{rank}(A)$ is sufficient. Note that in many applications, the rank of $A$ can be much smaller than $\min\{n, d\}$, and so that the Newton sketch complexity $\mathcal{O}(m^2 d)$ is correspondingly smaller, relative to other schemes that do not exploit the low-rank structure. Some optimization methods can exploit low-rankness when a factorization of the form $A = LR$ is available. However, note that the cost of computing such a low rank factorization scales as $\mathcal{O}(nd^2)$, which dominates the overall complexity of Newton sketch, including sketching time.

**4.2. Newton sketch with self-concordant barriers.** We now turn to the more general constrained case. Given a closed, convex self-concordant function $f_0 : \mathbb{R}^d \to \mathbb{R}$, let $\mathcal{C}$ be a convex subset of $\mathbb{R}^d$, and consider the constrained optimization problem $\min_{x \in \mathcal{C}} f_0(x)$. If we are given a convex self-concordant barrier function $g(x)$ for the constraint set $\mathcal{C}$, it is customary to consider the unconstrained
Thus, we see that the Newton Sketch method can also be used with self-concordant barrier functions, \( f = f_0 + g \), tolerance \( \delta > 0 \), \((\alpha, \beta)\) line-search parameters, sketching matrices \( S^t \in \mathbb{R}^{m \times n} \).

1: Compute approximate Newton step \( \Delta x^t \) and approximate Newton decrement \( \tilde{\lambda}_f \).

\[
\Delta x^t := \arg \min_{x^t + \Delta \in \mathcal{C}} \langle \nabla f(x^t), \Delta \rangle + \frac{1}{2} \| S^t \nabla^2 f_0(x^t) \Delta \|^2_2 + \frac{1}{2} \Delta^T \nabla^2 g(x^t) \Delta; \\
\tilde{\lambda}_f(x^t) := \nabla f(x^t)^T \Delta x^t
\]

2: Quit if \( \tilde{\lambda}_f(x^t)^2 / 2 \leq \delta \).
3: Line search: choose \( \mu \) : \( f(x^t + \mu \Delta x^t) > f(x^t) + \alpha \mu \lambda(x^t) \), or \( x^t + \mu \Delta \notin \mathcal{C} \) \( \mu \leftarrow \beta \mu \).
4: Update: \( x^{t+1} = x^t + \mu \Delta x^t \).

**Output:** minimizer \( x^t \), optimality gap \( \lambda(x^t) \).

and penalized problem

\[
\min_{x \in \mathbb{R}^d} \left\{ f_0(x) + \underbrace{g(x)}_{f(x)} \right\},
\]

which approximates the original problem. One way in which to solve this unconstrained problem is by sketching the Hessian of both \( f_0 \) and \( g \), in which case the theory of the previous section is applicable. However, there are many cases in which the constraints describing \( \mathcal{C} \) are relatively simple, and so the Hessian of \( g \) is highly-structured. For instance, if the constraint set is the usual simplex (i.e., \( x \geq 0 \) and \( \langle 1, x \rangle \leq 1 \)), then the Hessian of the associated log barrier function is a diagonal matrix plus a rank one matrix. Other examples include problems for which \( g \) has a separable structure; such functions frequently arise as regularizers for ill-posed inverse problems. Examples of such regularizers include \( \ell_2 \) regularization \( g(x) = \frac{1}{2} \| x \|^2_2 \), graph regularization \( g(x) = \frac{1}{2} \sum_{i,j \in E} (x_i - x_j)^2 \) induced by an edge set \( E \) (e.g., finite differences) and also other differentiable norms \( g(x) = \left( \sum_{i=1}^d x_i^p \right)^{1/p} \) for \( 1 < p < \infty \).

In all such cases, an attractive strategy is to apply a partial Newton sketch, in which we sketch the Hessian term \( \nabla^2 f_0(x) \) and retain the exact Hessian \( \nabla^2 g(x) \), as in the previously described updates (3.4). More formally, Algorithm 2 provides a summary of the steps, including the choice of the line search parameters. The main result of this section provides a guarantee on this algorithm, assuming that the sequence of sketch dimensions \( \{ m^t \}_{t=0}^\infty \) is appropriately chosen.

The choice of sketch dimensions depends on the tangent cones defined by the iterates, namely the sets

\[
\mathcal{K}^t := \{ \Delta \in \mathbb{R}^d \mid x^t + \alpha \Delta \in \mathcal{C} \text{ for some } \alpha > 0 \}.
\]

For a given sketch accuracy \( \epsilon \in (0, 1) \), we require that the sequence of sketch dimensions satisfies the lower bound

\[
(4.4) \quad m^t \geq \frac{C_3}{\epsilon^2} \max_{x \in \mathcal{C}} W^2(\nabla^2 f(x)^{1/2} \mathcal{K}^t).
\]

Finally, the reader should recall the parameter \( \nu \) was defined in equation (4.2), which depends only on the sketching accuracy \( \epsilon \) and the line search parameters. Given this set-up, we have the following guarantee:

**Theorem 4.2.** Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a convex and self-concordant function, and let \( g : \mathbb{R}^d \to \mathbb{R} \cup \{ +\infty \} \) be a convex and self-concordant barrier for the convex set \( \mathcal{C} \). Suppose that we implement Algorithm 2 with sketch dimensions \( \{ m^t \}_{t=0}^\infty \) satisfying the lower bound (4.4). Then performing

\[
N = \frac{f(x^0) - f(x^\ast)}{\nu} + 0.65 \log_2 \left( \frac{1}{16 \delta} \right) \text{ iterations}
\]

suffices to obtain \( \delta \)-approximate solution in function value with probability at least \( 1 - c_1 N e^{-c_2 m} \).

Thus, we see that the Newton Sketch method can also be used with self-concordant barrier functions, which considerably extends its scope. In the above theorem, note that we can isolate affine constraints.
from $C$ and enforce them at each Newton step. Section 5.6 provides a numerical illustration of its performance in this context. As we discuss in the next section, there is a flexibility in choosing the decomposition $f_0$ and $g$ corresponding to objective and barrier, which enables us to also sketch the constraints.

### 4.3. Sketching with interior point methods.
In this section, we discuss the application of Newton Sketch to a form of barrier or interior point methods. In particular we discuss two different strategies and provide rigorous worst-case complexity results when the functions in the objective and constraints are self-concordant. More precisely, let us consider a problem of the form

$$
\min_{x \in \mathbb{R}^d} f_0(x) \text{ subject to } g_j(x) \leq 0 \text{ for } j = 1, \ldots, r,
$$

where $f_0$ and $\{g_j\}_{j=1}^r$ are twice-differentiable convex functions. We assume that there exists a unique solution $x^*$ to the above problem.

The barrier method for computing $x^*$ is based on solving a sequence of problems of the form

$$
\hat{x}(\tau) := \arg\min_{x \in \mathbb{R}^d} \left\{ \tau f_0(x) - \sum_{j=1}^r \log(-g_j(x)) \right\},
$$

for increasing values of the parameter $\tau \geq 1$. The family of solutions $\{\hat{x}(\tau)\}_{\tau \geq 1}$ trace out what is known as the central path. A standard bound (e.g., [6]) on the sub-optimality of $\hat{x}(\tau)$ is given by

$$
f_0(\hat{x}(\tau)) - f_0(x^*) \leq \frac{r}{\tau}.
$$

The barrier method successively updates the penalty parameter $\tau$ and also the starting points supplied to Newton’s method using previous solutions.

Since Newton’s method lies at the heart of the barrier method, we can obtain a fast version by replacing the exact Newton minimization with the Newton sketch. Algorithm 3 provides a precise description of this strategy. As noted in Step 1, there are two different strategies in dealing with the convex constraints $g_j(x) \leq 0$ for $j = 1, \ldots, r$:

- **Full sketch**: Sketch the full Hessian of the objective function (4.6) using Algorithm 1,
- **Partial sketch**: Sketch only the Hessians corresponding to a subset of the functions $\{f_0, g_j, j = 1, \ldots, r\}$, and use exact Hessians for the other functions. Apply Algorithm 2.

As shown by our theory, either approach leads to the same convergence guarantees, but the associated computational complexity can vary depending both on how data enters the objective and constraints, as well as the Hessian structure arising from particular functions. The following theorem is an application of the classical results on the barrier method tailored for Newton Sketch using any of the above strategies (e.g., see Boyd and Vandenberghe [6]). As before, the key parameter $\nu$ was defined in Theorem 4.1.

**Theorem 4.3** (Newton Sketch complexity for interior point methods). For a given target accuracy $\delta \in (0, 1)$ and any $\mu > 1$, the total number of Newton Sketch iterations required to obtain a $\delta$-approximate solution using Algorithm 3 is at most

$$
\left\lceil \frac{\log \left( \frac{r \log \frac{1}{\nu}}{\log \mu} \right)}{\log \mu} \right\rceil \left( \frac{r(\mu - 1 - \log \mu)}{\nu} + 0.65 \log_2(\frac{1}{16\delta}) \right).
$$

If the parameter $\mu$ is set to minimize the above upper-bound, the choice $\mu = 1 + \frac{1}{r}$ yields $O(\sqrt{r})$ iterations. However, this “optimal” choice is typically not used in practice when applying the standard

---

**Algorithm 3 Interior point methods using Newton Sketch**

**Input**: Strictly feasible starting point $x^0$, initial parameter $\tau^0$ s.t. $\tau := \tau^0 > 0$, $\mu > 1$, tolerance $\delta > 0$.

1: Centering step: Compute $\hat{x}(\tau)$ by Newton Sketch with backtracking line-search initialized at $x$

2: Update $x := \hat{x}(\tau)$.

3: Quit if $r/\tau \leq \delta$.

4: Increase $\tau$ by $\tau := \mu \tau$.

**Output**: minimizer $\hat{x}(\tau)$. 

---

This section discusses the application of Newton Sketch to interior point methods. It introduces two strategies for handling the convex constraints and provides theoretical guarantees on the complexity of the solution process. The algorithm outlines a method for computing solutions that are both efficient and accurate, leveraging the strengths of both Newton’s method and sketching techniques.
Newton method; instead, it is common to use a fixed value of $\mu \in [2, 100]$. In experiments, experience suggests that the number of Newton iterations needed is a constant independent of $\nu$ and other parameters. Theorem 4.3 allows us to obtain faster interior point solvers with rigorous worst-case complexity results. We show different applications of Algorithm 3 in the following section.

5. Applications and numerical results. In this section, we discuss some applications of the Newton sketch to different optimization problems. In particular, we show various forms of Hessian structure that arise in applications, and how the Newton sketch can be computed. When the objective and/or the constraints contain more than one term, the barrier method with Newton Sketch has some flexibility in sketching. We discuss the choices of partial Hessian sketching strategy in the barrier method. It is also possible to apply the sketch in the primal or dual form, and we provide illustrations of both strategies here.

5.1. Estimation in generalized linear models. Recall the problem of (constrained) maximum likelihood estimation for a generalized linear model, as previously introduced in Example 2. It leads to the family of optimization problems (3.7): here $\psi : \mathbb{R} \rightarrow \mathbb{R}$ is a given convex function arising from the probabilistic model, and $C \subseteq \mathbb{R}^d$ is a closed convex set that is used to enforce a certain type of structure in the solution. Popular choices of such constraints include $\ell_1$-balls (for enforcing sparsity in a vector), nuclear norms (for enforcing low-rank structure in a matrix), and other non-differentiable seminorms based on total variation (e.g., $\sum_{j=1}^{d-1} |x_{j+1} - x_j|$), useful for enforcing smoothness or clustering constraints.

Suppose that we apply the Newton sketch algorithm to the optimization problem (3.7). Given the current iterate $x^t$, computing the next iterate $x^{t+1}$ requires solving the constrained quadratic program

\begin{equation}
\min_{x \in C} \left\{ \frac{1}{2} \|S \text{diag}(\psi''((a_i, x^t), y_i))\|^{1/2}_{2} A(x - x^t) \|^{2}_{2} + \sum_{i=1}^{n} \langle x, \psi'(a_i, x^t), y_i \rangle \right\}.
\end{equation}

When the constraint $C$ is a scaled version of the $\ell_1$-ball—that is, $C = \{x \in \mathbb{R}^d \mid \|x\|_1 \leq R\}$ for some radius $R > 0$—the convex program (5.1) is an instance of the Lasso program [36], for which there is a very large body of work. For small values of $R$, where the cardinality of the solution $x$ is very small, an effective strategy is to apply a homotopy type algorithm, also known as LARS [15, 17], which solves the optimality conditions starting from $R = 0$. For other sets $C$, another popular choice is projected gradient descent, which is efficient when projection onto $C$ is computationally simple.

Focusing on the $\ell_1$-constrained case, let us consider the problem of choosing a suitable sketch dimension $m$. Our choice involves the $\ell_1$-restricted minimal eigenvalue of the data matrix $A^T A$, which is given by\footnote{Our choice of introducing the factor of two in the the constraint $\|z\|_1 \leq 2\sqrt{s}$ is for later theoretical convenience, due to the structure of the tangent cone associated with the $\ell_1$-norm [31, 30].}

\begin{equation}
\gamma^*_-(A) := \min_{\|z\|_1 \leq 2\sqrt{s}} \|Az\|^2_2.
\end{equation}

Note that we are always guaranteed that $\gamma^*_-(A) \geq \lambda_{\min}(A^T A)$. Our result also involves certain quantities that depend on the function $\psi$, namely

\[ \psi''_{\min} := \min_{x \in C} \min_{i=1, \ldots, n} \psi''((a_i, x), y_i), \quad \text{and} \quad \psi''_{\max} := \max_{x \in C} \max_{i=1, \ldots, n} \psi''((a_i, x), y_i), \]

where $a_i \in \mathbb{R}^d$ is the $i^{th}$ row of $A$. With this set-up, supposing that the optimal solution $x^*$ has cardinality at most $\|x^*\|_0 \leq s$, then it can be shown (see Lemma A.1 in Appendix A) that it suffices to take a sketch size

\begin{equation}
m = c_0 \frac{\psi''_{\max}}{\psi''_{\min}} \frac{\max_{j=1, \ldots, d} \|A_j\|^2_2}{\gamma^*_-(A)} s \log d,
\end{equation}

where $c_0$ is a universal constant. Let us consider some examples to illustrate:

- Least-Squares regression: $\psi(u) = \frac{1}{2} u^2$, $\psi''(u) = 1$ and $\psi''_{\min} = \psi''_{\max} = 1$. 
• Poisson regression: $\psi(u) = e^u$, $\psi''(u) = e^u$ and $\frac{\psi''(u)}{\psi'(u)} = e^{RA_{\max}} - e^{-RA_{\min}}$

• Logistic regression: $\psi(u) = \log(1 + e^u)$, $\psi''(u) = \frac{e^u}{(e^u + 1)^2}$ and $\frac{\psi''(u)}{\psi'(u)} = \frac{e^{RA_{\max}}}{(e^{RA_{\max}} + 1)^2}$, where $A_{\max} := \max_{i=1, \ldots, n} \|a_i\|_\infty$ and $A_{\min} := \min_{i=1, \ldots, n} \|a_i\|_\infty$.

For a large class of distributions of data matrices, the sketch size choice given in equation (5.3) scales as $O(s \log d)$. As an example, consider data matrices $A \in \mathbb{R}^{n \times d}$ where each row is independently sampled from a sub-Gaussian distribution with parameter one (see equation (2.3)). Then standard results on random matrices [37] show that $\gamma^{-1}(A) > 1/2$ with high probability as long as $n > c_1 s \log d$ for a sufficiently large constant $c_1$. In addition, we have $\max_{j=1, \ldots, d} \|A_j\|_2^2 = O(n)$, as well as $\frac{\psi''(u)}{\psi'(u)} = O(\log(n))$.

For such problems, the per iteration complexity of Newton Sketch update scales as $O(s d^2 \log^2(d))$ using standard Lasso solvers (e.g., [20]) or as $O(sd \log(d))$ using projected gradient descent, per gradient evaluation. Using ROS sketches and standard lasso interior point Lasso solvers to solve sketched Newton updates, the total complexity is therefore $(O(s d^2 \log^2(d) + nd \log(d)) \log(1/\epsilon))$. This scaling can be substantially smaller than conventional algorithms that fail to exploit the small intrinsic dimension of the tangent cone.

5.2. Semidefinite programs. The Newton sketch can also be applied to semidefinite programs. As one illustration, let us consider a metric learning problem studied in machine learning. Suppose that we are given $d$-dimensional feature vectors $\{a_i\}_{i=1}^n$ and a collection of $\binom{n}{2}$ binary indicator variables $y_{ij} \in \{-1, +1\}^n$ given by

$$y_{ij} = \begin{cases} 
+1 & \text{if } a_i \text{ and } a_j \text{ belong to the same class} \\
-1 & \text{otherwise},
\end{cases}$$

defined for all distinct indices $i, j \in \{1, \ldots, n\}$. The task is to estimate a positive semidefinite matrix $X$ such that the semi-norm $\|(a_i - a_j)\|_X = \sqrt{(a_i - a_j, X(a_i - a_j))}$ is a good predictor of whether or not vectors $i$ and $j$ belong to the same class. Using the least-squares loss, one way in which to do so is by solving the semidefinite program (SDP)

$$\min_{X \succeq 0} \left\{ \sum_{i \neq j} \binom{n}{2} (X, (a_i - a_j)(a_i - a_j)^T) - y_{ij} \right\}^2 + \lambda \text{trace}(X).$$

Here the term $\text{trace}(X)$, along with its multiplicative pre-factor $\lambda > 0$ that can be adjusted by the user, is a regularization term for encouraging a relatively low-rank solution. Using the standard self-concordant barrier $X \mapsto \log \det(X)$ for the PSD cone, the barrier method involves solving a sequence of sub-problems of the form

$$\min_{X \in \mathbb{R}^{n \times d}} \left\{ \tau \sum_{i=1}^n ((X, a_i a_i^T) - y_i)^2 + \tau \lambda \text{trace}(X - \log \det(X)) \right\}.$$  

Now the Hessian of the function $\text{vec}(X) \mapsto f(\text{vec}(X))$ is a $d^2 \times d^2$ matrix given by

$$\nabla^2 f(\text{vec}(X)) = \tau \sum_{i \neq j} \binom{n}{2} \text{vec}(A_{ij}) \text{vec}(A_{ij})^T + X^{-1} \otimes X^{-1},$$

where $A_{ij} := (a_i - a_j)(a_i - a_j)^T$. Then we can apply the barrier method with partial Hessian sketch on the first term, $\{S_{ij} \text{vec}(A_{ij})\}_{i \neq j}$ and exact Hessian for the second term. Since the vectorized decision variable is $\text{vec}(X) \in \mathbb{R}^{d^2}$ the complexity of Newton Sketch is $O(m^2 d^2)$ while the complexity of a classical SDP interior-point solver is $O(nd^4)$ in practice.

5.3. Portfolio optimization and SVMs. Here we consider the Markowitz formulation of the portfolio optimization problem [22]. The objective is to find a vector $x \in \mathbb{R}^d$ belonging to the unit simplex, corresponding to non-negative weights associated with each of $d$ possible assets, so as to
maximize the expected return minus a coefficient times the variance of the return. Letting $\mu \in \mathbb{R}^d$ denote a vector corresponding to mean return of the assets, and we let $\Sigma \in \mathbb{R}^{d \times d}$ be a symmetric, positive semidefinite matrix which represents the covariance of the returns. The optimization problem is given by

\begin{equation}
(5.4) \quad \max_{x \geq 0, \sum_{j=1}^d x_j \leq 1} \left\{ \mu^T x - \lambda \frac{1}{2} x^T \Sigma x \right\}.
\end{equation}

The covariance of returns is often estimated from past stock data via an empirical covariance matrix of the form $\Sigma = A^T A$; here columns of $A$ are time series corresponding to assets normalized by $\sqrt{n}$, where $n$ is the length of the observation window.

The barrier method can be used solve the above problem by solving penalized problems of the form

\[ \min_{x \in \mathbb{R}^d} \left\{ -\tau \mu^T x + \tau \lambda \frac{1}{2} x^T A^T A x - \sum_{i=1}^d \log(e_i^T x) - \log(1 - 1^T x) \right\}, \]

where $e_i \in \mathbb{R}^d$ is the $i^{th}$ element of the canonical basis and 1 is a row vector of all-ones. Then the Hessian of the above barrier penalized formulation can be written as

\[ \nabla^2 f(x) = \tau \lambda A^T A + \left( \text{diag}\{x_i^2\}_{i=1}^d \right)^{-1} + 1^T. \]

Consequently, we can sketch the data dependent part of the Hessian via $\tau \lambda S A$ which has at most rank $m$ and keep the remaining terms in the Hessian exact. Since the matrix $1^T$ is rank one, the resulting sketched estimate is therefore diagonal plus rank $(m + 1)$ where the matrix inversion lemma [16] can be applied for efficient computation of the Newton Sketch update. Therefore, as long as $m \leq d$, the complexity per iteration scales as $O(md^2)$, which is cheaper than the $O(nd^2)$ per step complexity associated with classical interior point methods. We also note that support vector machine classification problems with squared hinge loss also has the same form as in equation (5.4), so that the same strategy can be applied.

5.4. Unconstrained logistic regression with $d \ll n$. Let us now turn to some numerical comparisons of the Newton Sketch with other popular optimization methods for large-scale instances of logistic regression. More specifically, we generated a data matrix $A \in \mathbb{R}^{n \times d}$ with $d = 100$ features and $n = 65536$ observations. Each row $a_i \in \mathbb{R}^d$ was generated from the $d$-variate Gaussian distribution $N(0, \Sigma)$ where the covariance matrix $\Sigma$ has 1 on diagonals and $\rho$ on off-diagonals. Consequently, we solve the optimization problem,

\begin{equation}
(5.5) \quad \min_{x \in \mathcal{C}} \sum_{i=1}^n \log(1 + \exp(a_i^T x y_i)),
\end{equation}

which is a special case of the GLM maximum likelihood problem given in (3.7) using Newton sketch (Algorithm 1) other optimization algorithms where $\mathcal{C} = \mathbb{R}^d$. As shown in Figure 3, the convergence of the algorithm per iteration is very similar to Newton’s method. Besides the original Newton’s method, the other algorithms compared are

- Gradient Descent (GD) with backtracking line search
- Stochastic Average Gradient (SAG) with line search
- Broyden-Fletcher-Goldfarb-Shanno algorithm (BFGS) (MATLAB R2015a implementation)
- Truncated Newton’s Method (trunNewt)

We ran the Algorithm 1 with ROS sketch and sketch size $m = 4d$, line-search parameters $a = 0.1$ and $b = 0.5$ and plot iterates over 10 independent trials. The step size in the gradient method is computed using backtracking line search. For the Truncated Newton’s Method, we first performed experiments by setting the maximum CG iteration number in the range $\{\log(d), 2\log(d), 3\log(d), ..., 10\log(d)\}$, and then also implemented the residual stopping rule with accuracy $1/t$, where $t$ is the iteration count, as suggested in [12]. The best choice among these parameters is shown as $\text{trunNewt}$ in the plots. All
algorithms are implemented in MATLAB (R2015a). In the plots, each iteration of the SAG algorithm corresponds to a pass over the data, which is of comparable complexity to a single iteration of GD. In order to keep the plots relatively uncluttered, we have excluded Stochastic Gradient Descent since it is dominated by another stochastic first-order method (SAG), and Accelerated Gradient Method [26] as it is quite similar to Gradient Descent. Plots on the left in Figure 3—that is panels (a), (c) and (e)—show the log duality gap versus the number of iterations: as expected, on this scale, the classical form of Newton’s method is the fastest. However, when the log optimality gap is plotted versus the wall-clock time (right-side panels (b), (d) and (e)), we now see that the Newton sketch is the fastest. The panels (a) and (b) exhibit the case when there is no correlation (ρ = 0). For these very well-conditioned problems first-order methods are often the best. However, panels (c) and (d) exhibit the case when correlation is moderate (ρ = 0.5) where it can be seen that Newton sketch is the fastest method. Panels (e) and (f) further demonstrates that Newton sketch performs well even with high correlations (ρ = 0.9).

On the other hand, Figure 4 reveals the sensitivity of first order and stochastic gradient type methods to the distribution of the covariates. For these experiments, we generated a feature matrix \( A \) with \( d = 100 \) features and \( n = 65536 \) observations where each row \( a_i \in \mathbb{R}^d \) was generated from the Student’s t-distribution with covariance \( \Sigma \). The covariance matrix \( \Sigma \) has 1 on the diagonal and \( \rho \) off the diagonal. The distribution of the data rows generated from Student’s t-distribution is more heavy-tailed compared to a normal distribution. As it can be seen in Figure 3, SAG and GD perform quite poor compared to Figure 3 under the heavy-tailed distribution even in the uncorrelated case (\( \rho = 0 \)). However, the performance of the Newton sketch is not changed by the distribution or the conditioning of the data and so outperforms other methods as predicted by our theory.

5.5. \( \ell_1 \)-constrained logistic regression and data conditioning. Next we provide some numerical comparisons of Newton sketch, Newton’s Method and Projected Gradient Descent when applied to an \( \ell_1 \)-constrained form of logistic regression. We consider the optimization problem (5.5) where the constraint set \( C \) is a scaled \( \ell_1 \) ball. More specifically, we first generate a feature matrix \( A \) with \( d = 100 \) features and \( n = 1000 \) observations. Each row \( a_i \in \mathbb{R}^d \) is drawn from the \( d \)-variate Gaussian distribution \( N(0, \Sigma) \); the covariance matrix has entries of the form \( \Sigma_{ij} = 2|\rho|^{|i-j|} \), where \( \rho \in [0,1) \) is a parameter controlling the correlation, and hence the condition number of the data. For 10 different values of \( \rho \) we solved the \( \ell_1 \)-constrained problem (\( \|x\|_1 \leq 0.1 \)), performing 200 independent trials (regenerating the data and sketching matrices randomly each time). The Newton and sketched Newton steps (Algorithm 1) are solved exactly using the homotopy algorithm—that is, the Lasso modification of the LARS updates [29, 15] using a Matlab implementation [34]. The homotopy method is very effective when the solution is very sparse. The ROS sketch with a sketch size of \( m = \lfloor 4 \times 10 \log d \rfloor \) is used where \( 10 \) is the estimated cardinality of solution. As shown in Figure 5, Newton Sketch converges in about 6 (± 2) iterations independent of data conditioning while the exact Newton’s method converges in 3 (± 1) iterations. However the number of iterations needed for projected gradient with line search increases steeply as \( \rho \) increases. Note that, ignoring logarithmic terms, the projected gradient and Newton Sketch have similar computational complexity (\( O(nd^2) \)) per iteration while the Newton’s method has higher computational complexity (\( O(nd^2) \)).

5.6. A dual example: Lasso with \( d \gg n \). The regularized Lasso problem takes the form

\[
\min_{x \in \mathbb{R}^d} \left\{ \frac{1}{2} \|Ax - y\|_2^2 + \lambda \|x\|_1 \right\},
\]

where \( \lambda > 0 \) is a user-specified regularization parameter. In this section, we consider efficient sketching strategies for this class of problems in the regime \( d \gg n \). In particular, let us consider the corresponding dual program, given by

\[
\max_{\|A^Tw\|_\infty \leq \lambda} \left\{ -\frac{1}{2} \|y - w\|_2^2 \right\}.
\]

By construction, the number of constraints \( d \) in the dual program is larger than the number of optimization variables \( n \). If we apply the barrier method to solve this dual formulation, then we need to solve a sequence of problems of the form

\[
\min_{w \in \mathbb{R}^n} \left\{ \tau \|y - w\|_2^2 - \sum_{j=1}^{d} \log(\lambda - \langle A_j, w \rangle) - \sum_{j=1}^{d} \log(\lambda + \langle A_j, w \rangle) \right\},
\]

for each \( \tau \).
Fig. 3. Comparison of Newton sketch with various other algorithms, including Newton’s Method, Truncated Newton, Stochastic Average Gradient and BFGS in the logistic regression problem with Gaussian data. Plots on the left show log optimality gap versus iteration number, and plots on the right show the log optimality gap versus wall-clock time (bottom). (a), (b): No correlation $\rho = 0$. For these very well-conditioned problems first-order methods (gradient descent and SAG) are often the best. (c), (d) Correlation $\rho = 0.7$. Newton sketch is now the best method. (e), (f) Correlation $\rho = 0.9$. Newton sketch performs well even with high correlations.

where $A_j \in \mathbb{R}^n$ denotes the $j^{th}$ column of $A$. The Hessian of the above barrier penalized formulation can be written as

$$\nabla^2 f(w) = \tau I_n + A \text{diag} \left( \frac{1}{(\lambda - \langle A_j, w \rangle)^2} \right) A^T + A \text{diag} \left( \frac{1}{(\lambda + \langle A_j, w \rangle)^2} \right) A^T,$$
Fig. 4. Comparison of Newton sketch with various other algorithms, including Newton’s Method, Truncated Newton, Stochastic Average Gradient and BFGS in the logistic regression problem with data generated from a Student’s t-distribution (see text for details). Plots on the left show log optimality gap versus iteration number, and plots on the right show the log optimality gap versus wall-clock time (bottom). (a), (b): No correlation $\rho = 0$. (c), (d) Correlation $\rho = 0.5$. (e), (f) Correlation $\rho = 0.9$. Newton sketch performs well even with high correlations and non-Gaussian data while first order algorithms perform poorly.

Consequently, we can keep the first term in the Hessian, $\tau I$ exact and apply partial sketching to the Hessians of the last two terms via

$$ S \text{diag} \left( \frac{1}{|\lambda - \langle A_j, w \rangle|} + \frac{1}{|\lambda + \langle A_j, w \rangle|} \right) A^T. $$
Fig. 5. The performance of Newton Sketch is independent of condition numbers and problem related quantities. Plots of the number of iterations required to reach $10^{-6}$ accuracy in $\ell_1$-constrained logistic regression using Newton’s Method and Projected Gradient Descent using line search.

Since the partially sketched Hessian is of the form $tI_n + VV^T$, where $V$ is rank at most $m$, we can use matrix inversion lemma for efficiently calculating Newton Sketch updates. The complexity of the above strategy for $d > n$ is $O(nm^2)$, where $m$ is at most $n$, whereas traditional interior point solvers are typically $O(dn^2)$ per iteration.

In order to test this algorithm, we generated a feature matrix $A \in \mathbb{R}^{n \times d}$ with $d = 4096$ features and $n = 50$ observations. Each row $a_i \in \mathbb{R}^d$ was generated from the multivariate Gaussian distribution $N(0, \Sigma)$ with $\Sigma_{ij} = 2 \times |0.5^{i-j}|$. For a given problem instance, we ran 10 independent trials of the sketched barrier method with $m = 4d$ and ROS sketch, and compared the results to the original barrier method. Figure 6 shows the the duality gap versus iteration number (top panel) and versus the wall-clock time (bottom panel) for the original barrier method (blue) and sketched barrier method (red): although the sketched algorithm requires more iterations, these iterations are cheaper, leading to a smaller wall-clock time. This point is reinforced by Figure 7, where we plot the wall-clock time required to reach a duality gap of $10^{-6}$ versus the number of features $n$ in problem families of increasing size. Note that the sketched barrier method outperforms the original barrier method, with significantly less computation time for obtaining similar accuracy.

6. Proofs. We now turn to the proofs of our theorems, with more technical details deferred to the appendices.

6.1. Proof of Theorem 3.1. For any vector $x \in \text{dom}(f)$, and vector $r \in \mathbb{R}^d \setminus \{0\}$, we define the following pair of random variables

$$Z_u(S; x, r) := \sup_{w \in \{\nabla^2 f(x)^{1/2}K\} \cap S^{n-1}} \langle w, (S^T S - I) \frac{r}{\|r\|_2} \rangle,$$

$$Z_\ell(S; x) := \inf_{w \in \{\nabla^2 f(x)^{1/2}K\} \cap S^{n-1}} \|Sw\|_2^2.$$

Of particular interest to us in analyzing the sketched Newton updates are the sequence of random variables

$$Z_u^t := Z_u(S^t; x^t, \nabla^2 f(x^t)^{1/2} \Delta^t), \quad \text{and} \quad Z_\ell^t := Z_\ell(S^t; x^t),$$

as defined by the iterates $\{x^t\}_{t=0}^\infty$ and sketching matrices $\{S^t\}_{t=0}^\infty$ of the algorithm.

For a given iteration $t$ and tolerance parameter $\epsilon \in (0, \frac{2\beta}{\gamma\delta}]$, we define the “good event”

$$\mathcal{E}^t := \left\{ Z_\ell^t \leq \frac{\epsilon}{2}, \text{ and } Z_u^t \geq 1 - \epsilon \right\}.$$
Given these two definitions, the proof of the theorem is based on two auxiliary lemmas, the first of which establishes a key recursion on the error in the algorithm:

\textbf{Lemma 6.1 (Key recursion).} Suppose that the event $\bigcap_{i=1}^{N} E_i$ holds. Then given any initialization $x^0$ such that $\|x^0 - x^\star\|_2 \leq \frac{\gamma}{2L}$, the error vectors $\Delta^t = x^t - x^\star$ satisfy the recursion

\begin{equation}
\|\Delta^{t+1}\|_2 \leq \frac{Z_{i+1}}{Z_i} \frac{1}{12} \|\Delta^t\|_2 + 1 \frac{8L}{Z_i} \frac{1}{12} \|\Delta^t\|_2^2 \quad \text{for all } t = 0, 1, \ldots, N - 1.
\end{equation}

---

\textbf{Fig. 6.} Plots of the duality gap versus iteration number (top panel) and duality gap versus wall-clock time (bottom panel) for the original barrier method (blue) and sketched barrier method (red). The sketched interior point method is run 10 times independently yielding slightly different curves in red. While the sketched method requires more iterations, its overall wall-clock time is much smaller.

\textbf{Fig. 7.} Plot of the wall-clock time in seconds for reaching a duality gap of $10^{-6}$ for the standard and sketched interior point methods as $n$ increases (in log-scale). The sketched interior point method has significantly lower computation time compared to the original method.
Note that since we have $\frac{Z_t^2}{m t^2} \leq \epsilon$ and $\frac{1}{Z_t} \leq 2$ whenever the event $\cap_{t=1}^N E_t$ holds, the bound (3.11) stated in the theorem then follows.

In order to complete the proof, we need to establish that the event $\cap_{t=1}^N E_t$ holds with the stated probability. The following result gives sufficient conditions on the sketch dimension for such a guarantee to hold:

**Lemma 6.2 (Sufficient conditions on sketch dimension [31]).**

(a) For sub-Gaussian sketch matrices, given a sketch size $m > \frac{c_1}{\epsilon^2} \max_{x \in C} W^2(\nabla^2 f(x)^{1/2} K)$, we have

$$\mathbb{P}[E_t^c] \geq 1 - c_1 e^{-c_2 m \epsilon^2}.$$  

(b) For randomized orthogonal system (ROS) sketches and JL embeddings, over the class of self-bounding cones, given a sketch size $m > \frac{c_2}{\epsilon^2} \log^2 n \max_{x \in C} W^2(\nabla^2 f(x)^{1/2} K)$, we have

$$\mathbb{P}[E_t] \geq 1 - c_1 e^{-c_2 \frac{m \epsilon^2}{\log^2 n}}.$$  

Together with Lemma 6.1, the claim of the theorem follows.

It remains to prove Lemma 6.1, and the bulk of our effort is devoted to this task.

**Proof of Lemma 6.1:** We prove the recursion (6.2) by exploiting the convex optimality conditions that define the iterates $x_t^{t+1}$ and the optimum $x^\ast$. Recall the function $x \mapsto \Phi(x; S)$ that underlies the sketch Newton update (3.2) in moving from iterate $x_t$ to iterate $x_t^{t+1}$. Since the vectors $x_t^{t+1}$ and $x^\ast$ are optimal and feasible, respectively, for the constrained optimization problem, the error vector $\Delta_t^{t+1} := x_t^{t+1} - x^\ast$ satisfies the inequality $\langle \nabla \Phi(x_t^{t+1}; S^t), -\Delta_t^{t+1} \rangle \geq 0$, or equivalently

$$\langle (S^t \nabla^2 f(x_t^{t+1})^T S^t \nabla^2 f(x_t^{t+1}) (\Delta_t^{t+1} - \Delta_t^t) + \nabla f(x_t^{t+1}), -\Delta_t^{t+1} \rangle \geq 0.$$  

Similarly, since $x^\ast$ and $x_t^{t+1}$ are optimal and feasible, respectively, for the minimization of $f$, we have

$$\langle f(x^\ast), \Delta_t^{t+1} \rangle \geq 0.$$  

Adding these two inequalities and re-arranging leads to the basic inequality

$$\tag{6.5} \frac{\|S^t \nabla^2 f(x_t^{t+1})^T \Delta_t^{t+1}\|_2^2}{\text{LHS}} \leq \frac{\langle (S^t \nabla^2 f(x_t^{t+1})^T S^t \nabla^2 f(x_t^{t+1}) (\Delta_t^{t+1} - \Delta_t^t) + \nabla f(x_t^{t+1}), -\Delta_t^{t+1} \rangle}{\text{RHS}}.$$  

This inequality forms the core of our argument: in particular, the next steps in our proof are devoted to establishing the following bounds on the left-hand and right-hand sides:

\begin{align*}
\text{(6.6a)} & \quad \text{LHS} \geq Z_t^t \left\{ \gamma - L \|\Delta_t^t\|_2 \right\} \|\Delta_t^{t+1}\|_2^2, \quad \text{and} \\
\text{(6.6b)} & \quad \text{RHS} \leq Z_t^t \left\{ \beta + L \|\Delta_t^t\|_2 \right\} \|\Delta_t^t\|_2 \|\Delta_t^{t+1}\|_2 + L \|\Delta_t^t\|_2^2 \|\Delta_t^{t+1}\|_2^2.
\end{align*}

Taking these bounds as given for the moment, let us complete the proof of the recursion (6.2). Our proof consists of two steps:

• we first show that bound (6.2) holds for $\Delta_t^{t+1}$ whenever $\|\Delta_t^t\|_2 \leq \frac{\gamma}{8L}$, 

• we then show by induction that, conditioned on the event $\cap_{t=1}^N E_t$, the bound $\|\Delta_t^t\|_2 \leq \frac{\gamma}{8L}$ holds for all iterations $t = 0, 1, \ldots, N$.

Assuming that $\|\Delta_t^t\|_2 \leq \frac{\gamma}{8L}$, then our basic inequality (6.5) combined with the bounds (6.6) implies that

$$\|\Delta_t^{t+1}\|_2 \leq \frac{Z_t^t \left\{ \beta + L \|\Delta_t^t\|_2 \right\} \|\Delta_t^t\|_2 + L \|\Delta_t^t\|_2^2 \|\Delta_t^{t+1}\|_2}{Z_t^t \left\{ \gamma - L \|\Delta_t^t\|_2 \right\} \|\Delta_t^{t+1}\|_2^2}.$$  

We have $L \|\Delta_t^t\|_2 \leq \gamma / 8 \leq \beta / 8$, and $\left( \gamma - L \|\Delta_t^t\|_2 \right)^{-1} \leq \frac{8}{\gamma}$ hence

$$\|\Delta_t^{t+1}\|_2 \leq \frac{Z_t^t}{Z_t^t} \frac{9 \beta}{7 \gamma} \|\Delta_t^t\|_2 + \frac{1}{Z_t^t} \frac{8L}{7 \gamma} \|\Delta_t^t\|_2^2,$$  

\[ \text{(6.7)} \]
thereby verifying the claim (6.2).

Now we need to check for any iteration $t$, the bound $\|\Delta^t\|_2 \leq \frac{\gamma}{L}$ holds. We do so by induction. The base case is trivial since $\|\Delta^0\|_2 \leq \frac{\gamma}{L}$ by assumption. Supposing that the bound holds at time $t$, by our argument above, inequality (6.7) holds, and hence

$$\|\Delta^{t+1}\|_2 \leq 9 \frac{\beta Z_u}{\sqrt{6L}} + 16L \frac{\gamma^2}{7\gamma Z_t^2} 64L^2 = \frac{Z_t^2}{28 Z_t^2} \frac{9}{L} + 1 \frac{1}{28} \frac{\gamma}{L}.$$  

Whenever $E^t$ holds, we have $\frac{Z_t^2}{28 Z_t^2} \leq \frac{\gamma}{53}$ and $\frac{1}{Z_t} \leq \frac{1}{2}$, whence $\|\Delta^{t+1}\|_2 \leq \left( \frac{1}{28} + \frac{1}{14} \right) \frac{\gamma}{L} \leq \frac{\gamma}{8L}$, as claimed.

The final remaining detail is to prove the bounds (6.6).

**Proof of the lower bound (6.6a).** We first prove the lower bound (6.6a) on the LHS. Since

$$\nabla^2 f(x^t)^{1/2} \Delta^{t+1} \in \nabla^2 f(x^t)^{1/2} K,$$

the definition of $Z_t^2$ ensures that

$$\text{LHS} = \|S^t \nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|_2^2 \geq Z_t^2 \|\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|_2^2$$

\[\overset{(i)}{=} Z_t^2 (\Delta^{t+1})^T \nabla^2 f(x^t) \Delta^{t+1} \]

\[\overset{(ii)}{=} Z_t^2 \{\gamma \|\Delta^{t+1}\|_2^2 - L \|\Delta^{t+1}\|_2 \|\Delta^{t}\|_2\} \]

where step (i) follows since $(\nabla^2 f(x^t)^{1/2})^T \nabla^2 f(x^t) = \nabla^2 f(x)$, and step (ii) follows from the definitions of $\gamma$ and $L$.

**Proof of the upper bound (6.6b).** Next we prove the upper bound (6.6b) on the RHS. Throughout this proof, we write $S$ instead of $S^t$ so as to simplify notation. By the integral form of Taylor series, we have

$$\text{RHS} = \int_0^1 (\Delta^t)^T \left[ (S \nabla^2 f(x^t)^{1/2})^T S \nabla^2 f(x^t)^{1/2} - \nabla^2 f(x^t + u(x^t - x^t)) \right] \Delta^{t+1} du$$

\[= T_1 + T_2 \]

where

(6.8a) \[T_1 \overset{(i)}{=} (\Delta^t)^T \left[ (S \nabla^2 f(x^t)^{1/2})^T S \nabla^2 f(x^t)^{1/2} - \nabla^2 f(x^t) \right] \Delta^{t+1}, \quad \text{and} \]

(6.8b) \[T_2 \overset{(ii)}{=} \int_0^1 (\Delta^t)^T [-\nabla^2 f(x^t + u(x^t - x^t)) + \nabla^2 f(x^t)] \Delta^{t+1} du. \]

Here the decomposition into $T_1$ and $T_2$ follows by adding and subtracting the term $(\Delta^t)^T \nabla^2 f(x^t) \Delta^{t+1}$.

We begin by upper bounding the term $T_1$. By the definition of $Z_u^t$, we have

$$\begin{align*}
T_1 & \leq \left|(\Delta^t)^T \frac{Q^T(x^t)}{m} \nabla^2 f(x^t)^{1/2} \Delta^{t+1}\right| \leq \frac{Z_u}{\sqrt{2}} \|\nabla^2 f(x^t)^{1/2} \Delta^t\|_2 \|\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|_2.
\end{align*}$$

By adding and subtracting terms, we have

$$\|\nabla^2 f(x^t)^{1/2} \Delta^t\|_2^2 = (\Delta^t)^T \nabla^2 f(x^t) \Delta^t = (\Delta^t)^T \nabla^2 f(x^*) \Delta^t + (\Delta^t)^T \left[ \nabla^2 f(x^t) - \nabla^2 f(x^*) \right] \Delta^t$$

$$\leq \beta \|\Delta^t\|_2^2 + L \|\Delta^t\|_2^3 = \|\Delta^t\|_2^2 (\beta + L \|\Delta^t\|),$$

where the final step follows from the definitions of $\beta$ and $L$, as bounds on the Hessian, and its Lipschitz constant, respectively. A similar argument yields

$$\|\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|_2^2 \leq \|\Delta^{t+1}\|_2^2 (\beta + L \|\Delta^t\|).$$

Overall, we have shown that

(6.9) \[T_1 \leq Z_u^t (\beta + L \|\Delta^t\|) \|\Delta^t\|_2 \|\Delta^{t+1}\|_2. \]
Turning to the quantity $T_2$, we have

$$T_2 \leq \left\{ \int_0^1 \sup_{v, \tilde{v}, \tilde{v} \in \mathcal{K} \cap S \Delta^t} \| \tilde{v}^T \left[ \nabla^2 f(x^t + u(x^t - x^t)) - \nabla^2 f(x^t) \right] \tilde{v} \| \, du \right\} \| \Delta^t \|_2 \| \Delta^{t+1} \|_2$$

(6.10)

$$\leq L \| \Delta^t \|_2 \| \Delta^{t+1} \|_2,$$

where the final step uses the local Lipschitz property again. Combining the bound (6.9) with the bound (6.10) yields the bound (6.6b) on the RHS.

### 6.2. Proof of Theorem 4.1

Recall that in this case, we assume that $f$ is a self-concordant function, the sub-optimality of the Newton iterate $\tilde{x}_{NE}$ is well-defined for strictly convex self-concordant functions. In terms of this notation, the exact Newton update is given by $x \mapsto x_{NE} := x + v_{NE}$, where

$$v_{NE} := \arg \min_{z \in C - x} \left\{ \frac{1}{2} \| \nabla^2 f(x)^{1/2} z \|_2^2 + \langle z, \nabla f(x) \rangle \right\}.$$

(6.11a)

On the other hand, the Newton sketch update is given by $x \mapsto x_{NSK} := x + v_{NSK}$, where

$$v_{NSK} := \arg \min_{z \in C - x} \left\{ \frac{1}{2} \| \nabla^2 f(x)^{1/2} z \|_2^2 + \langle z, \nabla f(x) \rangle \right\}.$$

(6.11b)

The proof of Theorem 4.1 given in this section involves the unconstrained case ($C = \mathbb{R}^d$), whereas the proofs of later theorems involve the more general constrained case. In the unconstrained case, the two updates take the simpler forms

$$x_{NE} = x - (\nabla^2 f(x))^{-1} \nabla f(x), \quad \text{and} \quad x_{NSK} = x - (\nabla^2 f(x)^{1/2} S \nabla^2 f(x)^{1/2} S^T)^{-1} \nabla f(x).$$

Let us make a few high-level remarks about the structure of the proof. For a self-concordant function, the sub-optimality of the Newton iterate $x_{NE}$ in function value satisfies the bound

$$f(x_{NE}) - \min_{z \in \mathbb{R}^d} f(z) \leq \left[ \lambda_f(x_{NE}) \right]^2.$$

This classical bound is not directly applicable to the Newton sketch update, since it involves the approx-imate Newton decrement $\bar{\lambda}_f(x)^2 = -\langle \nabla f(x), v_{NSK} \rangle$, as opposed to the exact one $\lambda_f(x)^2 = -\langle \nabla f(x), v_{NE} \rangle$. Thus, our strategy is to prove that with high probability over the randomness in the sketch matrix, the approximate Newton decrement can be used as an exit condition.

Our argument for doing so consists of two main parts. First, we show that under appropriate conditions on the random sketch, the approximate and exact Newton updates are guaranteed to be relatively close. Second, in analogy to the analysis of classical Newton’s method, we analyze the sketched Newton algorithm in two phases, depending on whether the sketched Newton decrement $\bar{\lambda}_f(x)$ is strictly greater than or less than or equal to $\eta$.

#### 6.2.1. Relating the sketched and exact Newton directions

Recalling the definitions (6.11a) and (6.11b) of the exact $v_{NE}$ and sketched Newton $v_{NSK}$ update directions, our first step is to show that under suitable conditions on the random sketch, these two directions are close with high probability. Recall the definition (3.8) of the tangent cone $\mathcal{K}$ of the set $C$ at a given vector $x \in C$. With this
notation, the following lemma provides a high probability bound on these two directions:

**Lemma 6.3.** Let \( S \in \mathbb{R}^{m \times n} \) be a sub-Gaussian, ROS or JL sketching matrix and consider any fixed vector \( x \in C \) independent of the sketch matrix. If \( m \geq c_0 \frac{W(\nabla^2 f(x)_{1/2})^2}{\epsilon^2} \), then

\[
\left\| \nabla^2 f(x)^{1/2}(v_{\text{NSK}} - v_{\text{NE}}) \right\|_2 \leq \epsilon \left\| \nabla^2 f(x)^{1/2}v_{\text{NE}} \right\|_2
\]

with probability at least \( 1 - c_1 e^{-c_2 m^2} \).

**Proof.** The proof follows similar lines to the proof of Theorem 3.1, in particular exploiting the convex optimality conditions that define the exact and sketched Newton updates. Let \( u \) be a unit-norm vector independent of \( S \), and consider the random quantities

\[
Z_{\ell}(S, x) : = \inf_{v \in \nabla^2 f(x)^{1/2}K' \cap S^{-1}} \| Sv \|_2^2
\]

and

\[
Z_u(S, x) : = \sup_{v \in \nabla^2 f(x)^{1/2}K' \cap S^{-1}} \left| \langle u, (S^T S - I_n) v \rangle \right|.
\]

By the optimality and feasibility of \( v_{\text{NSK}} \) and \( v_{\text{NE}} \) (respectively) for the sketched Newton update (6.11b), we have

\[
\frac{1}{2} \| S \nabla^2 f(x)^{1/2}v_{\text{NSK}} \|_2^2 - \langle v_{\text{NSK}}, \nabla f(x) \rangle \leq \frac{1}{2} \| \nabla^2 f(x)^{1/2}v_{\text{NE}} \|_2^2 - \langle v_{\text{NE}}, \nabla f(x) \rangle.
\]

Defining the difference vector \( \tilde{v} : = v_{\text{NSK}} - v_{\text{NE}} \), some algebra leads to the basic inequality

\[
\frac{1}{2} \| S \nabla^2 f(x)^{1/2}\tilde{v} \|_2^2 \leq -\langle \nabla^2 f(x)^{1/2}v_{\text{NE}}, S^T S \nabla^2 f(x)^{1/2}\tilde{v} \rangle + \langle \tilde{v}, \nabla f(x) \rangle.
\]

Moreover, by the optimality and feasibility of \( v_{\text{NE}} \) and \( v_{\text{NSK}} \) for the exact Newton update (6.11a), we have

\[
\langle \nabla^2 f(x) v_{\text{NE}} - \nabla f(x), \tilde{v} \rangle = \langle \nabla^2 f(x) v_{\text{NE}} - \nabla f(x), v_{\text{NSK}} - v_{\text{NE}} \rangle \geq 0.
\]

Consequently, by adding and subtracting \( \langle \nabla^2 f(x) v_{\text{NE}}, \tilde{v} \rangle \), we find that

\[
\frac{1}{2} \| S \nabla^2 f(x)^{1/2}\tilde{v} \|_2^2 \leq \left| \langle \nabla^2 f(x)^{1/2}v_{\text{NE}}, (I_n - S^T S) \nabla^2 f(x)^{1/2}\tilde{v} \rangle \right|.
\]

By definition, the error vector \( \tilde{v} \) belongs to the cone \( K' \) and the vector \( \nabla^2 f(x)^{1/2}v_{\text{NE}} \) is fixed and independent of the sketch. Consequently, invoking definitions (6.13a) and (6.13b) of the random variables \( Z_{\ell} \) and \( Z_u \) yields

\[
\frac{1}{2} \| S \nabla^2 f(x)^{1/2}\tilde{v} \|_2^2 \geq \frac{1}{2} \| \nabla^2 f(x)^{1/2}\tilde{v} \|_2^2,
\]

\[
\left| \langle \nabla^2 f(x)^{1/2}v_{\text{NE}}, (I_n - S^T S) \nabla^2 f(x)^{1/2}\tilde{v} \rangle \right| \leq Z_u \| \nabla^2 f(x)^{1/2}v_{\text{NE}} \|_2 \| \nabla^2 f(x)^{1/2}\tilde{v} \|_2.
\]

Putting together the pieces, we find that

\[
\left\| \nabla^2 f(x)^{1/2}(v_{\text{NSK}} - v_{\text{NE}}) \right\|_2 \leq \frac{2Z_u(S, x)}{Z_{\ell}(S, x)} \left\| \nabla^2 f(x)^{1/2}v_{\text{NE}} \right\|_2.
\]

Finally, for any \( \delta \in (0, 1) \), let us define the event \( \mathcal{E}(\delta) = \{ Z_{\ell} \geq 1 - \delta, \quad \text{and} \quad Z_u \leq \delta \} \). By Lemma 4 and Lemma 5 from our previous paper [31], we are guaranteed that \( \mathbb{P}[\mathcal{E}(\delta)] \geq 1 - c_1 e^{-c_2 m^2} \delta \). Conditioned on the event \( \mathcal{E}(\delta) \), the bound (6.17) implies that

\[
\left\| \nabla^2 f(x)^{1/2}(v_{\text{NSK}} - v_{\text{NE}}) \right\|_2 \leq \frac{2\delta}{1 - \delta} \left\| \nabla^2 f(x)^{1/2}v_{\text{NE}} \right\|_2.
\]

By setting \( \delta = \frac{\epsilon}{2} \), the claim follows. \( \square \)
5.2.2. Two phase analysis. Similar to the standard analysis of Newton’s method, our next step in the analysis of the Newton sketch algorithm is to consider two different phases, as defined by the magnitude of the decrement \( \tilde{\lambda}_f(x) \):

- **First phase**: Decrement \( \tilde{\lambda}_f(x) > \eta \).
- **Second phase**: Decrement \( \tilde{\lambda}_f(x) \leq \eta \).

In each phase, we establish different guarantees on the behavior of the sketched update \( x_{NSK} \) based on a starting vector \( x \).

**Lemma 6.4.** For \( \epsilon \in (0,1/2) \), there exist constants \( \nu > 0 \) and \( \eta \in (0,1/16) \) such that:

(a) If \( \tilde{\lambda}_f(x) > \eta \), then \( f(x_{NSK}) - f(x) \leq -\nu \) with probability at least \( 1 - c_1 e^{-c_2 m \epsilon^2} \).

(b) Conversely, if \( \tilde{\lambda}_f(x) \leq \eta \), then

\[
\begin{align*}
(6.18a) & \quad \tilde{\lambda}_f(x_{NSK}) \leq \tilde{\lambda}_f(x), \\
(6.18b) & \quad \lambda_f(x_{NSK}) \leq \left( \frac{16}{25} \right) \lambda_f(x),
\end{align*}
\]

where both bounds hold with probability \( 1 - c_1 e^{\epsilon c_2 m} \).

Using this lemma, let us now complete the proof of the theorem, dividing our analysis into the two phases of the algorithm.

**First phase analysis:** Lemma 6.4(a) ensures that each iteration in the first phase decreases the function value by at least \( \nu > 0 \); consequently, the number of first phase iterations \( N_1 \) is at most

\[
N_1 := \frac{f(x^0) - f(x^*)}{\nu},
\]

with probability at least \( 1 - N_1 c_1 e^{-c_2 m^2} \).

**Second phase analysis:** Next, let us suppose that at some iteration \( t \), the condition \( \tilde{\lambda}_f(x^t) \leq \eta \) holds, so that part (b) of Lemma 6.4 can be applied. In fact, the bound (6.18a) then guarantees that \( \tilde{\lambda}_f(x^{t+1}) \leq \eta \), so that we may apply the contraction bound (6.18b) repeatedly for \( N_2 \) rounds so as to obtain that

\[
\lambda_f(x^{t+N_2}) \leq \left( \frac{16}{25} \right)^{N_2} \lambda_f(x^t)
\]

with probability \( 1 - N_2 e^c c_2 m^2 \).

Since \( \lambda_f(x^t) \leq \eta \leq 1/16 \) by assumption, the self-concordance of \( f \) then implies that

\[
f(x^{t+k}) - f(x^*) \leq \left( \frac{16}{25} \right)^k \frac{1}{16}.
\]

Therefore, in order to ensure that and consequently for achieving \( f(x^{t+k}) - f(x^*) \leq \epsilon \), it suffices for the number of second phase iterations to be lower bounded as \( N_2 \geq 0.65 \log_2 \left( \frac{1}{16 \epsilon} \right) \).

Putting together the two phases, we conclude that the total number of iterations \( N \) required to achieve \( \epsilon \)-accuracy is at most

\[
N = N_1 + N_2 \leq \frac{f(x^0) - f(x^*)}{\gamma} + 0.65 \log_2 \left( \frac{1}{16 \epsilon} \right),
\]

and moreover, this guarantee holds with probability at least \( 1 - N_1 c_1 e^{-c_2 m \epsilon^2} \).

Thus, in order to complete our proof of the theorem, it remains to prove Lemma 6.4, and we do in the next two subsections.
6.2.3. Proof of Lemma 6.4(a). Our proof of this part is performed conditionally on the event \( D := \{ \tilde{\lambda}_f(x) > \eta \} \). Our strategy is to show that the backtracking line search leads to a stepsize \( s > 0 \) such that function decrement in moving from the current iterate \( x \) to the new sketched iterate \( x_{NSK} = x + sv_{NSK} \) is at least

\[
(6.19) \quad f(x_{NSK}) - f(x) \leq -\nu \quad \text{with probability at least} \quad 1 - c_1 e^{-c_2 m}.
\]

The outline of our proof is as follows. Defining the univariate function \( g(u) := f(x + uv_{NSK}) \) and \( c' = \frac{2e}{1-c} \), we first show that the step size choice \( \tilde{u} := \frac{1}{1+(1+c')\lambda_f(x)} \) satisfies the bound

\[
(6.20a) \quad g(\tilde{u}) \leq g(0) - a\tilde{u}\lambda_f(x)^2,
\]

which implies that \( \tilde{u} \) satisfies the exit condition of backtracking line search. Therefore, the stepsize \( s \) must be lower bounded as \( s \geq \tilde{u} \), which then implies that the updated solution \( x_{NSK} = x + sv_{NSK} \) satisfies the decrement bound

\[
(6.20b) \quad f(x_{NSK}) - f(x) \leq -ab\frac{\lambda_f(x)^2}{1 + (1 + \frac{2c}{1-c})\lambda_f(x)}.
\]

Since \( \tilde{\lambda}_f(x) > \eta \) by assumption and the function \( u \rightarrow \frac{u^2}{1 + (1+c')u} \) is monotone increasing, this bound implies that inequality (6.19) holds with \( \nu = ab\frac{\eta^2}{1 + (1+c')\eta} \).

In order to prove the claims (6.20a) and (6.20b), we first state and prove an auxiliary lemma:

**Lemma 6.5.**

(a) For \( u \in \text{dom } g \cap \mathbb{R}^+ \), we have the decrement bound

\[
(6.21a) \quad g(u) \leq g(0) + u(\nabla f(x), v_{NSK}) - u\|\nabla^2 f(x)\|_{1/2} v_{NSK}\|_2 - \log(1 - u\|\nabla^2 f(x)\|_{1/2} v_{NSK}\|_2).
\]

provided that \( u\|\nabla^2 f(x)\|_{1/2} v_{NSK}\|_2 < 1 \).

(b) With probability at least \( 1 - c_1 e^{-c_2 m} \), we have

\[
(6.21b) \quad \|\nabla^2 f(x)\|_{1/2} v_{NSK}\|_2 \leq \left( \frac{1 + \epsilon}{1 - \epsilon} \right)^2 \left[ \tilde{\lambda}_f(x) \right]^2.
\]

**Proof.** Let us first prove the bound (6.21a). By construction, the function \( g(u) = f(x + uv_{NSK}) \) is strictly convex and self-concordant. Consequently, it satisfies the bound \( \frac{d}{du} \left( g''(u)^{-1/2} \right) \leq 1 \), whence

\[
g''(s)^{-1/2} - g''(0)^{-1/2} = \int_0^s \frac{d}{du} \left( g''(u)^{-1/2} \right) du \leq s.
\]

or equivalently

\[
g''(s) \leq \frac{g''(0)}{(1 - g''(0)^{-1/2})^2} \quad \text{for } s \in \text{dom } g \cap [0, g''(0)^{-1/2}).
\]

Integrating this inequality twice yields the bound

\[
g(u) \leq g(0) + ug'(0) - ug''(0)^{1/2} - \log(1 - ug''(0)^{1/2})
\]

Since \( g'(u) = \langle \nabla f(x+uv_{NSK}), v_{NSK} \rangle \) and \( g''(u) = \langle v_{NSK}, \nabla^2 f(x+uv_{NSK}) v_{NSK} \rangle \), the decrement bound (6.21a) follows.

Turning to the proof of the bound (6.21b), we perform this analysis conditional on the bound (6.12) from Lemma 6.3. We begin by observing that

\[
\left\|\nabla^2 f(x)\right\|_{1/2} v_{NSK}\|_2 \leq \left\|\nabla^2 f(x)\right\|_{1/2} v_{NSK}\|_2 + \left\|\nabla^2 f(x)\right\|_{1/2} (v_{NSK} - v_{NE})\|_2
\]

\[
(6.22) = \lambda_f(x) + \left\|\nabla^2 f(x)\right\|_{1/2} (v_{NSK} - v_{NE})\|_2.
\]
Lemma 6.3 implies that \( \| \nabla^2 [f(x)]^{1/2} (v_{NSK} - v_{NE}) \|_2 \leq \epsilon \| \nabla^2 [f(x)]^{1/2} v_{NE} \|_2 = \epsilon \lambda_f(x) \). In conjunction with the bound (6.22), we see that

\[
\| \nabla^2 [f(x)]^{1/2} v_{NSK} \|_2 \leq (1 + \epsilon) \lambda_f(x).
\]

Our next step is to lower bound the term \( \langle \nabla f(x), v_{NSK} \rangle \): in particular, by adding and subtracting a factor of the original Newton step \( v_{NE} \), we find that

\[
\langle \nabla f(x), v_{NSK} \rangle = (\langle \nabla^2 [f(x)]^{-1/2} \nabla f(x), \nabla^2 [f(x)]^{1/2} v_{NSK} \rangle)
\]

\[
= (\langle \nabla^2 [f(x)]^{-1/2} \nabla f(x), \nabla^2 [f(x)]^{1/2} v_{NE} \rangle + \langle \nabla^2 [f(x)]^{-1/2} \nabla f(x), \nabla^2 [f(x)]^{1/2} (v_{NSK} - v) \rangle)
\]

\[
= -\| \nabla^2 [f(x)]^{-1/2} \nabla f(x) \|_2^2 + \| \nabla^2 [f(x)]^{-1/2} \nabla f(x) \|_2 \| \nabla^2 [f(x)]^{1/2} (v_{NSK} - v_{NE}) \|_2
\]

\[
= -\lambda_f(x)^2 + \lambda_f(x) \| \nabla^2 [f(x)]^{1/2} (v_{NSK} - v_{NE}) \|_2
\]

\[
\leq -\lambda_f(x)^2 (1 - \epsilon),
\]

where the final step again makes use of Lemma 6.3. Repeating the above argument in the reverse direction yields the lower bound \( \langle \nabla f(x), v_{NSK} \rangle \geq -\lambda_f(x)^2 (1 + \epsilon) \), so that we may conclude that

\[
\tilde{\lambda}_f(x) - \lambda_f(x) \leq \epsilon \lambda_f(x).
\]

Finally, by squaring both sides of the inequality (6.22) and combining with the above bounds gives

\[
\| \nabla^2 [f(x)]^{1/2} v_{NSK} \|_2^2 \leq -\frac{(1 + \epsilon)^2}{1 - \epsilon} (\nabla f(x), v_{NSK}) = \frac{(1 + \epsilon)^2}{1 - \epsilon} \tilde{\lambda}_f^2(x) \leq \left( \frac{1 + \epsilon}{1 - \epsilon} \right)^2 \lambda_f^2(x),
\]

as claimed. \( \square \)

We are now equipped to return to the proofs of our earlier claims (6.20a) and (6.20b). Recalling our shorthand \( \epsilon' := \frac{1 - \epsilon}{1 + \epsilon} = 1 - \frac{2 \epsilon}{1 + \epsilon} \), substituting inequality (6.21b) into the decrement formula (6.21a) yields

\[
g(u) \leq g(0) - u \tilde{\lambda}_f(x)^2 - u (1 + \epsilon') \tilde{\lambda}_f(x) - \log(1 - u (1 + \epsilon') \tilde{\lambda}_f(x))
\]

\[
= g(0) - \left\{ u (1 + \epsilon')^2 \tilde{\lambda}_f(x)^2 + u (1 + \epsilon') \tilde{\lambda}_f(x) + \log(1 - u (1 + \epsilon') \tilde{\lambda}_f(x)) \right\}
\]

\[
+ u ((1 + \epsilon')^2 - 1) \tilde{\lambda}_f(x)^2
\]

where we added and subtracted \( u (1 + \epsilon')^2 \tilde{\lambda}_f(x)^2 \) so as to obtain the final equality.

We now prove inequality (6.20a). Now since the choice \( u = \tilde{u} := \frac{1}{1 + (1 + \epsilon') \tilde{\lambda}_f(x)} \) satisfies the conditions of Lemma 6.5, we are guaranteed that

\[
g(\tilde{u}) \leq g(0) - (1 + \epsilon') \tilde{\lambda}_f(x) + \log(1 + (1 + \epsilon') \tilde{\lambda}_f(x)) + \frac{(\epsilon'^2 + 2 \epsilon') \tilde{\lambda}_f(x)^2}{1 + (1 + \epsilon') \tilde{\lambda}_f(x)}.
\]

Making use of the standard inequality \( -u + \log(1 + u) \leq -\frac{u^2}{1 + u} \) (for instance, see the book [6]), we find that

\[
g(\tilde{u}) \leq g(0) - \frac{1}{2} \frac{(1 + \epsilon')^2 \tilde{\lambda}_f(x)^2}{1 + (1 + \epsilon') \tilde{\lambda}_f(x)} + \frac{(\epsilon'^2 + 2 \epsilon') \tilde{\lambda}_f(x)^2}{1 + (1 + \epsilon') \tilde{\lambda}_f(x)}
\]

\[
= g(0) - \left( \frac{1}{2} - \frac{1}{2} \epsilon'^2 - \epsilon' \right) \tilde{\lambda}_f(x)^2 \tilde{u}
\]

\[
\leq g(0) - \alpha \tilde{\lambda}_f(x)^2 \tilde{u},
\]

where the final inequality follows from our assumption \( \alpha \leq \frac{1}{2} - \frac{1}{2} \epsilon'^2 - \epsilon' \). This completes the proof of the bound (6.20a). Finally, the lower bound (6.20b) follows by setting \( u = b \tilde{u} \) into the decrement inequality (6.21a). We have thus completed the proof of Lemma 6.4(a).
**6.2.4. Proof of Lemma 6.4(b).** Our proof of this part hinges on the following auxiliary lemma:

**LEMMA 6.6.** For all $\epsilon \in (0, 1/2)$, we have

\[
(6.27a) \quad \lambda_f(x_{NSK}) \leq \frac{(1 + \epsilon)\lambda_f^2(x) + \epsilon\lambda_f(x)}{(1 - (1 + \epsilon)\lambda_f(x))^2}, \quad \text{and}
\]

\[
(6.27b) \quad (1 - \epsilon)\lambda_f(x) \leq \tilde{\lambda}_f(x) \leq (1 + \epsilon)\lambda_f(x),
\]

where all bounds hold with probability at least $1 - c_1e^{-c_2m\epsilon^2}$.

**Proof.** We have already proved the bound (6.27b) during our proof of Lemma 6.5—in particular, see equation (6.25). Accordingly, it remains only to prove the inequality (6.27a).

Introducing the shorthand $\tilde{\lambda} := (1 + \epsilon)\lambda_f(x)$, we first claim that the Hessian satisfies the sandwich relation

\[
(6.28) \quad (1 - s\alpha)^2\nabla^2 f(x) \preceq \nabla^2 f(x + sv_{NSK}) \succeq \frac{1}{(1 - s\alpha)^2} \nabla^2 f(x),
\]

for $|1 - s\alpha| < 1$ where $\alpha = (1 + \epsilon)\lambda_f(x)$, with probability at least $1 - c_1e^{-c_2m\epsilon^2}$. Let us recall Theorem 4.1.6 of Nesterov [27]: it guarantees that

\[
(6.29) \quad (1 - s\|v_{NSK}\|_x)^2\nabla^2 f(x) \preceq \nabla^2 f(x + sv_{NSK}) \succeq \frac{1}{(1 - s\|v_{NSK}\|_x)^2} \nabla^2 f(x).
\]

Now recall the bound (6.12) from Lemma 6.3: combining it with an application of the triangle inequality (in terms of the semi-norm $\|v\|_x = \|\nabla^2 f(x)^{1/2}v\|_2$) yields

\[
\left\|\nabla^2 f(x)^{1/2}v_{NSK}\right\|_2 \leq (1 + \epsilon)\left\|\nabla^2 f(x)^{1/2}v_{NE}\right\|_2 = (1 + \epsilon)\|v_{NE}\|_x,
\]

with probability at least $1 - e^{-c_4m\epsilon^2}$, and substituting this inequality into the bound (6.29) yields the sandwich relation (6.28) for the Hessian.

Using this sandwich relation (6.28), the Newton decrement can be bounded as

\[
\lambda_f(x_{NSK}) = \left\|\nabla^2 f(x_{NSK})^{-1/2}\nabla f(x_{NSK})\right\|_2
\leq \frac{1}{(1 - (1 + \epsilon)\lambda_f(x))}\left\|\nabla^2 f(x)^{1/2}\nabla f(x_{NSK})\right\|_2
\leq \frac{1}{(1 - (1 + \epsilon)\lambda_f(x))}\left\|\nabla^2 f(x)^{-1/2}\left(\nabla f(x) + \int_0^1 \nabla^2 f(x + sv_{NSK})v_{NSK} ds\right)\right\|_2
\leq \frac{1}{(1 - (1 + \epsilon)\lambda_f(x))}\left\|\nabla^2 f(x)^{-1/2}\left(\nabla f(x) + \int_0^1 \nabla^2 f(x + sv_{NSK})v_{NE} ds + \Delta\right)\right\|_2,
\]

where we have defined $\Delta = \int_0^1 \nabla^2 f(x + sv_{NSK}) (v_{NSK} - v_{NE}) ds$. By the triangle inequality, we can write $\lambda_f(x_{NSK}) \leq \frac{1}{(1 - (1 + \epsilon)\lambda_f(x))} (M_1 + M_2)$, where

\[
M_1 := \left\|\nabla^2 f(x)^{-1/2}\left(\nabla f(x) + \int_0^1 \nabla^2 f(x + tv_{NSK})v_{NSK} dt\right)\right\|_2, \quad \text{and} \quad M_2 := \|\nabla^2 f(x)^{-1/2}\Delta\|_2.
\]

In order to complete the proof, it suffices to show that

\[
M_1 \leq \frac{(1 + \epsilon)\lambda_f(x)^2}{1 - (1 + \epsilon)\lambda_f(x)}, \quad \text{and} \quad M_2 \leq \frac{\epsilon\lambda_f(x)}{1 - (1 + \epsilon)\lambda_f(x)}.
\]
Bound on $M_1$: Re-arranging and then invoking the Hessian sandwich relation (6.28) yields

\[
M_1 = \left\| \int_0^1 \left( \nabla^2 f(x)^{-1/2} \nabla^2 f(x + s v_{NSK}) \nabla^2 f(x)^{-1/2} - I \right) ds \left( \nabla^2 f(x)^{1/2} v_{NE} \right) \right\|_2
\]

\[
\leq \left\| \int_0^1 \left( \frac{1}{(1 - s(1 + \epsilon) \lambda_f(x))^2} - 1 \right) ds \left( \nabla^2 f(x)^{1/2} v_{NE} \right) \right\|_2
\]

\[
= \frac{(1 + \epsilon) \lambda_f(x)}{1 - (1 + \epsilon) \lambda_f(x)} \left\| \nabla^2 f(x)^{1/2} v_{NE} \right\|_2
\]

\[
= \frac{(1 + \epsilon) \lambda_f^2(x)}{1 - (1 + \epsilon) \lambda_f(x)}
\]

Bound on $M_2$: We have

\[
M_2 = \left\| \int_0^1 \nabla^2 f(x)^{-1/2} \nabla^2 f(x + s v_{NSK}) \nabla^2 f(x)^{-1/2} ds \nabla^2 f(x)^{1/2} (v_{NSK} - v_{NE}) \right\|_2
\]

\[
\leq \left\| \int_0^1 \frac{1}{(1 - s(1 + \epsilon) \lambda_f(x))^2} ds \nabla^2 f(x)^{1/2} (v_{NSK} - v_{NE}) \right\|_2
\]

\[
= \frac{1}{1 - (1 + \epsilon) \lambda_f(x)} \left\| \nabla^2 f(x)^{1/2} (v_{NSK} - v_{NE}) \right\|_2
\]

\[
\leq \frac{1}{1 - (1 + \epsilon) \lambda_f(x)} \epsilon \left\| \nabla^2 f(x)^{1/2} v_{NE} \right\|_2
\]

\[
= \frac{\epsilon \lambda_f(x)}{1 - (1 + \epsilon) \lambda_f(x)},
\]

where the inequality in step (i) follows from Lemma 6.3. \[\square\]

We now use Lemma 6.6 to prove the two claims in the lemma statement.

Proof of the bound (6.18a). Recall from the theorem statement that \( \eta := \frac{1}{8} \frac{1 - \epsilon (\frac{1 + \epsilon}{1 - \epsilon})^2 - a}{(\frac{1 + \epsilon}{1 - \epsilon})^3} \). By examining the roots of a polynomial in \( \epsilon \), it can be seen that \( \eta \leq \frac{1 - \epsilon}{1 + \epsilon} \frac{1}{16} \). By applying the inequalities (6.27b), we have

\[
(1 + \epsilon) \lambda_f(x) \leq \frac{1 + \epsilon}{1 - \epsilon} \lambda_f(x) \leq \frac{1 + \epsilon}{1 - \epsilon} \eta \leq \frac{1}{16}
\]

whence inequality (6.27a) implies that

\[
\lambda_f(x_{NSK}) \leq \frac{1}{16} \lambda_f(x) + \epsilon \lambda_f(x) \leq \left( \frac{16}{225} + \frac{256}{225} \epsilon \right) \lambda_f(x) \leq \frac{16}{25} \lambda_f(x).
\]

Here the final inequality holds for all \( \epsilon \in (0, 1/2) \). Combining the bound (6.27b) with inequality (6.31) yields

\[
\bar{\lambda}_f(x_{NSK}) \leq (1 + \epsilon) \lambda_f(x_{NSK}) \leq (1 + \epsilon) \left( \frac{16}{25} \right) \bar{\lambda}_f(x) \leq \bar{\lambda}_f(x),
\]

where the final inequality again uses the condition \( \epsilon \in (0, \frac{1}{2}) \). This completes the proof of the bound (6.18a).

Proof of the bound (6.18b). This inequality has been established as a consequence of proving the bound (6.31).

6.3. Proof of Theorem 4.2. Given the proof of Theorem 4.1, it remains only to prove an appropriately modified version of Lemma 6.3. It applies to the exact and sketched Newton directions \( v_{NE}, v_{NSK} \in \mathbb{R}^d \) that are defined as follows

\[
v_{NE} := \arg \min_{z \in \mathbb{C}^d} \left\{ \frac{1}{2} \left\| \nabla^2 f(x)^{1/2} z \right\|_2^2 + \langle z, \nabla f(x) \rangle + \frac{1}{2} z, \nabla^2 g(x) z \right\},
\]

\[
v_{NSK} = \arg \min_{z \in \mathbb{C}^d} \left\{ \frac{1}{2} \left\| S \nabla^2 f(x)^{1/2} z \right\|_2^2 + \langle z, \nabla f(x) \rangle + \frac{1}{2} \langle z, \nabla^2 g(x) z \rangle \right\}.
\]

30
Thus, the only difference is that the Hessian $\nabla^2 f(x)$ is sketched, whereas the term $\nabla^2 g(x)$ remains unsketched. Also note that since the function $g$ is a self-concordant barrier for the set $C$, we can safely omit the constraint $C$ in the definitions of sketched and original Newton steps.

**Lemma 6.7.** Let $S \in \mathbb{R}^{m \times n}$ be a sub-Gaussian, ROS or JL sketching matrix, and let $x \in \mathbb{R}^d$ be a (possibly random) vector independent of $S$. If $m \geq c_0 \max_{x \in \mathcal{C}} \frac{\ln(\sqrt{n}f(x)\epsilon K)^2}{\epsilon^2}$, then

$$
\left\| \nabla^2 f(x)^{1/2}(v_{\text{NSK}} - v_{\text{NE}}) \right\|_2 \leq \epsilon \left\| \nabla^2 f(x)^{1/2}v_{\text{NE}} \right\|_2
$$

with probability at least $1 - c_1 e^{-c_2 m^2}$.

**Proof.** We follow the basic inequality argument used in the proof of Lemma 6.3. Since $v_{\text{NSK}}$ and $v_{\text{NE}}$ are optimal and feasible (respectively) for the sketched Newton problem (6.32b), we have $\Psi(v_{\text{NSK}}; S) \leq \Psi(v_{\text{NE}}; S)$. Defining the difference vector $\hat{c} := v_{\text{NSK}} - v$, some algebra leads to the basic inequality

$$
\frac{1}{2} \left\| S \nabla^2 f(x)^{1/2} \hat{c} \right\|_2^2 + \frac{1}{2} \langle \hat{c}, \nabla^2 g(x) \hat{c} \rangle \leq -\langle \nabla^2 f(x)^{1/2} v_{\text{NE}}, S^T \nabla^2 f(x)^{1/2} \hat{c} \rangle + \langle \hat{c}, \nabla f(x) - \nabla^2 g(x) v_{\text{NE}} \rangle.
$$

On the other hand since $v_{\text{NE}}$ and $v_{\text{NSK}}$ are optimal and feasible (respectively) for the Newton step (6.32a), we have

$$
\langle \nabla^2 f(x) v_{\text{NE}} + \nabla^2 g(x) v_{\text{NE}} - \nabla f(x), \hat{c} \rangle \geq 0.
$$

Consequently, by adding and subtracting $\langle \nabla^2 f(x) v_{\text{NE}}, \hat{c} \rangle$, we find that

$$
\frac{1}{2} \left\| S \nabla^2 f(x)^{1/2} \hat{c} \right\|_2^2 + \frac{1}{2} \langle v_{\text{NE}}, \nabla^2 g(x) v_{\text{NE}} \rangle \leq \left\| \nabla^2 f(x)^{1/2} v_{\text{NE}}, (I_n - S^T S) \nabla^2 f(x)^{1/2} \hat{c} \right\|.
$$

We next define the matrix $\tilde{H}(x)^{1/2} := \begin{bmatrix} \nabla^2 f(x)^{1/2} \\ \nabla^2 g(x)^{1/2} \end{bmatrix}$ and the augmented sketching matrix $\tilde{S} := \begin{bmatrix} S & 0 \\ 0 & I_q \end{bmatrix}$ where $q = 2n$. Then we can rewrite the inequality (6.34) as follows

$$
\frac{1}{2} \left\| \tilde{S} \tilde{H}(x)^{1/2} \hat{e} \right\|_2^2 \leq \left\| \tilde{H}(x)^{1/2} v_{\text{NE}}, (I_q - \tilde{S}^T \tilde{S}) \tilde{H}(x)^{1/2} \hat{c} \right\|.
$$

Note that the modified sketching matrix $\tilde{S}$ also satisfies the conditions (6.13a) and (6.13b). Consequently the remainder of the proof follows as in the proof of Lemma 6.3.

**7. Discussion.** In this paper, we introduced and analyzed the Newton sketch, a randomized approximation to the classical Newton updates. This algorithm is a natural generalization of the Iterative Hessian Sketch (IHS) updates analyzed in our earlier work [30]. The IHS applies only to constrained least-squares problems (for which the Hessian is independent of the iteration number), whereas the Newton Sketch applies to twice differentiable convex functions, minimized over a closed and convex set. We described various applications of the Newton sketch, including its use with barrier methods to solve various forms of constrained problems. For the minimization of self-concordant functions, the combination of the Newton sketch within interior point updates leads to much faster algorithms for an extensive body of convex optimization problems.

Each iteration of the Newton sketch has lower computational complexity than classical Newton's method. Moreover, ignoring logarithmic factors, it has lower overall computational complexity than first-order methods when either $n \geq d^2$, when applied in the primal form, or $d \geq n^2$, when applied in the dual form; here $n$ and $d$ denote the dimensions of the data matrix $A$. In the context of barrier methods, the parameters $n$ and $d$ typically correspond to the number of constraints and number of variables, respectively. In many “big data” problems, one of the dimensions is much larger than the other, in which case the Newton sketch is advantageous. Moreover, sketches based on the randomized
Hadamard transform are well-suited to in parallel environments: in this case, the sketching step can be done in $O(\log m)$ time with $O(nd)$ processors. This scheme significantly decreases the amount of central computation—namely, from $O(m^2d + nd \log m)$ to $O(m^2d + \log d)$.

There are a number of open problems associated with the Newton sketch. Here we focused our analysis on the cases of sub-Gaussian, randomized orthogonal system (ROS) sketches and JL embeddings. It would also be interesting to analyze sketches based on row sampling and leverage scores. Such techniques preserve the sparsity of the Hessian, and can be used in conjunction with sparse KKT system solvers. Finally, it would be interesting to explore the problem of lower bounds on the sketch dimension $m$. In particular, is there a threshold below which any algorithm that has access only to gradients and $m$-sketched Hessians must necessarily converge at a sub-linear rate, or in a way that depends on the strong convexity and smoothness parameters? Such a result would clarify whether or not the guarantees in this paper are improvable.
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**Appendix A. Gaussian widths with $\ell_1$-constraints.**

In this appendix, we state and prove an elementary lemma that bounds for the Gaussian width for a broad class of $\ell_1$-constrained problems. In particular, given a twice-differentiable convex function $\psi$, a vector $c \in \mathbb{R}^d$, a radius $R$ and a collection of $d$-vectors $\{a_i\}_{i=1}^n$, consider a convex program of the form

\begin{equation}
\min_{x \in C} \left\{ \sum_{i=1}^n \psi(\langle a_i, x \rangle) + \langle c, x \rangle \right\}, \quad \text{where} \quad C = \{x \in \mathbb{R}^d \mid \|x\|_1 \leq R\}.
\end{equation}

**Lemma A.1.** Suppose that the $\ell_1$-constrained program (A.1) has a unique optimal solution $x^*$ such that $\|x^*\|_0 \leq s$ for some integer $s$. Then denoting the tangent cone at $x^*$ by $K$, then

$$
\max_{x \in C} \mathcal{W}(\nabla^2 f(x))^{1/2}K \leq 6\sqrt{s} \log d \sqrt{\frac{\psi_{\max}''}{\psi_{\min}''}} \max_{j=1,\ldots,d} \frac{\|A_j\|_2}{\sqrt{\gamma^{-s}_s(A)}},
$$

where

$$
\psi_{\min}'' = \min_{x \in C} \min_{i=1,\ldots,n} \psi''(a_i, x, y_i), \quad \text{and} \quad \psi_{\max}'' = \max_{x \in C} \max_{i=1,\ldots,n} \psi''(a_i, x, y_i).
$$

**Proof.** It is well-known (e.g., [18, 31]) that the tangent cone of the $\ell_1$-norm at any $s$-sparse solution is a subset of the cone $\{z \in \mathbb{R}^d \mid \|z\|_1 \leq 2\sqrt{s}\|z\|_2\}$. Using this fact, we have the following sequence of
upper bounds

$$\mathcal{W}(\nabla^2 f(x)^{1/2}) = E_w \max_{z \in \mathcal{K}} \langle w, \nabla^2 f(x)^{1/2} z \rangle$$

$$= E_w \max_{z \in \mathcal{K}} \langle w, \text{diag}(\psi''((a_i, x), y_i))^{1/2} Az \rangle$$

$$\leq E_w \max_{z \in \mathcal{K}} \langle w, \text{diag}(\psi''((a_i, x), y_i))^{1/2} Az \rangle$$

$$\leq \frac{2\sqrt{2}}{\gamma_\alpha(A)} \frac{1}{\psi_{\min}} E_w \|A^T \text{diag}(\psi''((a_i, x), y_i))^{1/2} w\|_\infty$$

$$= \frac{2\sqrt{3}}{\gamma_\alpha(A)} \frac{1}{\psi_{\min}} E_w \max_{j=1, \ldots, d} \left| \sum_{i=1, \ldots, n} w_i A_{ij} \psi''((a_i, x), y_i)^{1/2} \right| Q_j$$

Here the random variables $Q_j$ are zero-mean Gaussians with variance at most

$$\sum_{i=1, \ldots, n} A_{ij}^2 \psi''((a_i, x), y_i) \leq \psi_{\max}^2 \|A_j\|^2_2.$$ 

Consequently, applying standard bounds on the suprema of Gaussian variates \cite{21}, we obtain

$$E_w \max_{j=1, \ldots, d} \left| \sum_{i=1, \ldots, n} w_i A_{ij} \psi''((a_i, x), y_i)^{1/2} \right| \leq 3\sqrt{\log d} \sqrt{\psi_{\max}^2 \max_{j=1, \ldots, d} \|A_j\|_2}.$$ 

When combined with the previous inequality, the claim follows. \ensuremath{\square}
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