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ApproachMotivation
•Learned language-conditioned robot policies 

struggle to adapt to new manipulation tasks even 
when pre-trained across diverse instructions

•How can we adapt a pre-trained generalist policy 
to new tasks from a few demonstrations?

•Insight: exploit semantic structure of new tasks 
by decomposing them into language that the pre-
trained policy is more familiar with using a VLM 

Aligning robot 
representations with humans
Anca Dragan

Results

Setup

Hierarchical Language Policy

Summary
We conduct 
experiments with a 6 
DoF WidowX arm with 
a pretrained language 
conditioned policy.

The training Bridge-v2 dataset consists of short-horizon 
manipulation tasks with language annotations, augmented 
with heuristics and language model rephrasing

Policy Adaptation via Language Optimization

During pre-training, we optimize the policy with the joint encodings from both the 
high- and low-level task decompositions

PALO selects the best task 
decomposition from several feasible 
ones proposed by a VLM (GPT-4o) 
based on MSE, and executes the 
decomposition during inference.

•PALO enables adaptation to unseen, long-horizon 
tabletop manipulation tasks specified with language

•PALO uses the semantic understanding of a VLM to 
enable better adaptation of a pretrained generalist 
policy to new tasks

•PALO needs 15x less data to adapt to new tasks 
compared to fine-tuning on the expert data
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Scaling of PALO and Finetuning Approaches

PALO (Ours) FT-Octo FT-LCBC

Instruction

“put the marker into the 
box while aligning it”

“put the spoon into the 
cleaner while aligning it”

“put the beet toy/purple 
thing into the drawer”

“pry out the pot in the 
drawer using the ladle”

“make a salad bowl with 
corn and mushroom”

“pour the contents of the 
scoop into the bowl”

“sweep the mints to the 
right after putting the 
mushroom in the bowl”

“sweep the skittles into the 
bin after putting the 
mushroom in the container”
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Ablation Study
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•PALO needs  
demos for 80% success

•Fine-tuning needs 
 demos for similar 

performance

≤5

>80

PALO adapts to diverse, 
unseen, long-horizon tasks 
better than existing fine-
tuning and nonparametric 
approaches

Algorithm 1 Policy Adaptation via Language Optimization (PALO)
Require: a VLM M, pre-trained instruction-following policy ω(â | st, c),

number of candidate decompositions to sample M , optimization steps N
Input: new task described by ε with n expert demonstrations Dtarget collected manually
Output: policy ω̂(· | st) adapted to the new task ε

1: for i = 1 to M do
2: c

(i)
1:K → M(s0, ε)

3: for j = 1 to N do
4: u

(i,j)
1:K → Unif(U)

5: ĉ1:K ↑ argmin
c1:K→{c(i)}M

i=1
minu→{u(i,j)}N

j=1
J (c1:K , u, ϑ) (eq. 4)

6: ωPALO(â | st, ε) ↑ ω(â | st, ĉkt)
7: return ωPALO.

Theorem 3.7. The (out-of-distribution) regret of PALO on ϖtarget can be

bounded as:

Rωω (ωPALO; ϖtarget) ↓ Rωω (ω̂; ϖprior) + E
[
DTV

(
ptarget(ckt), pprior(ckt)

)]

+
(
2DKL

[
p(c1:K), pM

])1/2
+

↑
M+

↔
n log(Mn)

n

+ 1/M + 1/K +N
↓2/K (8)

where ωPALO is from Algorithm 1, ω̂(st, ε) is trained on Dprior, and t →

Unif(1 . . . H).

The proof is in Appendix A. Theorem 3.7 shows that in the limit as N,M ↗ ↘, we can decompose
the out-of-distribution regret of PALO into a sum of the in-distribution regret of the pre-trained
policy, and the performance of the VLM in accurately decomposing language tasks:

Rωω (ωPALO; ϖtarget) ↭ Rωω (ω̂; ϖprior)︸ ︷︷ ︸
pre-training MSE

+
(
2EεtargetDKL

[
p(c1:K)

∥∥pM(c1:K)
])1/2

︸ ︷︷ ︸
VLM accuracy

+E
[
DTV

(
ptarget(ckt), pprior(ckt)

)]
︸ ︷︷ ︸

local marginal conformity

. (9)

Viewing the VLM accuracy and local marginal conformity terms as the extent to which Assump-
tions 1 and 2 are satisfied, we can see that under these conditions, Theorem 3.7 lets us directly relate
the performance of the pre-trained policy ω̂ on the training data Dprior to the performance of the
PALO algorithm on out-of-distribution tasks.

3.8 System Details

We use a ResNet-34 [62] to model the policy ω(a | s, c), where c = (cH , c
L) is a concatenation of

high- and low-level instructions. The instruction c = (cL, cH) is passed through a frozen MUSE
model [63] to obtain embeddings before being fused into the ResNet with FiLM layers [64]. Archi-
tecture details are presented in Appendix C, and the overall algorithm is shown in Algorithm 1.

4 Experiments
In this section, we show that PALO can better adapt to long-horizon and out-of-distribution tasks
from a few expert demonstrations than existing learned language-conditioned manipulation poli-
cies (both zero-shot and when finetuned to demonstrations), as well as a nonparametric few-shot
adaptation method. Ablation studies also show all components of PALO are necessary.

4.1 Experimental Setup

We evaluate on a variety of long-horizon and/or unseen tasks across four scenes from the Bridge
tabletop manipulation setup [5]. These involve manipulating new combinations of objects and be-
haviors unseen in the training data to accomplish long-horizon tasks, such as making a salad or
pouring into a bowl. For each task, we collect a set of five expert demonstrations Dtarget for few-shot
learning. Besides separating by scenes, we can also separate the tasks into 4 long-horizon tasks
(put in, salad, sweep mints, sweep skittles) and 4 unseen-skills tasks (pry away, pour spoon, rotate
marker, rotate spoon). Experimental details and example rollouts are presented in Appendix B.
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“pry out the pot using the ladle”

move the 
gripper right 
towards the 
ladle

move the gripper 
down

close the gripper 
to pick up the 
ladle

Move the 
gripper forward 
and left towards 
the drawer

move the 
gripper left

move the 
gripper down 
towards the 
pot

move the gripper 
backward
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