RAILL

Motivation

Policy Adaptation via Language Optimization

Decomposing Tasks for Few-Shot Imitation
Vivek Myers; Bill Chunyuan Zheng, Oier Mees, Sergey Levine! Kuan FangJr

Approach

BERKELEY ARTIFICIAL INTELLIGENCE RESEARCH

Results

*[earned language-conditioned robot policies
struggle to adapt to new manipulation tasks even
when pre-trained across diverse instructions

* How can we adapt a pre-trained generalist policy
to new tasks from a few demonstrations?

* Insight: exploit semantic structure of new tasks
by decomposing them into language that the pre-
trained policy is more familiar with using a VLM

new task: Pretrained Language Policy

“put the turnip ~
[ in the drawer”] + (s
G’olicy FinetuninD

in parameter space

(PALO: Policy AdaptatioD

via Language Optimization

VLM
0

“Grasp drawer”

“Pull opn"

“Open gripper”

: { search over Language)

W

—3 PALO

optimize over

\ parameters

X

only 5 demos needed! need >100 demos

Finetuning

Success Rate

10 20 30 40 50 60
# Demonstrations

Setup

We conduct
experiments with a 6
DoF WidowX arm with
a pretrained language
conditioned policy.

The training Bridge-v2 dataset consists of short-horizon
manipulation tasks with language annotations, augmented
with heuristics and language model rephrasing

Pretraining Adaptation Evaluation
“put the turnlp
new task in the drawer
= . t Dtarget : (“put the turnip in the drawer”)
expert teleoperators .2 . :
N (s, cr) A T VLM M _
scripted policies ’ a v N Tl N 1
= uman annotators ropose ; ~
’ Ef n tat N PP 11 b4 -7
Do (1) el : “move left”
prior LBC s G1 &rasp
Fi drawer”
.y A “ull
C
AR £(2) 2 Open”
BC -
states s; language ci actions a;
c5 — T
77('(82', Ck) — Ay éK “open “close gripper”
» L(K) gripper’ »
BC
. A 2 . .
min Lgc = ||a; — a;|
: T = L(l) 4 E(K) ct = arg min min [\7}
é1. g ~M partitions
learn language-conditioned ( ,0,...,®) rollout with optimal language

policy with behavioral cloning

freeze policy, optimize over language using a few demonstrations

subtask decomposition c*

Policy Adaptation via Language Optimization

PALO selects the best task
decomposition from several feasible

ones proposed by a VLM (GPT-40)
based on MSE, and executes the
decomposition during inference.
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Theorem 3.7. The (out-of-distribution) regret of PALO on pree can be
bounded as:
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where TpaLo is from Algorithm 1, 7t(sy,{) is trained on Dyyior, and t ~
Unif(1... H).

Language Policy
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During pre-training, we optimize the

policy with the joint encodings from both the

high- and low-level task decompositions

Summary

* PALO enables adaptation to unseen, long-horizon
tabletop manipulation tasks specified with language

e PALO uses the semantic understanding of a VLM to
enable better adaptation ot a pretrained generalist
policy to new tasks

* PALO needs 15x less data to adapt to new tasks
compared to fine-tuning on the expert data



