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Abstract

We analyze the computational power and limitations of
the recently proposed ‘quantum adiabatic evolution algo-
rithm’.

1. Introduction

Quantum computation is a revolutionary idea that has
fundamentally transformed our notion of feasible compu-
tation. The most dramatic example of the power of quan-
tum algorithms was exhibited in Shor’s celebrated quan-
tum algorithms for factoring and discrete log [13]. Grover’s
quantum search algorithm [10] gives a quadratic speedup
for a much wider class of computational problems. Despite
numerous attempts in the last few years, it has proved to
be a difficult challenge to design new quantum algorithms.
Recently, Farhi et al. [6, 7] proposed a novel paradigm for
the design of quantum algorithms — via quantum adiabatic
evolution. This paradigm bears some resemblance to simu-
lated annealing, in the sense that the algorithm starts from
an initial disordered state, and homes in on a solution (by
what could be described as quantum local search) as a pa-
rameter ‘�’ is smoothly varied from� to �. The challenge
lies in showing that the process still converges to the de-
sired solution with non-negligible probability if this transi-
tion is made in polynomial time. In [7, 8], this paradigm
was applied to the Exact Cover problem (which has a close
connection to the 3SAT problem), and using computer sim-
ulations it was shown that the algorithm works efficiently
on small randomly chosen instances of this problem.
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In the first part of the article, we discuss the quantum adi-
abatic theorem and explain the quantum adiabatic approach
to computation. Next, we clarify the connection between
the continuous time evolution of adiabatic computing and
the quantum circuit model with its discretized time. We
do this by describing a way of efficiently simulating quan-
tum adiabatic algorithms with a network of standard quan-
tum gates. After this exposition, we explore three questions
about quantum adiabatic evolution algorithms.

Can we apply the exponential lower bounds for quan-
tum search [2] to conclude that the adiabatic quantum al-
gorithm for 3SAT must take exponential time? More con-
cretely, at a high level of abstraction, the adiabatic quantum
algorithm for 3SAT may be viewed as some quantum pro-
cess that gets information about the 3SAT instance only by
(quantum) queries of the following type: given a truth as-
signment, how many clauses of the formula	 are not sat-
isfied? We prove that there is a (classical) polynomial time
algorithm that can reconstruct the 3CNF formula	 by mak-
ing polynomially many queries of this type. It is somewhat
surprising that this question does not appear to have been
studied in the context of relativization results for NP. In our
context, it rules out any query complexity based (quantum)
lower bound for the adiabatic quantum solution of 3SAT.

Is adiabatic quantum computing really quantum? We
give an example of an adiabatic quantum algorithm for
searching that matches the optimal quadratic speedup ob-
tained by Grover’s search algorithm. This example demon-
strates that the ‘quantum local search’, which is implicit in
the adiabatic evolution, is truly non-classical in nature from
a computational viewpoint.

Finally, we give a simple example of a computational
problem on which the adiabatic quantum algorithm prov-
ably takes exponential time. Although the problem is easy
to solve classically, it is designed to be difficult for algo-
rithms based on local search: its global optimum lies in a
narrow basin, while there is a local optimum with a much
larger basin. Let
 be a function on the�-bit strings, where

 � � depends only on� � �, the Hamming weight of. The
problem is to find an that minimizes
 � �. (Obviously, it
is straightforward to solve this class of problems in� � �
steps.) Consider functions
 such that for� �� � � �� � ���,

 � � � � � �, and which decreases for� �� � � �� � ���



to the global minimum
 ��� � � � �. We prove that for
such instances, the adiabatic quantum algorithm requires an
exponential slowdown in�. We do this by showing that
the gap between the minimum and second eigenvalue of the
Hamiltonian of the system is exponentially small. In an up-
coming paper [5], we generalize these techniques to show a
similar exponential slowdown for 3SAT.

2. The Quantum Adiabatic Theorem

The Hamiltonian of a physical system gives a complete
specification of the time evolution of this system. At a
given time

�
, let � ��� denote the state of the system un-

der the influence of the Hamiltonian� ���. The differential
equation that describes the time evolution is the well-known
Schrödinger equation:

�� ��� 	� ���
 � � ��� 	� ���
 �
where

�
is Planck’s constant�  � ��� � ����� Joule-

second, divided by�� . A Hamiltonian is described by a
Hermitian matrix, whose eigenvectors represent the eigen-
states of the system. The corresponding eigenvalues refer
to the different energies of the eigenstates. The state (eigen-
vector) with the lowest energy (eigenvalue) is called the
‘ground state’ of the system. The Schrödinger equation can
also be described with reference to the unitary transforma-
tion � that is defined by the Hamiltonian� ��� (from now
on we work with

� � �):
��� � ��� � ��� ���� ��� �

with the initial condition� ��� � � . We say that the Hamil-
tonian evolution from� ��� to � �� � inducesthe unitary
transformation� �� �. The evolution of a system with a
time-independent Hamiltonian� is easily expressed by the
exponential� �� � � ���� � . Finding the (approximate) so-
lutions for Hamiltonians that vary in time is one of the core
tasks in quantum physics. One of the most important cases
of such a time-dependent case is described by the adiabatic
evolution of an isolated quantum mechanical system.

The quantum adiabatic theorem states that a physical
system that is initially in its ground state, tends to stay in
this lowest energy state, provided that the Hamiltonian of
the system is changed ‘slowly enough’.[4]

The quantitative version of the adiabatic theorem gives
the following specific upper bound on the slowdown that
is required for the adiabatic evolution of the ground state.
(See for example [12] for more details on this.) Parameter-
ize the time-dependent Hamiltonian by� ��� for � � � � �
and its ground state by� ���. Our goal is thus to gradu-
ally transform the applied Hamiltonian from� ��� to � ���
such that the initial state� ��� � � ��� evolves to a close ap-
proximation� ���  � ��� of the ground state of� ���. We

introduce a delay factor� ���, which determines the rate at
which the Hamiltonian is modified as a function of�. Now
the Schrödinger equation in� equals

�� 	� ���
 � ��� ���� ��� 	� ���
 �
The crucial quantity for this transformation is the gap be-
tween the two smallest eigenvalues of� ���, which we de-
note by! ���. It can be shown that a delay schedule� with

� ��� " 			 �� � ��� 			�
! ����

is ‘sufficiently slow’ for the adiabatic evolution from� ���
to � ���. As a result, the total delay of this process will
be of the order# � $% � ���&�. For most Hamiltonians it is
too difficult to determine the gap! ��� for every �. If this
is the case, we can also look at theminimum gap!' �( )�* �+ ! ��� and the maximum,'-. )� */0 			 �� � ��� 			� ,
and obtain the adiabatic evolution with the constant delay
factor� ��� � � 1 2 3 �4567895 :;

�.

3. Adiabatic Quantum Computation

Adiabatic quantum computation,as proposed by Farhi
et al.[6], works as follows. At time

� � �, the quan-
tum mechanical system is described by a Hamiltonian�% ,
whose eigenstates are easy to compute. Next, this system is
slowly transformed to its final Hamiltonian�< , for which
the ground state is the solution to a specific minimization
problem
 . We do this is by letting the energies=> of the
eigenstates? of �< correspond with the function that we try
to minimize. Hence, if this function
 has domain@� � �A�,
then the final Hamiltonian is defined by

�< )� B
>CD% E�FG


 �? � H 	? 
I? 	�

We will assume throughout this paper that
 ) @� � �AJ K L
is computable in polynomial time, and that
 �� is bounded
by a polynomial in	 	.

The choice of the initial Hamiltonian�% is independent
of the solution of the problem, and will be such that�% is
not diagonal in the computational?-basis. Specifically, we
consider the ‘Hadamard basis’ with the bit values

	M�
 )� �N� � 	�
 � 	�
� and 	M�
 )� �N� � 	�
 � 	�
� �
For a binary string? 2 @� � �A�, let 	 M? 
 denote the state
which would be written as	? 
 in this basis. (The uni-
tary mapping between these two representations is pro-
vided by the�-fold Hadamard matrix:O P� 	? 
 � 	 M? 
 and
O P� 	M? 
 � 	? 
.)



A simple starting Hamiltonian that fulfills the above re-
quirements is

�% )� B
>CD% E�FG

� �? � H 	 M? 
I M? 	�

with � ��� � � � and� �? � � � for all other? �� �� , such
that the ground state with zero energy of�% is the uniform
superposition	M� H H H M�
 � �N�G

� > 	? 
. Having defined the
initial and final conditions of our system, we will now de-
scribe the time-evolution.

Following the proposal by Farhi et al. in [6, 7], we can
define the time dependent Hamiltonian� ��� as the linear
combination of the starting and the final Hamiltonian:

� ��� )� �� � �
�

� �% � �
� � < �

with � � � � � , and � the crucialdelay factorof the
�% K �< transition.

By the adiabatic theorem we know that this system will
map the initial ground state	� ���
 � 	M�� 
 to the global
minimum of the function
 , provided that we pick� large
enough. In the previous section we mentioned that� 2
3 �,'-.! ��'�( � is a sufficient upper bound on this delay.
Without any further knowledge about the specific Hamil-
tonian � ��� — which involves detailed knowledge about
the function
 , this is also a lower bound for a reliable adi-
abatic evolution from�% to �< . Because			 �� � ��� 			� is
polynomial in� (as long as
 2 ���� �� �), we will ignore
this factor and focus mostly on the� " ! ��'�( requirement
for the delay of the adiabatic quantum computation.

4. Approximating the Adiabatic Evolution

In this section we explain how the continuous time evo-
lution from �% to �< can be approximated by a quantum
circuit of size���� ��� �. Our goal is to demonstrate the in-
gredients of the polynomial upper bound, and we do not try
to optimize to get the most efficient simulation.

The approximation is established in two steps. First, we
discretize the evolution from�% to �< by a finite sequence
of Hamiltonians� 	�, � 	� � � � � that gives rise to the same
overall behavior. Second, we show how at any moment the
combined Hamiltonian� 	
 � �� � ���% � ��< can be
approximated by interleaving two simple unitary transfor-
mations.

To express the error of our approximation, we use the��
induced operator norm “			 � 			� ”:

			 			� )� */0��� ��9$ �
		  		� �

The next lemma compares two Hamiltonians� ��� and
� 	 ��� and their respective unitary transformations� �� �
and� 	 �� �.

Lemma 1 Let � ��� and � 	 ��� be two time-dependent
Hamiltonians for� � � � � , and let � �� � and � 	 �� �
be the respective unitary evolutions that they induce. If the
difference between the Hamiltonians is limited by			� ��� �
� 	 ��� 			� � � for every

�
, then the distance between the in-

duced transformations is bounded by			� �� � � � 	 �� � 			� �� �� �.

Proof: Let � ��� and� 	 ��� be the two state trajectories of the
two Hamiltonians� and� 	 with initially � ��� � � 	 ���.
Then, for the inner product between the two states (with
initially

I� 	 ��� 	� ���
 � �), we have

��� I� 	 ��� 	� ���
 � �� I� 	 ��� 	�� ��� � � 	 ���� 	� ���
 �
Because at any moment

�
we have			� ���
 		� � 			� 	 ���
 		� �

� and 			� ��� � � 	 ��� 			� � �, we see that at
� � � the

lower bound	I� 	 �� � 	� �� �
 	 � ��� � holds. This confirms
that for every vector� we have		� �� � 	� 
 � � 	 �� � 	� 
 		� �� �� �. �

This lemma tells us how we can deviate from the ideal
Hamiltonian � ��� )� �� � �

�
��% � �

� � < , without in-
troducing too big of an error to the induced evolution.
As mentioned above, we will approximate the continuous
� ��� K � �� � trajectory by a sequence of� Hamiltoni-
ans� 	� � � � � � � 	� , each of which applied for a duration of�� .
This yields the unitary evolution� 	 �� �, defined by

� 	 �� � )� ��� � �� �� �� H H H ��� � �� �� �� �
with for any � � � � � the Hamiltonian� 	
 )� � �


 �� � �
�� � 
� ��% � �


� ��< . If we view � 	 as a time-dependent
Hamiltonian� 	 ��� )� � 
 ��� with � ��� )� �� �

� �, then we
have the bound			� ��� � � 	 ��� 			� � �� 			� < � �% 			� 2
3 �� � �� � for all

�
. By the previous lemma we thus have

the bound			� �� � � � 	 �� � 			� 2 3 ��� � ��� �.
The second part of our approximation deals with the

problem of implementing the unitary transformations� 	

defined by

� 	
 )� ��� �� ���  � �� ! �� �� �  � �� " �
with elementary operations.

The Campbell-Baker-Hausdorff theorem[3] tells us how
well we can approximate ‘parallel Hamiltonians’ by con-
secutive ones:			�#$% � �# �% 			� 2 3 � 			&' 			� �. Hence in
our case, by defining

� 		
 )� ��� �� ���  � �� ! H ��� �� �  � �� " �

we get the approximation			� 	
 � � 		
 			� 2 3 � � 9�9 			� %� < 			� �.
This leads to			� 	 �� � � � 		 �� � 			� 2 3 �� �$ �� � �� �, and
hence also for the original transformation:			� �� � �
� 		 �� � 			� 2 3 �� �$ �� � �� �.



Because�% � � > � �? � 	 M? 
I M? 	 is diagonal in the
Hadamard basis@M� � M�A� , and�< � � > 
 �? � 	? 
I? 	 is di-
agonal in the computational bases, we can implement the
above� 		
 as

� 		
 � O P� H �% E
 H O P� H � < E
 �
with O P� the�-fold Hadamard transform, and�% and� <
the appropriate phase changing operations:

� % E
 	? 
 )� ��� �� ���  � �� �> � 	? 
 �
� < E
 	? 
 )� ��� �� �  � �< �> � 	? 
 �

Because� �? � and
 �? � are easy to compute, so are�% and� < . We have thus obtained the following theorem.

Theorem 1 Let �% and�< be the initial and final Hamil-
tonians used in an adiabatic computation, with the func-
tion 
 2 3 �� � �. Then, the unitary transformation� �� �
induced by the time-dependent Hamiltonian� ��� )� �� ��
�
��%� �

� � < can be approximated by� consecutive unitary
transformations� 		� � � � � � � 		� with � 2 3 �� �� �$ � �. Fur-
thermore, each� 		
 has the formO P�� %O P�� < and can
thus be efficiently implemented in���� ��� � time.

It is interesting to note that theO P��%O P�� < transfor-
mation has the same form as the ‘Grover iteration’ of the
standard quantum search algorithm[10]. More recently, we
also learned that the work of Hogg on quantum search
heuristics[11] describes essentially the same algorithm as
the adiabatic approach to minimization.

5. Quantum Adiabatic Searching

One question that should be asked first is if adiabatic
quantum computing is truly quantum computing. In this
section we answer this question affirmatively by reproduc-
ing the quadratic speed-up of Lov Grover’s search algo-
rithm.

For the search problem, the function
 ) @� � �A� K L
takes on value� on all strings except the solution� 2
@� � �A� for which 
 �� � � �. Thus the final Hamiltonian for
the adiabatic algorithm,� � , will have eigenstates	? 
 with
eigenvalue�, with the exception of the unknown solution� 2 @� � �A�, which has eigenvalue�:

� � )� B
>CD% E�FG �D�F

	? 
I? 	�

The initial Hamiltonian is defined similarly, except that
it is diagonal in the Hadamard basis, and has ground state
	M�� 
:

�% )� B
>CD% E�FG �D%G F

	 M? 
I M? 	�

With these initial and final conditions one can easily
show that for the resulting time-dependent Hamiltonian

� ��� )� �� � �
�
��% � �

� � � �
the gap between the two smallest eigenvalues as a function
of � )�

�
� is expressed by

! ��� �
� �� � � ��� � �� ��� � ��

�� � (1)

This gap reaches its minimum at
� � �� when it equals

�N�G . At first sight, this would lead to the conclusion that the

necessary delay factor� � � �! ��'�( � is linear in� � �� .
However, by using our knowledge of the gap function! � �

�
�

we can significantly reduce the running time to3 ��� �.
For example, regardless of the solution�, we know that

the transition from� ��� to � � ��
� will have a minimal gap

that is significantly bigger than�N	 . The necessary delay
factor that we use for this first part of our transformation
�% K � � , can therefore be much smaller than� . In gen-
eral at any moment� � �

� , Equation 1 tells us the size of the
gap! ���, and hence the delay factor that suffices at that mo-
ment. This means that we can employ a varying delay factor
! ����� , without destroying the desired adiabatic properties
of the evolution�% K � � . In sum, this approach leads to
a total delay factor of


 �
 $%

&�
! ����

�

 �
 $%

��
�� � � ��� � �� ��� � ��

&�
� �� H /��/+ �� �� � ����� � � �

As a function of� � �� , this gives a time complexity
3 �� �� � � 3 ��� �, which coincides with the well-known
square root speed-up of quantum searching. (See the article
by Farhi and Gutmann[9] for another example of a ‘contin-
uous time algorithm’ for quantum searching.)

6. Query Bounds for the 3SAT Problem

The adiabatic quantum algorithms of [7, 8] work on
3SAT as follows: on input a formula	 � �

� � H H H � ��
(where the�� are clauses in variables �

� � � � � � ), the only
way the quantum algorithm gathers information about	 is
by queries which ask, for a given truth assignment� (in
general a superposition of assignments), how many of the

clauses� does not satisfy. A natural approach to es-
tablishing a lower bound on the running time of the adia-
batic quantum algorithm is to show that any quantum algo-
rithm must make a large number of such queries to solve
the problem. This is the approach that leads to the expo-
nential lower bound for unstructured search [2] (there the



query asked, for a given assignment�, whether or not it
is a satisfying assignment), thus showing that relative to a
random oracle NP is not a subset of subexponential quan-
tum time. In this section, we show that the seemingly small
difference between the specifications of these two types of
queries results in a dramatic change in the query complex-
ity — 3 �� � � queries suffice to obtain enough information
to characterize	. Thus black box or oracle techniques do
not rule out a polynomial time solution to 3SAT by adi-
abatic quantum search. To reconcile this with the oracle
results from [2], it is useful to recall that the Cook-Levin
theorem, suitably formulated as saying that NP has a ‘local-
checkability’ property, does not relativize [1] (see [14] for
a brief discussion of this issue). In this sense, the resultsin
this section indicate that even keeping track about the num-
ber of unsatisfied clauses constitutes sufficient structural in-
formation about the problem to bypass the oracle results.

More formally, let

�� ��� )� “# unsatisfied clauses in assignment	 ���” �
with � 2 @� � �A�. In our black box model, the quantum
algorithm is only allowed to access	 via a quantum black-
box

'� that reversibly maps	�
 	� 
 �K 	�
 	�� ���
. In this
section, we prove that the query complexity for 3SAT is
3 �� � �, by showing that�� is completely determined by
its values on the3 �� � � input strings of Hamming weight� �. Our techniques also apply to the Exact Cover problem
discussed in [7].

For convenience, and without loss of generality, we will
not allow repeated variables in the same clause, but instead
will allow clauses of size less than�. For example, we can
replace the clause� �

� 
�
� � � with � �

� � �, and� �
�

��
� � � with a constant clause��� that is always satisfied.

Without loss of generality, we can assume that the number
of such��� clauses is�.

Let us introduce some notation. Let	� � � 	 denote the
number of clauses in	 that have all three variables with-
out negation (e.g.� �

� � �  � �). We will say that these
clauses are “of the form”

� � �
. Let 	� � � 	 denote the

number of clauses that have exactly one variable negated
(e.g. � �

� �� �  � �). Further, we let	� � � 	 denote the
number of clauses that have exactly two variable negated,
and	� � � 	denote the number of clauses that have all three
variables negated. We also define the analogous� and �
variable versions of these expressions.

Furthermore, if we subscript any of the
�

with an in-
dex, say�, then we only count clauses that have � as one
of the non-negated (orpositive) variables. Similarly, if we
subscript any of the

�
with an index, say�, then we only

count clauses that have � as one of the negated variables.
For example,	� �� � 	 denotes the number of clauses in	
that contain the variable � and two other positive variables,
	� �� 
� 	 denotes the number of clauses with � and
 and

another positive variable, and	� �� 
� 	 denotes the num-
ber of clauses that have one of the positive variables equal
to  �, another equal to
 , and another positive variable.
The expression	� �� 
�� 	 equals the number of times the
clause�� � � �
 �  � � (or equivalent permuted clauses
like � � � �
 � � � �) occurs.

These expressions are symmetric under permutation of
the symbols, so for example,	� �� 
� 	 � 	� 
� �� 	 and
	� �� 
� � 	 � 	� ���� 
 	.

For example, we have that

�� ��� � � 	� � � 	 � 	� � 	 � 	� 	
since any clause with a negated variable will be satisfied,
and the rest will not be satisfied.

The following definitions will be helpful. For each� 2
@� � � � � �� A let

� � )� 	� �� � 	 � 	� �� � 	 � 	� �� 	 � 	� �� 	
� 	� � 	 � 	� � 	�

For each pair� � � 2 @� � � � � �� A, � �� � , let

� �
 )� 	� �� 
� 	 � 	� �� 
� 	 � 	� 
� �� 	 � 	� �� 
� 	
	� �� 
 	 � 	� �� 
 	 � 	� �� 
 	 � 	� 
� � 	�

For each triple� � � � � of pairwise distinct integers from
@� � � � � �� A, let

� �
 � )� 	� �� �� 
 	 � 	� �� 
�� 	 � 	� 
� �� � 	
� 	� �� 
� � 	 � 	� �� 
�� 	� 	� 
� �� � 	 � 	� �� �� 
 	 � 	� 
� �� � 	�

For each� 2 @� � � � � �� A let 	
�

denote the string with
a � in the �th position and�s elsewhere. For each� � � 2
@� � � � � �� A, � �� � , let 	

�

denote the string with a� in

positions � and � and �s elsewhere. For each� � � � � 2
@� � � � � �� A, pairwise distinct, let	

�
 �
denote the string with

a � in positions� � � and� and�s elsewhere.
We now have the next theorem.

Theorem 2 Let � 2 @� � �A� and let � be the subset of
@� � � � � �� A such that�� � � 
� � 2 � . Then

�� ��� � �� ��� � � B�C�
� � � B�
 C�

� �
 � B�
 �C�
� �
 � �

Furthermore,

� � � �� �	
� � � �� ��� �

� �
 � �� �	
�
 � � �� �	

� � � �� �	
 � � �� ��� �
� �
 � � �� �	

�
 � � � �� �	
�
 � � �� �	

�� � � �� �	
 � �
��� �	 � � � �� �	
 � � �� �	

� � � �� ��� � �



In other words, in order to be able to evaluate�� for every
input string@� � �A�, we only need to query the black-box'� on the3 �� � � inputs with Hamming weight at most�
(the cases� 2 @�� � 	 � � 	 �
 � 	 �
 � A). Specifically, we can de-
cide whether	 is satisfiable or not by querying the black-
box

'� a total of 3 �� � � times, after which we use the
query results to evaluate�� for all other possible inputs� 2 @� � �A� . If any of the strings give�� ��� � �, then	
is satisfiable, otherwise it is not satisfiable. (Clearly, with
this information we can also answer other decision prob-
lems like “	 2 ��?”) The full proof of this theorem is
described in the appendix of this article.

7. Lower Bounds for Adiabatic Algorithms

In this section we present an easy�-bit problem, for
which the adiabatic approach only succeeds if it is allowed
an exponential delay. We do this by changing an easy prob-
lem (the Minimum Hamming Weight Problem) into a per-
turbed version for which the proper solution is as far as pos-
sible from its local minimum. It will be shown that for this
perturbed version, the quantum adiabatic algorithm does in-
deed require exponential time.

7.1. The Minimum Hamming Weight Problem

Consider the adiabatic quantum algorithm that tries to
minimize the Hamming weight� �? � of an � bit string
? 2 @� � �A�. We define the initial Hamiltonian by�% )�� > � �? � 	 M? 
I M? 	, such that the time-dependent Hamiltonian
is

�� ��� )� �� � �
�

� B
>CD% E�FG

� �? � 	 M? 
I M? 	

� �
�

B
>CD% E�FG

� �? � 	? 
I? 	�

As intended, the ground state of the final Hamiltonian is
simply 	� H H H �
 with zero energy.

Since� �? � � ? � � H H H � ?� , it is easy to see that�� ���
is a sum of� Hamiltonians, each acting on a single qubit.
Thus even though�� ��� is a �� � �� dimensional matrix,
which thus has�� eigenstates, these eigenstates and their
corresponding eigenvalues may be computed by solving the
� dimensional problem. For the analysis of the minimal gap
between the two smallest eigenvalues it is again convenient
to introduce a relative time-parameter� )�

�
� , which ranges

from � to �. The eigen-decomposition for the� dimensional
problem yields:

�
�
� � � � � � �

� � � � � � � � =% ��� 	�% ���
I�% ��� 	
�= � ��� 	� � ���
I� � ��� 	� (2)

with

=% ��� � �� � �� ���� � �� � � and

= � ��� � �� � �� ���� � �� � � �
Specifically, at� � � we have	�% ���
 � 	M�
 � �N� � 	� 
 �
	�
� and 	� � ���
 � 	M�
 � �N� � 	�
 � 	�
�, while at� � � we

have	�% ���
 � 	� 
 and 	� � ���
 � 	�
.
For the� qubit case, it is easily shown that for every� 2 @� � �A� there is an eigenvalue

=� ��� � �� � � �� �� H =% ��� � � �� � H = � ��� �
where the corresponding eigenvector is the�-fold tensor
product

	�� ���
 )� 	�� � ���
 � 	��9 ���
 � H H H � 	��G ���
 �
Because=% ��� � = � ��� for all �, the ground state of

� ��� � is 	�% ��� � � � � � �% ���
 with eigenvalue�=% ���. The
eigenvalues closest to this ground energy are those asso-
ciated with the� �� � � � eigenvectors	�� ���
, which
have eigenvalue�� � ��=% ��� � = � ���. Hence, the en-
ergy gap between the two smallest eigenvalues is! ��� �� ��� � �� � �, with its minimum!' �( � �N� at � � ��
(
� � �� ). Because this gap is independent of�, we can

transform�% to �� adiabatically with a constant delay fac-
tor. As a result, the ground state	��% ���
 )� 	�% ���
P� of
the system evolves from	M� H H H M�
 to 	� H H H � 
 in time 3 ���.

We will now discuss an important aspect of the above
adiabatic evolution, which we will use in the lower bound of
the next section. We saw how the initial ground state of the
Hamiltonian�% is the uniform superposition �N�G

� > 	? 

while the final ground state of�� is the zero string	�� 
.
Both states share the property that they have an exponen-
tially small component in the subspace spanned by com-
putational basis vectors labeled with strings of Hamming
weight at least� �� � ���. With the eigenvector decompo-
sition of Equation 2 we can see that such an upper bound
holds for � � � � �. Take for example the vector	�� 
,
which indeed has:

	I�� 	�% ��� H H H �% ���
 	 � �N�G
� (3)

for all �. This bound suggests that a perturbation of the
Hamiltonian�� in this subspace will only have an expo-
nentially small effect on the evolution of the ground state.
In the next section we will use this phenomenon to obtain
an exponential lower bound on the time complexity of a per-
turbed version of the Minimum Hamming Weight Problem.

7.2. The Perturbed Hamming Weight Problem

We will now consider the minimization of a function that
is variation of the Hamming weight function of the previous



section:


 �? � )� � � �? � if � �? � � � �� � ���,� �? � if � �? � � � �� � ���,
(4)

with � � � and� �? � a decreasing function that achieves the
global minimum
 �? � � � �? � � � � in the� �? � � � �� ����
region. Our main result will be the proof that minimum gap
of the corresponding adiabatic evolution�< ��� is exponen-
tially small, and hence that the adiabatic minimization of

requires a delay factor that is exponential in the input size
�.

For clarity of exposition, we will focus on the special
case where


 �? � )� � � �? � if ? �� � H H H �,� � if ? � � H H H �. (5)

The proof contains all the ingredients required for the gen-
eral result mentioned above.

The fact that this problem is a perturbed version of the
Minimum Hamming Weight Problem is best expressed by

�< ��� )� �� ��� � �
� �� � �� 	�� 
I�� 	�

We will analyze the time-dependent eigenvalues of�< by
comparing them to those of�� . In the previous section,
we were able to diagonalize the�� matrix by the unitary
transformation� ��� that maps the bit string	� � 
� H H H� 	�� 

to the tensor product	��� ���
� H H H� 	��G ���
. Hence, using
� )�

�
� , we have that� � ��� H �� ��� H � ��� is a diagonal

matrix with spectrum@=� ��� 	� 2 @� � �A� A. By looking at
�< in the eigenbasis of�� we get the following matrix

&
,

where we suppress some of the parameters
�

and� for ease
of notation:

&
)� � � H �� H � � � �� � ��� � 	�� 
I�� 	� �

Note first that for
� � � and

� � � ,
&

is a diagonal matrix.
For intermediate values of

�
,

&
will have off-diagonal en-

tries caused by the perturbation�� �� � �� 	�� 
I�� 	 in the
Hamiltonian�< . At

� � � the minimum eigenvalue is
zero, which is indicated by the

&
� E� � � in the top-left

corner of the Hamiltonian. At
� � � , the minimal eigen-

value has changed to� � (for ? � ��), which coincides
with the bottom-right element

& �G E�G � � �. The eigen-
vectors of these values are	� �% ���
 and	��� ���
, respectively.
Intuitively, one expects the critical moment in the time evo-
lution of �< to occur when the ground state has to change
from 	� �% 
 to 	� �� 
. This is indeed the case as we will see
next.

To prove our claim we will introduce another matrix
'

that equals the matrix
&

with its entries
& � E� � � � � �

& �G E� and

&
� E� � � � � �

&
� E�G erased:

'
)� �����

&
� E� � H H H �
� & � E� H H H & � E�G...

...
...

� & �G E� H H H & �G E�G

����	 �

or, equivalently,'
)�

& � & 	�� 
I�� 	 � 	�� 
I�� 	& � �&
� E� 	�� 
I�� 	�

By construction, the state	��% ���
 will be an eigenstate of
'

for every� with
&
� E� as its eigenvalue. At

� � � the min-
imum eigenvalue of

'
coincides with this

&
� E� � � entry;

while at the final
� � � the minimum eigenvalue (with value� �) is ‘located’ in the��� � �� � ��� � �� sub-matrix (cor-

responding to the subspace orthogonal to	��% ���
). Because'
transforms continuously between these two extremes, it

follows that there is a critical moment�1 for which the min-
imum eigenvalue in this subspace and the eigenvalue

&
� E�

are identical. In short, at�1 the matrix
'

has a ‘zero gap’
between its two minimum eigenvalues.

It can also be shown by the definitions of
&

and� , the
fact that� ��� � is diagonal, and the lower bound of Equa-
tion 3 that:

		& � ' 		� � � � H 		& 	�� 
 � I�� 	& 	�� 
I�� 			�
� �

� � �� � �� H 	I�� 	� ��� 	�� 
 	
� ��� � ��� ���� �

Theoptimal matching distancebetween
&

and
'

expresses
how close the spectra@= � � � � � � =�G A and @
 � � � � � �
 �G A of&

and
'

are, and is formally defined by

& �& � ' � )� * �+� */0
��
 ��G 	=
 � 
� �
 � 	�

with the minimization over all permutations� 2 �G . It is a
known result in matrix analysis that for Hermitian matrices&

and
'

this distance is upper bounded by		& � ' 		� (see
Section VI.3 in [3]).

We thus reach the conclusion that for all values of�, the
gap! ��� of

&
(and hence of�< ���) will never be bigger

than the gap of
'

plus twice the distance		& � ' 		� . At
the critical moment�1, when the two minimal eigenvalues
of

'
are identical, this implies for the gap of

&
the upper

bound! ��1 � � �1 �� � �������� , and hence also for the
Hamiltonian�< : !' �( 2 3 � �N�G

�. Applying the require-

ment� " ! ��'�( thus yields the lower bound� � �G�9 � for the
delay factor� .

7.3. Generalization

It is not difficult to see that the above lower bound
method applies to the larger class of functions mentioned



in Equation 4. The critical property of
 is that it only de-
viates from the Hamming weight function� �? � for those
strings? that have an exponential small inner-product with
the � ��� ground state	�% ��� H H H �% ���
 for all � (the prop-
erty of Equation 3).

As long as the perturbation� ) @� � �A� K L in Equa-
tion 4 is polynomial in�, we have an inequality similar to
Equation 3:

		��< � �� � 	�% ��� H H H �% ���
 		� 2 ��� �� � � (6)

Hence, if the perturbation� is such that the minimum of

is not 
 ��� �, then the adiabatic algorithm requires a delay
� " ! ��'�( that is exponential in the input size of the prob-
lem. i.e.� 2 �� �� �.
8. Conclusions

Adiabatic quantum computation is a novel paradigm for
the design of quantum algorithms — it is truly quantum in
the sense that it can be used to speed up searching by a
quadratic factor over any classical algorithm. On the ques-
tion of whether this new paradigm may be used to efficiently
solve NP-complete problems on a quantum computer — we
showed that the usual query complexity arguments cannot
be used to rule out a polynomial time solution. On the other
hand, we argue that the adiabatic approach may be thought
of as a kind of ‘quantum local search’. We designed a
family of minimization problems that is hard for such lo-
cal search heuristics, and established an exponential lower
bound for the adiabatic algorithm for these problems. This
provides insights into the limitations of this approach. In
an upcoming paper [5], we generalize these techniques to
show a similar exponential slowdown for 3SAT. It remains
an open question whether adiabatic quantum computation
can establish an exponential speed-up over traditional com-
puting or if there exists a classical algorithm that can simu-
late the quantum adiabatic process efficiently.
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A. Proof of the Query Complexity Result

Theorem 2 Let � 2 @� � �A� and let � be the subset of
@� � � � � �� A such that�� � � 
� � 2 � . Then,

� ��� � � ��� � � B�C�
� � � B�
 C�

� �
 � B�
 �C�
� �
 � �

Furthermore,

� � � � �	
� � � � ��� �� �
 � � �	
�
 � � � �	

� � � � �	
 � � � ��� �� �
 � � � �	
�
 � � � � �	

�
 � � � �	
�� � � � �	
 � �

�� �	
� � � � �	
 � � � �	

� � � � ��� � �
Proof: We count the total number of unsatisfied clauses by
analyzing each type of clause.

Firstly, the only clauses of the form
� � �

that will not
be satisfied are those that have all three variables with in-
dices in� . This gives us

B�
 �C� 	� �� 
�� 	

unsatisfied clauses of the form
� � �

. Note that if there
are less than� ones in� then any of the summations over
� � � � � 2 � satisfying� � � � � will be empty and thus sum
to �.

Secondly, the only clauses of the form
� � �

that will
not be satisfied are those that have both of the negated vari-
ables with indices in� and the positive variable with index
not in � . This gives us

B�
 C� 	� �� 
� 	
� B�
 �C�

�	� �� 
� � 	 � 	� �� �� 
 	 � 	� 
� �� � 	�

unsatisfied clauses of the form
� � �

.
Thirdly, the only clauses of the form

� � �
that will not

be satisfied will be those that have the negated variable with
index in � and the positive variables with indices not in� .
This gives us

B�C� 	� �� � 	 � B�
 C�
�	� �� 
� 	 � 	� 
� �� 	�

� B�
 �C�
�	� �� 
� � 	 � 	� 
� ��� 	 � 	� �� �� 
 	�

unsatisfied clauses of the form
� � �

.
The only clauses of the form

� � �
that will not be satis-

fied are those that contain no variable with index in� . This

gives us

	� � � 	 � B�C� 	� �� � 	 � B�
 C� 	� �� 
� 	
� B�
 �C� 	� �� 
� � 	

unsatisfied clauses of the form
� � �

.
Similarly, we have

B�
 C� 	� �� 
 	

unsatisfied clauses of the form
� �

,
B�C� 	� �� 	 � B�
 C�

�	� �� 
 	 � 	� 
� � 	�

unsatisfied clauses of the form
� �

,

	� � 	 � B�C� 	� �� 	 � B�
 C� 	� �� 
 	
unsatisfied clauses of the form

� �
,

B�C� 	� � 	
unsatisfied clauses of the form

�
, and

	� 	 � B�C� 	� � 	
unsatisfied clauses of the form

�
.

These account for all the unsatisfied clauses. Summing
these quantities while rearranging terms according to the
number of variables in the summations, gives us the first
part of the theorem:

� ��� � 	� � � 	 � 	� � 	 � 	� 	 � B�C�
� � � B�
 C�

� �

� B�
 �C�

� �
 �
� � ��� � � B�C�

� � � B�
 C�
� �
 � B�
 �C�

� �
 � �

Notice that for� �	
� � any of the summations with more

than one variable will be empty, and we get
� �	

� � � � ��� � � � � �
Similarly, for� �	

�
 � any of the summations with three vari-
ables will be empty, and we are left with

� �	
�
 � � � ��� � � � � � �
 � � �
 �

Lastly, for� �	
�
 � � we get

� �	
�
 � � � � ��� � � � � � �
 � �� � � �
 � � �� � �
 �

�� �
 � �
From these equations follow the second part of the theorem.�


