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Abstract 1 Introduction

The paper presents a routing algorithm that maximizes thevireless sensor network consists of a group of nodes,
lifetime of a sensor network in which all data packets agach comprising one or more sensors, a processor, a radio
destined to a single collection node. Lifetime is maxiand a battery. Such sensor networks are expected to find
mized by adjusting the number of packets traversing eacidespread use in such applications as traffic monitor-
node. The adjustment is carried out by transmitting ovag on freeways or urban street intersections, seismic and
alternative routes. First part of the paper assumes thatrtterlical data-gathering because of their low cost, small
worst case delay resulting from energy efficient routirgize and wireless data transfét.[

is less than the maximum tolerable value. Ignoring the L . ,
e(gey concern in wireless sensor networks is energy effi-

delay constraint of the network, the routes are selec :
. . . ciency. The nodes in a sensor network may not be charged
as the solution to a linear programming (LP) problem Ih . : ) L
. . e S .. _once their energy is drained so the lifetime of the net-
which the objective is to maximize the minimum lifetime - .
L . work depends critically on energy conservation mecha-
of each node. The solution is first implemented in a cen-

- :

tralized algorithm. The LP solution is then approximatendsm' As shown in ] most_of thg .b"?‘“ery energy 1s
. . . consumed by the radio. A Time Division Multiple Ac-

by an iterative algorithm based on least cost path rout- ,

: . : o o . cess (TDMA) scheme at the medium access control layer

ing, in which each step is implemented efficiently in

S . AC) achieves to decrease this energy consumption by
distributed manner. Second part of the paper incorporates. . . , : . .
. . ) ... _avoiding overhearing other nodes’ packets, idle listening
delay guarantee into energy efficient routing by limitin -
. pd collisions. However, when MAC protocol power sav-
the length of the routing paths from each sensor node 10 ) . . :
s are not combined with power efficient routing, there

the collection node. Simulations reveal that the lifetime OF° ) . : . L
the network increases significantly by optimal routing ar\{\(/:l” be high variations in energy spent in transmission
nd reception of packets for different nodes due to the

there is not always a tradeoff between the delay guaran
YS € Y9 ﬁ?erent number of packets that each node needs to for-
and the battery lifetime of the sensor network. The dela N . . .
rd. This will cause some nodes to die earlier, which

of the network keeps increasing as the maximum allowe -
P g will decrease the efficiency of the network. Throughout

delay value increases although the optimal lifetime a
y o 9 P . H1e rest of the paper, we assume that MAC protocol can
the connectivity of all the nodes to the collection node is

. ) . o .. completely eliminate overhearing, idle listening and col-
achieved so including delay constraint in energy eff|C|eIn ! o
routing improves the network performance Ision problems and we focus on adjusting the number of

' packets forwarded by each node through the choice of dif-
ferent paths in the network. It is straightforward to make
changes in the formulations based on different MAC pro-

tocol capabilities.
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A wireless sensor network is a special class of ad hadlistributed routing protocol is then proposed to imple-
network, in which every packet is destined for the sameent this decomposition by a sequence of least cost path
collection node. Numerous routing protocols have beproblems, where the cost of a path is the sum or the max-
developed for general ad hoc wireless networks to prowm of the cost of the nodes on that path and the cost of
vide correct and efficient route establishment between #aeh node is a function of its initial and remaining battery
nodes in the network so that messages can be delivereghiargy. This distributed implementation provides a plat-
a timely manner during mobility and changing topologiprm for simultaneously achieving energy efficient rout-
[4]. Shortest hop routing is the most common metric used) and delay guarantee since delay guarantee cannot be
in table-driven protocols such as DSDV (Destinatioimtroduced into LP formulation before decomposition.
Sequenced Distance-Vector) and WRP (Wireless Roultj .
Protocol), and source-initiated protocols such as AODL@QFe second part of the paper extends the energy efficient

(Ad Hoc On-Demand Distance Vector) and DSR (D);putlng to provide a guarantee on the maximum delay

namic Source Routing). Routing based on shortest heach packet experiences. Minimizing energy consump-

0 ) ) ;
. . t|8h subject to a deadline or delay constraint has been
however, is not suitable for sensor networks where there o .

. Intfroduced in [1]. [11] proposes an algorithm for the
are many flows towards one access point and the elimi:

. : cheduling of the packet transmissions over a wireless
nation of a node may disconnect a large number of nodée ) )

. Ink based on the observation that in many channel cod-
from the access point.

ing schemes the energy required to transmit a packet can
Various power-aware metrics have been discussed tn [ be significantly reduced by transmitting the packet over a
find the traffic distribution that balances the energy colenger period of time. In this paper, we generalize this
sumption optimally. These metrics include maximizingroblem for a multi-hop network. We assume that the
the time to network partition, minimizing the variance itransmission rate is fixed and limit the number of hops
node power levels, minimizing cost per packet and mieach packet experiences in the network to provide a guar-
imizing maximum node cost. The metric of maximizingntee on the worst case delay. To the best of our knowl-
the time during which all nodes are alive is formulated adlge, this is the first work that considers energy efficient
a Linear Programming (LP) problem in,[7]. None of routing with delay guarantee in multi-hop networks.

these schemes, however, propose a routing protocol that . .
makes use of this formulatFi)onF.) The effect (g)ft?[he metrrlltche rest of the paper is organized as follows: Secfion

of minimizing the cost per packet is investigated for dieresents the a_ssumptlons necessary for_formulatlng the
ferent cost functions in| . The cost Olependsproblem. Sectior8 gives the LP formulation of maxi-

mizing the network lifetime and introduces a routing al-

on the ratlo_ofl_the initial battery energy to remaining bat_orithm based on the LP solution. Sectidrdescribes
tery energy in'}, 6, 10] or on the ratio of the rate of energ

consumption to the remaining energy of the nodein]. a distributed algorithm based on least cost path routing

: L Y o that aims to achieve optimal lifetime. Sectibproposes
The relation of maximizing the minimum lifetime of the ™ . i :
L rauting protocols that incorporate delay into the energy

nodes to minimizing the cost per packet has been prev#f-. . : ) -
efficient routing with the goal of providing a delay guar-

ously investigated in€]. We take this relation one ste . .
y 9a l . IOﬁmtee. Sectiob analyzes the memory and CPU require-
further to provide a delay guarantee on the arrival of the

packets to their destination while maximizing the netwoﬂ%em.S atthe sensor nodes for the .|mplementat|on .Of these
lifetime algorithms. Simulation results are in Sectibrin Section

8, some concluding remarks are made.
The first part of this paper formulates the lifetime maxi-
mization problem as a linear programming (LP) problem,
and proposes a routing protocol for centralized implemép- Assumptions
tation of LP problem. The centralized protocol is based on

decomposing the LP solution into multiple routing tree.?‘he following assumptions underly this study
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1. Consider a wireless ad hoc network that consists of until different fractions of the nodes die is given in
one access point (AP) and several sensor nodes that Section?.
generate data for transfer to the AP.

2. The transmission power of all the sensor nodes #¥e Centralized Energy Efficient Routing
the same across the network. Each node is supported

by an omnidirectional antenna. Consequently, links

are bidirectional: If two nodesand; transmit at the The objective of the routing algorithm is to determine the
same power, then if nodiecan hear nodg, nodej optimal path from each sensor node to the AP based on the
can also hear node Bidirectional links are neededopology of the network and the packet generation rates at
for the proper functioning of some network protocof§ie sensor nodes. Optimizing the routing paths will assign

such as distributed Bellman-Ford algorithms]] ~ Packet flow ratef;; from nodei to node; for i, j € V. As
long as these optimal flow rates are non-zero for at least

3. The topology information of the sensor network igvo flows outgoing from a node in the network, choosing
represented by a graght = (V, E), in which V' is  the same routing path all the time will not be optimal. In
the set of nodes, including the AP as nddeThe this case, the next hop for nodec V has to alternate
edgestl C V x V are such thai, j) € E'ifnodesi among nodeg € V for which f;; # 0. Notice that this
andj can transmit to each otheN and|V'| are used is not multiple path routing since at any given time, there
interchangeably to denote the number of nodes in i8&still a single path from each sensor node to the AP, but
network including AP. this path may change over time.

4. The nodes in the network are assumed to gener@extion3.1describes the LP formulation for determining
data at a specific rate, which may be different faptimal flow rates. Sectio.2 proposes a routing proto-
each node. The LP formulation in Sectidnequires col based on the centralized calculation of these optimal
the estimation of these rates at the beginning whereakies through the LP formulation.
they can be learnt iteratively for the iterative routing

algorithms in Sectiod. ) ) )
3.1 Linear Programming Formulation

5. Data generated at a node is independent of the trans-
mission structure. The data aggregation modgige optimization problem is given in Figufie The vari-
where the amount of data supplied at nodes does gtes of the problem are the packet flow ratgs which
pend on the routing paths is a much harder prob-js the average time spent for the transmission of the pack-
lem and beyond the scope of this paper. ets from node to nodej in unit time, and the network

. . lifetime ¢.
6. The power consuming parts in a sensor node are

radio, sensor and microprocessor. We assume thae goal of the problem is to maximize the time duration
MAC protocol operate the radios in sleep mode whelring which all nodes are alive.
the sensor nodes are not transmitting or receivin

gI'ﬁ‘e first constraint represents the non-negativity con-
packet.

straint of flows, whereas the second constraint eliminates

7. The operational lifetime of the sensor network is déie possibility of flows between the nodes without a com-
fined to be the time until the first node dies since sefunication link. The third constraint represents the re-
sor network monitoring can be impaired by the earfjirement that the net flow out of each nodee the time
death of some nodes and the possible disconnecté@giuired to transmit the packets generated in that node
ness of some other nodes from AP as a result. Thél, wherett is the transmission time of one packet and

relation of this lifetime estimate to the time duratiog: is the packet generation rate at nadexcept AP. The
fourth constraint represents the requirement that the to-
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of at least one packet in each time slot. Then the neces-
Maximizet sary and sufficient condition for the network to meet the
Subject to:f;; >= 0fori,j € [1, N] delay constraintelay,q, for all possible routing trees is
fij =0for (i,j) ¢ £ tt(|VIZievgi) < delaymae. This is equivalent to send-
Yifi; — X;fj = gi ttfori € [2, N] ing all packets generated in the network on the path con-
(S jpee fij + Xjprefii + psgi + (1 — X fi; — | taining maximum possible number of hops, whichVis.
Y fii)p) <=e;fori e [2, N] This assumption is not stated for the similar formulation
described in §] but is an implicit assumption for the LP

. . . . formulation described above. Putting capacity constraints
Flgure 1:Linear Prograr_nmmg model for determining op; . the nodes such & fi; + 5 fii < delaymas is N0t
timal flows along each link enough since it takes time for the flows to be transferred

across the network. The problem of adjusting the energy
tal energy consumed by nodeluring the network life- efficient routing paths to provide a delay guarantee in the
time, which is given by the product of the network lifenetwork is examined in Sectidh
time ¢ and the energy consumed per unit time, be less
than its total energy;. The total energy consumed in .
unit time includes the energy spent in transmission aae routing Protocol

reception of packets, listening to the channel and sens- _ _ _
ing. The energy spent in transmission and reception aR€ linear programming approach provides optimal flow

Spiafij AN, p,. fj: respectively, whergy, is the en- rates based on the complete topology information_and
ergy spent for the transmission of a packet in unit tinR&Cket generation rate at each node. We now provide a
andp,., is the energy spent for the reception of a packetrmUting algorithm that generates a single path from any
unit time. The energy spent in listening to the channelS§NSOr node to the_AP at each time and attains the optimal
then(1 — X, fij — 3 f;:)pi, Wherep, is the energy Spen»[flow rates at each link at the end.

per unit time by the radio in sleep mode since the radiaig first prove that a directed acyclic graplattains the
assumed to sleep by MAC protocol if there is no transmigyimum lifetime while satisfying all constraints in LP
sion or reception of packets. Finally, the energy spentifmylation in Figurel. We then give an algorithm to
sensing ig;gi, wherep; is the energy spent in obtainingptain such a directed acyclic graph solution and then to
the samples in one packet. decompose it into directed-in-tres The optimal solu-

This problem is LP problem since all the constraints &f@" can then be attained by routing the packets over each
linear in the variables when we replace variabjgsby of these directed-in-trees for the proportion of the battery
tfi. lifetime of the network equal to its weight.

In order to use this algorithm in a practical frameworl heorem 1 Consider the set of directed graphs consisting
a routing protocol is needed to decompose the netw®&fka'cs from node to node; if and only if value off;;
with optimal flow ratesf;;, 4, € V' into multiple routing OPtimal for LP problem in Figurel is positive. The set
trees. Then the nodes in the network will be schedulediBgludes a directed acyclic graph.

a TDMA protocol at the MAC layer such that all packproof We prove this theorem by providing an algorithm

ets reach the AP by a deadline. Since any routing 1&gt takes a possibly cyclic graph and at each iteration

may result from this decomposition, the deadline should

be achieved for all possible such trees. A directed acyclic graph is a directed graph where no path starts
and ends at the same vertex.

Let us assume that the time is divided into time slots. A directed-in-tree rooted at node s is a tree where there is a unique

Each time slot is |0ng enough to carry one packet. Tﬁiéected path from any node to the node s. Every node in the directed-

. . . n- t node s) h td 1.
TDMA scheduling algorithm guarantees the transmission - (except node s) has outdegree
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eliminates one cycle in the graph by subtracting the min2. If the packet flow up to now along at least one link
imum flow rate in the cycle from all the flow rates of the  (i,7) € ET onthe tree is greater thafit,, setf;; =
cycle without decreasing the lifetime of the network while 0.

satisfying the constraints.
3. If 3 fij = 0, stop. Else, go back to step 1.

After obtaining the solution to the LP problem, the di-
rected simple cycles in the graph can be found by usie
an extension of Depth-First Search (DFS) algorithir [ > . . :
Then the cycles can be eliminated by the method give airr1]tees that the resulting graph is a directed-in-tree by
: ) . r‘|_emma 2.
the proof of Theoreni to obtain a directed acyclic graph
solution for the LP problem in Figurk This solution can The routing protocol is then given as follows. Assume
then be expressed as a superposition of multiple directgtht the AP has enough processing energy whereas the
in-trees due to its acyclic property. We now prove that gensor nodes are energy limited. At the beginning, the
can find such directed-in-trees that satisfy the constraigéhsor nodes determine their parent in the shortest path
of the problem in Figure. We first need the following tree (SPT), i.e. tree that contains minimum-hop path
lemmas. from each sensor node to the AP, in order to send their
topology information to the AP. This can be performed
by flooding a packet from the AP to the sensor nodes,
which then choose their parent to be the node sending
Proof See [L4] for the proof. [0 the packet over least number of hops. During this flood-
ing, the sensor nodes also determine the identity of their
neighbors, nodes with which direct communication can
be established. They then send their neighbor information
to the AP over SPT (See] for a detailed topology dis-
covery protocol). AP runs the LP problem, and sends the
Proof Let G%, = (V, EV) be an undirected graph such thaptimal flow rates of the directed acyclic graph and the
(i,7) € EYonlyif (i,7) € EV. G¥ does not contain anyoptimal lifetime to all the nodes in the network. A sensor
cycle since otherwise the outdegree of at least one nodeddle: then chooses one of the outgoing links at each time
the cycle must be 2 i6/" in order not to form a directedto forward the packets in the network as long as the total
cycle. Besides(zY has|V| — 1 edges. Thus, it is a treepacket flow at each linki, j) is less thary;;t,.
by Lemma 1. IfG" is a directed-in-tree, the root must be
nodel sinceoutdeg(1) = 0. Let us choose nodeas the
root of G3. We can then prove that the head of each arcdn  Distributed Energy Efficient Routing
GV is closer to the nodé than its tail by contradictior]

ﬂoosing one outgoing link at each node in step 1 guar-

Lemma 1 An undirected graplez = (V,T) is a tree if it
has|V| — 1 edges and is acyclic.

Lemma 2LetGY = (V, EV) be a directed acyclic graph
such thatoutdeg(i) = 1 for i € {2,3,...,|V|} and
outdeg(1) = 0. ThenG" is a directed-in-tree rooted at
nodel.

For the directed acyclic graph solution to the LP problekn the previous section, we used LP programming in or-
shown in Figurel, let f;;,4,7 € V be the optimal flow der to determine optimal routing paths from each node in
rate from node to nodej, ET = {(4,5)|fi; > 0}, G = the network to the AP to maximize the system lifetime.
(V, E*). Denote optimal lifetime by,. G is decomposed Solving LP problem, however, requires the whole net-
into multiple routing trees as follows: work topology, packet generation rate at each node and
too many computations to be implemented at a sensor

1. Choose one outgoing link from each notles v node. In this section, we provide an algorithm that ap-

. roxim he LP solution through ive more effi-
such thatf;; > 0 and use the single path from eacR.O ates the LP solution through successive more &

. . ciently solved optimization problems, minimum cost path
sensor node to the AP on the resulting directed-in- y P P ’ P

tree rooted at the AP as the routing path problems. This approximation will also be useful in in-
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corporating delay constraint into the routing protocol ifihe next step is to calculate the shortest path from node
Sectionb. 1 (AP) to all other nodes in the network where the cost of
L - . the pathP from nodei to nodej is defined as the sum and
The goal of the distributed energy efficient routing is P J

) ) . —._maximum of the costs of the links in P for least sum-cost
to get as close as possible to the optimal LP lifetime

. . . o : ath algorithm and least max-cost path algorithm respec-
while periodically executing a distributed routing alga- g P g P

. L __ ively. Bellman-Ford algorithm can be used to calculate
rithm based on the remaining and initial energy of ea \ﬁ y g

o . . is tree for both of these algorithms while requiring a
node. We present two distributed routing algorlthmﬁ . 2
) Slight change for least max-cost path algorithms, which is
namelyleast sum-cost path algorithendleast max-cost

path algorithm to be implemented for each period. Thes?hangmg the action at.each pglse from: i, j >€ .Ed’ If.
. ) L : cl(j) > ct(i) + Cyj, ct(j) = ct(i) + Cyj andpred(j) = ¢
algorithms aim at minimizing the cost of the routing paths . . , . .
V < i,j >€ Eg, if ct(j) > max(ct(i), Cij), ct(j) =
from each sensor node to the AP, where the cost of the ; ) . ] N
: , . ax(ct(i), Ci;) andpred(j) = 1, in which ct(i) is the
path is defined as the sum or maximum of the costs of the . .
. ._Cost of node. The proof of the correctness of this algo-
links on that path. They are closely related to previou . .
L : rithm is analogous to that of Bellman-Ford algorithm and
work on minimizing the cost per packet i, [5, 8, 9, 10. ) . ; "
the complexity remains the same. The stopping condition
Recall that the topology of the network is represented isythe death of a nodgi € V' — {1}.
the graphG = (V, E) where(i,j) € FE if nodes: and , . . ,
j can communicate with each other. Let us define t-kl;ge routing protocol is then given as follows. The time

directed graph equivalent & by Gy = (V, E,) where Is"divided into time frames. At the begmnmg of a time
. . s frame, each sensor nodec V' calculates itsnode cost
<1,j >€ Eqand< j,i >€ E4for each(i,j) € E. The

. . . . - . C?]I as described in Equatiohto be used in the calcula-
iterative algorithm consists of obtaining a directed grap R . .

: . . o ion of Cj;, and initializes itscostct(i) to oo (The cost
with a costC;; assigned to every link 7,5 > E; and

o f the AP ct(1) is initialized to0). The AP floods the
then finding the shortest path tree from AP to all the nod%s ¢ (1) . 0) .
. D . etwork with a tree construction packet. This packet con-
in that graph at the beginning of each time frame to Ee - .
. . ains thenode costand costof the transmitting node in
used for routing until the end of that frame. : . .
the routing tree. Upon reception of a tree construction
Since the cost of the links are used in finding the shortpgicket, the sensor node checks whether the transmitting
path from AP to the sensor nodes, the cost of directed limide is the next hop on a path of smaller cost than pre-
< j,i >, Cj;, is equal to the cost of including the notleviously learned paths. This is achieved by checking the
on the path. A one-to-one node cost function for npde conditionct(j) > ct(i) + Ci; (ct(j) > max(ct(i), Cij))
p-th iteration is defined to be the ratio of the total energyy least sum-cost (max-cost) path algorithm, in whjdh
consumed up to perigdover the total battery energy: the receiving node andis the transmitting node. If the
condition holds, the receiving node updates ttostby
ct(j) = ct(i) + Ci; (ct(j) = max(ct(i), Cij)) in least
sum-cost (max-cost) path algorithm, and rebroadcasts the
packet. At the end of the flooding, each sensor node
= px Dl ipral; £ U2 =200 (2)  chooses its parent node to be the next hop neighbor on
where f;; is the average resulting flow rate on link the least cost path to the AP, and use this next hop until

i, 7 >. The above node cost function increases from valit¢ €nd of the time frame.

0 to valuel as network evolves. The link cost functioimylation results in Section show the effect of differ-
can be any monotonically increasing function@fover ent cost functions for least sum-cost path algorithms and

interval (0,1) for somel such thatCj; = d(Cj). For in- thejr comparison to least max-cost path algorithm and LP
stance, the cost function used i} [s defined to be the ra-gq|ytion.

tio of total battery energy to the remaining energy, which
represents the case for whidhr) = .

11—z

total consumed energy (1)
total battery energy

C; =
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We now introduce delay constraint on the decomposed
network based on the distributed implementation de-
scribed in Sectiod. We assume that the transmission rate
is fixed and limit the number of hops each packet experi-
ences in the network to provide a guarantee on the worst

) wi=05 w2=05 case delay.
avg delay = 6.5 delay1 =6 delay2 =7 y

In order to give a guarantee of the maximum delay on the
Figure 2:Delay performance of the routing trees resultingrival of the packets to the AP, MAC protocol should be
from the decomposition of the optimal flow graph. based on TDMA such as PEDAMACS][instead of ran-
dom access. Ind], it is shown that the problem of min-
5 Energy Efficient Routing with Delay imizing the length of a schedule, which is the maximum
Guarantee delay of the packets to reach the AP, based on the connec-
tivity and conflict graph is NP-complete. The problem of
finding the routes from each sensor node to the AP such
Energy efficient routing may choose paths much longaat the MAC layer guarantees a maximum length of the
than the shortest paths to the AP while avoiding nodsshedule is even much harder than the problem of finding
with small residual energy. Longer paths may prevent thgnimum length schedule given the routing paths in the
system from achieving delay guarantee. This section aimswork. Therefore, we aim to guarantee the worst case
to give a delay guarantee on the arrival of packets to delay while generating energy efficient routes.

AP while generating energy efficient paths. _
We assume that MAC protocol is TDMA and guarantees

One way to introduce delay constraint in the optimizatiehe movement of at least one packet in each time slot. We
problem formulated in Figurgis to upper bound the totalfirst generate a distributed algorithm based on an upper
flow rate by the delay constraitit/ay,, . : bound on the worst case delay. Then we show how to im-
prove the performance in terms of energy efficiency and
connectivity by using a centralized controller to help the
Z Z fij < delaymaz (3) nodes choose one of the paths available at each node based
PR on the worst case delay.

To understand whether the flow rates optimal for the 091 Level Restricted Energy Efficient Routing
timization problem satisfy the delay constraint, we have (LR-ENR)

to understand the routing algorithm in a practical frame-

work. _The.n(.atwork with optimal flow rates; a§S|gned tp Distributed Bellman-Ford algorithm is used to provide a
each link(i, j) € F needs to be decomposed into multiple

routing tr At h time. the network will N EC#Jarantee on the delay by limiting the number of itera-
outing trees. eac €, e Netwo US€ ON€ Hons. Bellman-Ford algorithm is known to find the mini-

: |
these trees so a single path from each sensor node torﬁ}?n cost path of length at mosat iterationi [14]. The
AP. However, guaranteeing the average delay does not tell . . >

. e N ndmber of iterations is found by an upper bound on the
anything about the delay at a specific time. Fig2iikus-

: . worst case delay.

trates this problem. The optimal flow rates are shown on
the left whereas the decomposition is shown on the righhe worst case delay in the networktigl;cv1;g; where
If all the nodes interfere with each other, then the delayis the length of the path from noddo the AP,g; is the
is 7 time slots half of the total network lifetime althouglpacket generation rate at noflandtt is the length of a
the average delay satisfies the delay constraifitiofime time slot that includes the transmission time of a packet
slots. and a guard interval{ = 0 since nodd is AP). This de-
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lay is upper bounded by« g x tt whered is the maximum
of the lengths of the routing paths from each sensor node ~ Minimize XY, 5V, Az

to the AP andy is the total number of packets generated| Subject to:z;; > 0fori € [2,N],j € [1, N], x;
in the network. integer

SN xij = 1fori e [2,N]

Given a delay requiremedtla , we therefore calcu- )
yreq Ymaz ttZiJ\LQEﬁyzljgixij < delaymazx

late the maximum path length,,... as follows:

Amaz = argmaxgd * g * tt < delaymaz (4) Figure 3:Integer Programming model of path length op-

A modified version of Bellman-Ford algorithm can the{™zaton

be executed to find minimum cost paths of length at most

dmaz from each node to the AP. Instead of running eachftased on the exact worst case delay instead of an upper
eration of Bellman-Ford pulse foV'| times and just keep-bound on this delay as in Sectiéril. This is achieved by

ing the parent in the routing tree, the modified versiganning the Bellman-Ford iteratior}$’| times and then
runs each pulse fad,,., times and keeps the minimunPptimizing the path lengths based on the cost of the paths
cost path from each node to the AP. at each iteration.

The routing protocol is therefore the same as the dikthe vector containing the length of the routing paths,
tributed implementation described in Sectibexcept the | = [l1, ..., ||}, was given, the minimum cost paths would
inclusion of a counter and the complete routing path i found by running Bellman-Ford algorithm for the num-
the tree construction packet. The time is divided into tinber of times equal té; for node;j € V. In this prob-
frames. At the beginning of the frame, the AP floods t@&m, on the other hand, the delay requiremésitiy,, q.
network with a tree construction packet. The tree cdf-given. This restricts the lengths of the paths such that
struction packet keeps @unterc and the nodes on theftXicvligi < delayma- The problem is then to find the
routing path it followed starting at the AP in addition t@ptimal vectorl = [l1,...,1j|] that minimizes the total
thenode costaindcostof the transmitting node in the routcost while satisfyingtX;cvl;g; < delaymaz-

ing tree.cis initialized to0 at the AP and increased byt Fi
each transmission. Upon reception of a tree constructjg

packet, the sensor node checks whether the transmlt%’?e‘i’lman—Ford algorithm. The variables of the problem are

npde is the next hop on a p_ath_of smaller cost than pgrc?;, which is1 if the length of the path chosen by noile
viously learned paths only if this counteris less than

y di h K herwi e d q is j and is zero otherwise. The input to the problem is the
maz AN Ignore the packet otherwise. cli< dmax ANA oot of the pathsl;; and the packet generation ratgsin

a smaller cost path is found, the sensor node updatesv\t]ﬁ?ch A;; represents the cost of the minimum cost path of

cosrt]ln the packet,r:ntr:]reaseitbef;uITter Cotl)y 1’§dd§ its IdD length at mosy from node: to the AP andy; represents
to the routing path the packet followed, and rebroadc gpacket generation rate at nade V.

the packet. At the end of the flooding, each sensor node
chooses the minimum cost routing path, and use this patte goal of the problem is to minimize the total cost of the
until the end of the time frame. paths. The first constraint represents the non-negativity
constraint ofr;; whereas the second constraint represents
the requirement that only one of the paths be chosen by
5.2 Hop Restricted Energy Efficient Routing each node € V. The third constraint rewrites the delay
(HR-ENR) constraint requirementS;cyligi < delaymag iN terms
of the variables;;.
We can achieve higher lifetime and connectivity for a

certain delay constraint by using a centralized controII-QFe routing protocol is then given as follows. The time is

ure 3 gives the IP formulation for choosing the opti-
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divided into time frames. At the beginning of the framéion to the AP. The maximum number of packets that is
the AP floods the network with a tree construction packétrwarded is|V'| whereas each packet contains the ID of
which contains the counter, its routing path, node cost asath node’s neighbors. Finally, the optimal flow rates on
the cost of the transmitting node in the routing tree. Thige links to all neighbors of the sensor nodes and opti-
first part of the algorithm is similar to the one described mal lifetime are sent back to the nodes. Each of these
Section5.1 The only difference is that each notle V' steps requir€(degmq..|V|) packets to send and receive,
keeps the minimum cost path of length at mb$br all resulting inO(degmq.|V'|) CPU requirement.

L = 1 < [V]. Upon reception of a tree COI’]StI‘UCtIOIi]__ r the distributed algorithm described in Sectigrthe

packet, the sensor node checks whether the cost of tﬁe

path is smaller than that of previously learned paths of e’ node memory requirementd(1) whereas the CPU

same length. If so, it updates its minimum cost path frerquwement I0(degmaq|V]). Each node just needs to

that length, and rebroadcasts the packet. At the en |t§?c%;??nptifrr];el:ntgf Téns'mtl:? (i:r?sé:topr)r?ﬂreioitth;f(?)la and
the flooding, each sensor node knows about the minim Y, 9 P y '

cost path of each length. They then send only the cost of nodes send and receive pack_ets o find the shortest
the paths corresponding to each lengtkt | < |V'|, not path to the AP. Each packet contains the ID and cost of

the paths themselves, to the AP. The AP finds the opti the transmitting node. Therefore, the CPU complexity is

path length for each node based on the formulation in Flg—degm”'w)'

ure3 and sends it back to the sensor nodes in the netwdrr the level restricted energy efficient routing algo-

The sensor nodes then use the routing path of the optinithin described in Sectio®.1, the per node memory

length until the end of the frame. requirement iSO(|V|) whereas the CPU requirement is
O(degmaz|V|?). Each node needs to keep the cost of
the minimum cost path and all the nodes on that path.

6 Complexity Analysis The maximum path length i§/| so the memory com-
plexity is O(|V']). The nodes send and receive packets
o_find the shortest path to the AP. Each packet contains

Since each individual wireless sensor node is usuall%ﬂa

small device with limited memory space and computiee ID and cost of the transmitting node, the nodes on the

tional capability, it is important to understand the men'?—ath followed by the packet and the counter. The maxi-
ory and CPU requirements of the implementation of the%](gs number _Of nodes ona p;\thd@aw. _Th(_arefore, the
algorithms at the sensor nodes. complexity iSO(degmazdi,q.), Which is at maxi-
mumO(degmaz|V|?).

For the centralized algorithm in Secti@?, the per node
memory requirement i®(deg,q..) whereas the CPU re-
quirement isO(degmaz|V]), Wheredeg,q. is the maxi-
mum degree of the nodes . Each node has to kee
the ID of its neighbors, the optimal rates of the links

these neighbors and the optimal lifetime in the memoty, , _ ) _
he maximum path length i3/|, which results in mem-

which is of complexityO(degnq. ). At the beginning, the ) 3 .
nodes send and receive packets to find the shortest pa{?{)(ocomplexny ofO(|V[*). The nodes send and receive

the AP and discover their neighbors. The maximum nuH]@e construction packets to find the shortest path to the
. . - - 2

ber of iterations igV/|. In each iteration, each node send¥”™ The complexity of this step O (degmaz| V7). Th? .

at most one packet and receives at packets sensor nodes then send their costs and forward their chil-
“w'nax . ’ . . .

Each packet contains the ID and cost of the transmittiﬂr s cost information to the AP. The maximum number

node. The sensor nodes then send their own topoloqu packets that is forwarded || whereas each packet

formation and forward their children’s topology informagOntalns the cost a¥/| paths, resulting in a complexity of

O(|V|?). Finally, the optimal path lengths are sent back

For the hop restricted energy efficient routing algo-
rithm described in Sectioh.2, the per node memory re-

uirement isO(|V|?) whereas the CPU requirement is
tg(degmaI|V|2). Each node needs to keep the minimum
st path corresponding to each lengtor 1 <[ < |V|.
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| algorithm [ memory | CPU | | operation | power consumptior}
centralized| O(degmaz) | O(degmaz|V|) transmitting one packet 0.92mJ
distributed O) | O(degmaz|V]) receiving one packet 0.69m.J
LR-ENR O(IV]) | O(degmaz|V]?) listening to channel 29.71m.J/sec
HR-ENR O([V|?) | O(degmaz|V?) operating radio in sleep mode 15p.J /sec
sampling sensor 1.5uJ/sample

Table 1: Memory and CPU requirements of the sensor
nodes for algorithm implementations. Table 2:Power consumption of basic operations in Berke-
ley mica nodes.

to the nodes, resulting in a complexity©f |V]). 700

These complexity results are summarized in Tdble ] e

600

500

7 Simulation

400 -

rk lifetime(day)

The purpose of our simulation is to observe the amount:
increase in network battery lifetime as a result of route 0 £ °
timization and to examine the effect of different link cos =
functions and delay constraints on the network lifetime.

200

In the simulations, the nodes are randomly distributed  **°|
a circular area of radius 100 units unless otherwise stat
The transmission range is chosen to be slightly largertt~ ° 10 2 £ w
the threshold necessary for connectivity of the netwo.n number of nodes

. The graphG = (V, E) is obtained by placing edges . . L : :
Let]ween tghepnodes(closzer than this tré?smissﬁon ?ar{: gure 4:Comparlson of the lifetime for optimal and min-
The results discussed below are averages of the pe im hop routing.
mance of ten different random configurations.

. — .t -1 . The ener nt for samplin n-
The energy consumed in transmission and receptlont o by 50 .50 days_ e energy spe t. or sampiing se

; . ) .SOr is also included in lifetime calculations to get more
packets, listening to the channel and sampling are derived.. . . . .

L .realistic estimates. Ignoring] or decreasing the energy

from the power consumption figures for the Berkeley mica ) . .

S . o . consumed in sensor will further increase the effect of rout-
nodes, which is given in Tab@ The transmission rate is.

50 kbps. The packet generation rateat each node is ing algorithm in the final lifetime estimates.
1/30 per second, which is a typical value for traffic lighThe goal of the iterative algorithm is to approximate the
applications f]. The battery power leve}; is chosen to be solution of LP formulation by dividing the complexity
that of a pair of AA batteries, which can supply 2200mAinto multiple steps of minimum cost path problems. The
at 3V, for all nodes, i € V' — {1}. The sampling rate isparameters of the algorithm that affect the battery lifetime
128Hz at each node. of the network arehe type of least cost path algorithm
Figure4 compares the lifetime of the network using thsetep intervaland cost fu_nct|on Step mtervah_s defined
. . . . t0 be the length of the time frame during which the same
routing determined by the linear programming formula- . o .
N : . - . fouting paths are use@.ost functioris important in terms
tion in Figure 1 with that using minimum hop routing. f emphasizing different battery levels at different inten-
The optimization of the paths increases the network Iif%- P 9 y
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Figure 5: Average battery lifetime of the random config'-:Igure 6: Th_e time at Whlch a specific percentage of the
. . . nodes are either dead or disconnected from the AP.
urations of 20 nodes for different cost functions and step

intervals.
Figure 6 shows the effect of different cost functions on

. . . . .the number of nodes connected to the AP over time. The
sities in least sum-cost path algorithm and is defined,as = " " o e .
. ) figure justifies estimating the network lifetime by the time
d(x) in Section4. . : : . : : :
duration until the first node dies since the time duration
Figure5 gives the network lifetime for iterative algorithmfrom the disconnectedness @ of the nodes to that of
As the step interval increases, the lifetime of the netwdik% of the nodes is very small. The least max-cost path
decreases due to the decreasing number of iterations. &gorithm and least sum-cost path algorithm with cost
small enough step intervals, the lifetime is almost equahctiond(z) = 1/(1 —z)" for largen gives the best life-
to the optimal lifetime for least max-cost path algorithtime estimate in terms of the disconnectedness of a small
whereas it is very close to this optimal value for cost funpercentage of the nodes. However, they perform worse
tionsd(z) = 2% andd(z) = 1/(1 — z)° for least sum- than the least sum-cost path algorithms with cost function
cost path algorithm. This suggests that for cost functidfi) = 2™ for smalln in terms of achieving a large life-
d(x) = x™ in least sum-cost path algorithm should not time until a higher percentage of the nodes become dis-
be chosen too small since the cost function becomescaannected. The reason is that the latter case considers all
most linear and it may be hard to differentiate betweeritee nodes on the path whereas the first case considers only
path containing one node with small residual energy atte critical nodes with less remaining energy. In the long
a lot of nodes with high residual energy, and a path cann, considering only the critical nodes creates cycles in
taining a lot of nodes of medium residual energy. Also,the resulting flow rates causing more energy to be spent
should not chosen too large because it is hard to differ@amnon-critical nodes, which causes the energy of the re-
tiate between differenf(xz) = 2™ values unless is very maining nodes to deplete earlier than other algorithms.

close tol. On the other hand, asgets larger in cost func- . . - . .
g 9 The simulation for the energy efficient routing with de-

_tlon d(z) =1/(1-x) f_or least sum-cost path algorlthm'% guarantee is performed to understand the tradeoff be-
it gets closer to the optimal value since the cost of the p? - - :
een providing delay guarantee and achieving a high

ets closer to taking the maximum of the costs on the V\h )
ignthat case 9 pﬁ%etlme. In all plots below, ‘max number of levels’ and

‘maximum delay (slot) denoté,,... and delayq. re-
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Figure 7:Average battery lifetime of the random configufFigure 8:Maximum number of levels used in the routing
rations of different number of nodes as a function of ma®t the random configurations of different number of nodes
imum allowed path length. as a function of maximum allowed path length.

LR-ENR cannot provide connectivity, HR-ENR provides
connectivity of all the nodes and achieves optimal life-
Figure7 shows that the increase in the maximum allowgghe. At the delay value where the connectivity of all the
length of the routing paths beyond the value required f6des is achieved, the lifetime is equal to optimal life-
connectivity does not affect the network lifetime for LRtime. This means that the uniform distribution of packets
ENR for both least-sum and least-max cost path algf-a uniform topology causes the connectivity and optimal

rithms for random configurations of different number gffetime of the network be achieved simultaneously.
nodes. The first decrease in lifetime results from the in- o )
crease in connectivity of the network. The maximum levEigure 10 shows the lifetime of the network for the grid

used in the network however keeps increasing as the nféggﬁg’uration of 49 nodes for LR-ENR and HR-ENR.
imum allowed length increases for the same lifetime £&Me’ refers to the case where ""‘”_”je nodes generate
shown in Figure8. This suggests that increasing the de,ﬁackets at the same rate whereas ‘diff’ refers to the case

of the network does not necessarily increase the netw¥ffiere the packet generation rate at one side of the grid is
lifetime. twice that of the other side. For LR-ENR, once the con-

nectivity of the nodes are achieved, the optimal lifetime is
Although the maximum level used in routing is higher igiso achieved as in the uniform configuration of the nodes.
least-max cost path algorithms than least-sum cost pathdr HR-ENR, although the lifetime is close to the optimal
gorithms, least-max cost path algorithms achieve a highfitime once all the nodes are connected for the ‘same’,
lifetime in terms of the death of the first node. Thereforﬂ]e lifetime increases fro®0% to 100% as the maximum
the following simulations that compare the performangfowed delay increases for the ‘diff’ case. This suggests
of LR-ENR and HR-ENR in terms of achieving optimaihat the non-uniform distribution of the packets in a uni-
lifetime is performed for least-max cost path algorithmsorm distribution of the nodes results in achieving connec-
R_tivity before achieving the optimal lifetime.

spectively, which are defined in Sectibn

Figure 9 shows the lifetime of the network for L
ENR and HR-ENR and random configurations of differepigure 11 shows the lifetime of the network for the ring
number of nodes. For the maximum allowed delay whesgnfiguration of 50 nodes for LR-ENR and HR-ENR.
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Figure 11:Average battery lifetime of the ring configura-
tion of 50 nodes as a function of maximum allowed delay.

Figure 9:Average battery lifetime of the random configu-
rations of different number of nodes as a function of max-

imum allowed delay.
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‘same’ refers to the case where all the nodes generate
packets at the same rate whereas 'diff’ refers to the case
where the nodes on one side of the ring generate twice as
many packets as those on the other side of the ring. In the
‘diff’ case, the lifetime increases fromr% to 100% af-

ter the connectivity of the nodes is achieved for both LR-
ENR and HR-ENR. There is even a slight increase in the
lifetime of ‘HR-ENR, same’ case after the connectivity is
achieved. The main feature of ring network is that there
are only two path options for each node, which may be of
very different lengths for some nodes. The non-uniform
distribution of the nodes therefore is another factor for the
network lifetime to be below the optimal lifetime despite
network connectivity.

When the maximum allowed delay increases, the network
delay keeps increasing although the connectivity of all the
nodes and optimal lifetime is achieved. To understand the
decrease in network performance by not putting any con-
straint on the network delay, TabBcompares the min-

imum and maximum value of the path length and delay

Figure 10:Average battery lifetime of the grid configurayajues that achieve optimal lifetime and connectivity for
tion of 49 nodes as a function of maximum allowed delgyR-ENR and HR-ENR respectively. ‘LR-ENR min’ and

‘LR-ENR max’ correspond to minimum and maximum
path length, whereas ‘HR-ENR min’ and ‘HR-ENR max’
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8 Conclusion

[2]
In this paper, we present a routing protocol for sensor net-
works with the goal of maximizing the time duration until
the first node dies. We show that the lifetime can be es-
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nodes.

We first focus on single path routing. We formulate th<£4]
path optimization as a Linear Programming (LP) problem
in which the objective is to maximize the lifetime of the
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