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Preface

Experts have known for some time that networked information sys-
tems are not trustworthy and that the technology needed to make them
trustworthy has not, by and large, been at hand. Our nation is nevertheless
becoming dependent on such systems for operating its critical infrastruc-
tures (e.g., transportation, communication, finance, and energy distribu-
tion). Over the past 2 years, the implications of this dependence—vulner-
ability to attack and susceptibility to disaster—have become a part of the
national agenda. Concerns first voiced from within the defense establish-
ment (under the rubric of “information warfare”) led the executive branch
to create the President’s Commission on Critical Infrastructure Protection
and, later, the Critical Infrastructure Assurance Office. The popular press
embraced the issues, carrying them to a public already sensitized by di-
rect and collateral experience with the failings of computing systems and
networks. A subject once discussed only in the technical literature is now
appearing regularly on the front pages of newspapers and being debated
in the Congress. The present study, initiated at the request of the Defense
Advanced Research Projects Agency (DARPA) and the National Security
Agency (NSA) some 2 years ago, today informs a discussion of national
significance. In particular, this study moves the focus of the discussion
forward from matters of policy and procedure and from vulnerabilities
and their consequences toward questions about the richer set of options
that only new science and technology can provide.

The study committee was convened by the Computer Science and
Telecommunications Board (CSTB) of the National Research Council

vii



Vil PREFACE

(NRC) to assess the nature of information systems trustworthiness and
the prospects for technology that will increase trustworthiness. The com-
mittee was asked to examine, discuss, and report on interrelated issues
associated with the research, development, and commercialization of tech-
nologies for trustworthy systems and to use its assessment to develop
recommendations for research to enhance information systems trustwor-
thiness (see Box P.1). This volume contains the results of that study: a
detailed research agenda that examines the many dimensions of trust-
worthiness (e.g., correctness, security, reliability, safety, survivability),
the state of the practice, and the available technology and science base.
Since economic and political context is critical to the successful develop-
ment and deployment of new technologies, that too is discussed.

The alert reader will have noted that the volume’s title, Trust in
Cyberspace, admits two interpretations. This ambiguity was intentional.
Parse “trust” as a noun (as in “confidence” or “reliance”) and the title
succinctly describes the contents of the volume—technologies that help
make networked information systems more trustworthy. Parse “trust” as
a verb (as in “to believe”) and the title is an invitation to contemplate a
future where networked information systems have become a safe place
for conducting parts of our daily lives.! Whether “trust” is being parsed
as a noun or the verb, more research is key for trust in cyberspace.

COMMITTEE COMPOSITION AND PROCESS

The study committee included experts from industry and academia
whose expertise spanned computer and communications security, soft-
ware engineering, fault-tolerance, systems design and implementation,
and networking (see Appendix A). The committee did its work through
its own expert deliberations and by soliciting input and discussion from
key officials in its sponsoring agencies, other government officials, aca-
demic experts, and representatives of a wide range of developers and
users of information systems in industry (see Appendix B). The commit-
tee did not make use of classified information, believing that detailed
knowledge of threats was not important to the task at hand.

The committee first met in June 1996 and eight times subsequently.
Three workshops were held to obtain input from a broad range of experts
in systems security, software, and networking drawn primarily from in-
dustry (see Appendixes C and D). Since information about the NSA R2

10ne reviewer, contemplating the present, suggested that a question mark be placed at
the end of the title to raise questions about the trustworthiness of cyberspace today. And
this is a question that the report does raise.
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BOX P.1
Synopsis of Statement of Task

* Propose a research agenda that identifies ideas for relevant long-term research
and the promotion of fundamental or revolutionary (as opposed to incremental)
advances to foster increased trustworthiness of networked information systems. Per-
spectives on where and what kinds of research are needed should be sought from
across the relevant technical and business communities.

e Assess, in part by undertaking dialogue within relevant segments of the tech-
nical and business communities, and make recommendations on how to further the
development and deployment of trustworthy networked information systems, sub-
systems, and components.

e Assess and make recommendations concerning the effectiveness and direc-
tions of the existing research programs in DARPA and NSA R2 as they affect the
development of trustworthy networked information systems.

¢ Examine the state of the market for security products and capabilities and the
extent and emphases of private-sector research activities with an eye toward illumi-
nating where federal R&D efforts can best be targeted.

e Assess and develop recommendations for technology policy options to im-
prove the commercial security product base (availability, quality, and affordability),
expand awareness in industry of the security problem and of available technology
and tools for enhancing protections, and foster technology transfer.

research program is less widely available than for relevant programs at
DARPA and other federal agencies, the entire committee visited NSA for
a more in-depth examination of R2’s research program; subsequent meet-
ings between NSA R2 personnel and a subset of the committee provided
still further input to the study. Staff tracked the progress of relevant
activities in the legislative and executive branches in government, includ-
ing the President’s Commission on Critical Infrastructure Protection, the
Critical Information Assurance Office, and congressional hearings. Staff
also sought input from other governmental and quasi-governmental or-
ganizations with relevant emphases. Additional inputs included per-
spectives from professional conferences, the technical literature, and gov-
ernment reports gleaned by committee members and staff.

In April 1997, the committee released an interim report that outlined
key concepts and known technologies. That report, subject to the NRC
review process, generated a number of comments that helped to guide the
committee in its later work.
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This is the tale of the infosys folk:

Multics to UNIX to DOS.

We once had protection that wasn’t a joke
Multics to UNIX to DOS.

Now hackers and crackers and similar nerds
Pass viruses, horses, and horrible words
Through access controls that are for the birds.
Multics to UNIX to DOS.

—With apologies to Franklin P. Adams



Executive Summary

The nation’s security and economy rely on infrastructures for com-
munication, finance, energy distribution, and transportation—all increas-
ingly dependent on networked information systems. When these net-
worked information systems perform badly or do not work at all, they
put life, liberty, and property at risk. Interrupting service can threaten
lives and property; destroying information or changing it improperly can
disrupt the work of governments and corporations; and disclosing secrets
can embarrass people or hurt organizations. The widespread intercon-
nection of networked information systems allows outages and disrup-
tions to spread from one system to others; it enables attacks to be waged
anonymously and from a safe distance; and it compounds the difficulty of
understanding and controlling these systems. With an expanding fraction
of users and operators who are technologically unsophisticated, greater
numbers can cause or fall victim to problems. Some see this as justifica-
tion for alarm; others dismiss such fears as alarmist. Most agree that the
trends warrant study and better understanding.

Recent efforts, such as those by the President’s Commission on Criti-
cal Infrastructure Protection, have been successful in raising public aware-
ness and advocating action. However, taking action is constrained by
limited knowledge and technologies for ensuring that networked infor-
mation systems perform properly. Research is needed, and this report
gives, in its body, a detailed agenda for that research. Specifically, the
report addresses how the trustworthiness of networked information sys-
tems can be enhanced by improving computing and communications tech-

1



2 TRUST IN CYBERSPACE

nology. The intent is to create more choices for consumers and vendors
and, therefore, for the government. The report also surveys technical and
market trends, to better inform public policy about where progress is
likely and where incentives could help. And the report discusses a larger
nontechnical context—public policy, procedural aspects of how net-
worked information systems are used, how people behave—because that
context affects the viability of technical solutions as well as actual risks
and losses.

TRUSTWORTHY NETWORKED INFORMATION SYSTEMS—
BENEFITS, COSTS, AND CONTEXT

Networked information systems (NISs) integrate computing systems,
communication systems, people (both as users and operators), procedures,
and more. Interfaces to other systems and control algorithms are their
defining elements; communication and interaction are the currency of
their operation. Increasingly, the information exchanged between NISs
includes software (and, therefore, instructions to the systems themselves),
often without users knowing what software has entered their systems, let
alone what it can do or has done.

Trustworthiness of an NIS asserts that the system does what is re-
quired—despite environmental disruption, human user and operator er-
rors, and attacks by hostile parties—and that it does not do other things.
Design and implementation errors must be avoided, eliminated, or some-
how tolerated. Addressing only some aspects of the problem is not suffi-
cient. Moreover, achieving trustworthiness requires more than just as-
sembling components that are themselves trustworthy.

Laudable as a goal, ab initio building of trustworthiness into an NIS
has proved to be impractical. It is neither technically nor economically
feasible for designers and builders to manage the complexity of such
large artifacts or to anticipate all of the problems that an NIS will confront
over its lifetime. Experts now recognize steps that can be taken to en-
hance trustworthiness after a system has been deployed. It is no accident
that the market for virus detectors and firewalls is thriving. Virus detec-
tors identify and eradicate attacks embedded in exchanged files, and
tirewalls hinder attacks by filtering messages between a trusted enclave
of networked computers and its environment (from which attacks might
originate). Both of these mechanisms work in specific contexts and ad-
dress problems contemplated by their designers; but both are imperfect,
with user expectations often exceeding what is prudent.

The costs of NIS trustworthiness are borne by a system’s producers
and consumers and sometimes by the public at large. The benefits are
also distributed, but often differently from the costs. The market has
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responded best in dimensions, such as reliability, that are easy for con-
sumers (and producers) to evaluate, as compared with other dimensions,
such as security, which addresses exposures that are difficult to quantify
or even fully articulate. Few have an incentive to worry about security
problems since such problems rarely prevent work from getting done,
and publicizing them sometimes even tarnishes the reputation of the in-
stitution involved (as in the case of banks).

Market conditions today strongly favor the use of commercial off-the-
shelf (COTS) components over custom-built solutions, in part because
COTS technology is relatively inexpensive to acquire. The COTS market’s
earliest entrants can gain a substantial advantage, so COTS producers are
less inclined to include trustworthiness functionality, which they believe
can cause delay. COTS producers are also reluctant to include in their
products mechanisms to support trustworthiness (and especially secu-
rity) that can make systems harder to configure or use. While today’s
market for system trustworthiness is bigger than that of a decade ago, the
market remains small, reflecting current circumstances and perceptions:
to date, publicized trustworthiness breaches have not been catastrophic,
and consumers have been able to cope with or recover from the incidents.
Thus, existing trustworthiness solutions—though needed—are not being
widely deployed because often they cannot be justified.

Today’s climate of deregulation will further increase NIS vulnerabil-
ity in several ways. The most obvious is the new cost pressures on what
had been regulated monopolies in the electric power and telecommunica-
tions industries. One easy way to cut costs is to reduce reserve capacity
and eliminate rarely needed emergency systems; a related way is to re-
duce diversity (a potential contributor to trustworthiness) in the technol-
ogy or facilities used. Producers in these sectors are now competing on
the basis of features, too. New features invariably lead to more complex
systems, which are liable to behave in unexpected and undesirable ways.
Finally, deregulation leads to new interconnections, as some services are
more cost-effectively imported from other providers into what once were
monolithic systems. Apart from the obvious dangers of the increased
complexity, the interconnections themselves create new weak points and
interdependencies. Problems could grow beyond the annoyance level
that characterizes infrastructure outages today, and the possibility of cata-
strophic incidents is growing.

The role of government in protecting the public welfare implies an
interest in promoting the trustworthiness of NISs. Contemporary examina-
tions of issues, ranging from information warfare to critical infrastructure,
have advanced hypotheses and assumptions about specific, substantial,
and proactive roles for government. But their rationales are incomplete.
Part of the problem stems from the difficulty of describing the appropri-
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ate scope for government action when the government’s own NISs are
creatures of private-sector components and services. The rise of elec-
tronic commerce and, more generally, growing publication and sharing
of all kinds of content through NISs are generating a variety of different
models for the role of government and the balance of public and private
action. In all of these contexts, debates about cryptography policy and the
alleged inhibition of the development and deployment of technology
(encryption and authentication) that can advance many aspects of trust-
worthiness make discussion of government roles particularly sensitive
and controversial. The necessary public debates have only just begun,
and they are complicated by the underlying activity to redefine concepts
of national and economic security.

Technology offers the opportunities and imposes the limits facing all
sectors. Research and development changes technological options and
the cost of various alternatives. It can provide new tools for individuals
and organizations and better inform private and public choices and strat-
egies. Once those tools have been developed, demands for trustworthi-
ness could be more readily met. Due to the customary rapid rate of
upgrade and replacement for computing hardware and software (at least
for systems based on COTS products), upgrades embodying enhanced
trustworthiness could occur over years rather than decades (impeded
mostly by needs for backward compatibility). Moreover, the predomi-
nance of COTS software allows investments in COTS software that en-
hance trustworthiness to have broad impact, and current events, such as
concern about the “year 2000” and the European Union monetary conver-
sion, are causing older software systems to be replaced with new COTS
software. Finally, communications infrastructures are likely to undergo
radical changes in the coming years: additional players in the market,
such as cable and satellite-based services, will not only lead to new pric-
ing structures, but will also likely force the introduction of new communi-
cations system architectures and services. Taken together, these trends
imply that now is the time to take steps to develop and deploy better
technology.

AN AGENDA FOR RESEARCH

The goal of further research would be to provide a science base and
engineering expertise for building trustworthy NISs. Commercial and
industrial software producers have been unwilling to pay for this re-
search, doing the research will take time, and the construction of trust-
worthy NISs presupposes appropriate technology for which this research
is still needed. Therefore, the central recommendations of this study
concern an agenda for research (outlined below). The recommendations
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are aimed at federal funders of relevant research—in particular, the De-
fense Advanced Research Projects Agency (DARPA) and the National
Security Agency (NSA). But the research agenda should also be of inter-
est to policymakers who, in formulating legislation and initiating other
actions, will profit from knowing which technical problems do have solu-
tions, which will have solutions if research is supported, and which can-
not have solutions. Those who manage NISs can profit from the agenda
in much the same way as policymakers. Product developers can benefit
from the predictions of market needs and promising directions for ad-
dressing those needs.

Research to Identify and Understand NIS Vulnerabilities

Because a typical NIS is large and complex, few people are likely to
have analyzed one, much less had an opportunity to study several. The
result is a remarkably poor understanding today of design and engineer-
ing practices that foster NIS trustworthiness. Careful study of deployed
NISs is needed to inform NIS builders of problems that they are likely to
encounter, leading to more-intelligent choices about what to build and
how to build it. The President’s Commission on Critical Infrastructure
Protection and other federal government groups have successfully begun
this process by putting NIS trustworthiness on the national policy agenda.
The next step is to provide specific technical guidance for NIS designers,
implementers, and managers. A study of existing NISs can help deter-
mine what problems dominate NIS architecture and software develop-
ment, the interaction of different aspects of trustworthiness in design and
implementation or use, and how to quantify the actual benefits of using
proposed methods and techniques.

The public telephone network (PTN) and the Internet, both familiar
NISs, figure prominently in this report. Both illustrate the scope and
nature of the technical problems that will confront developers and opera-
tors of future NISs, and the high cost of building a global communications
infrastructure from the ground up implies that one or both of these two
networks will furnish communications services for most other NISs. The
trustworthiness and vulnerabilities of the PTN and the Internet are thus
likely to have far-reaching implications. But PTN trustworthiness, for
example, would seem to be eroding as the PTN becomes increasingly
dependent on complex software and databases for establishing calls and
for providing new or improved services to customers. Protective mea-
sures need to be developed and implemented. Some Internet vulnerabili-
ties are being eliminated by deploying improved protocols, but the
Internet’s weak quality-of-service guarantees, along with other routing-
protocol inadequacies and dependence on a centralized naming-service
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architecture, remain sources of vulnerability for it; additional research
will be needed to significantly improve the Internet’s trustworthiness.

Operational errors today represent a major source of outages for both
the PTN and the Internet. Today’s methods and tools for facilitating an
operator’s understanding and control of an NIS of this scale and complex-
ity are inadequate. Research and development are needed to produce
conceptual models (and ultimately methods of control) that can allow
human operators to grasp the state of an NIS and initiate actions that will
have predictable, desired consequences.

Research in Avoiding Design and Implementation Errors

The challenges of software engineering, formidable for so many
years, become especially urgent when designing and implementing an
NIS. And new problems arise in connection with all facets of the system
development process. System-level trustworthiness requirements must
be transformed from informal notions into precise requirements that
can be imposed on individual components, something that all too often
is beyond the current state of the art. When an NIS is being built,
subsystems spanning distributed networks must be integrated and
tested despite their limited visibility and limited control over their op-
eration. Yet the trend has been for researchers to turn their attention
away from such integration and testing questions—a trend that needs to
be reversed by researchers and by those who fund research. Even mod-
est advances in testing methods can have a significant impact, because
testing so dominates system development costs. Techniques for com-
posing subsystems in ways that contribute directly to trustworthiness
are also badly needed.

Whereas a large software system, such as an NIS, cannot be devel-
oped defect free, it is possible to improve the trustworthiness of such a
system by anticipating and targeting vulnerabilities. But to determine,
analyze, and—most importantly—prioritize these vulnerabilities requires
a good understanding of how subsystems interact with each other and
with the other elements of the larger system. Obtaining such an under-
standing is not possible without further research.

NISs today and well into the foreseeable future are likely to include
large numbers of COTS components. The relationship between the use of
COTS components and NIS trustworthiness is unclear—does the in-
creased use of COTS components enhance or detract from trustworthi-
ness? How can the trustworthiness of a COTS component be improved
by its developers and (when needed) by its users? Moreover, more so
than most other software systems, NISs are developed and deployed in-
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crementally, significantly evolving in functionality and structure over a
system’s lifetime. Yet little is known about architectures that can support
such growth and about development processes that facilitate it; addi-
tional research is required.

There are accepted processes for component design and implementa-
tion, although the novel characteristics of NISs raise questions about the
utility of these processes. Modern programming languages include fea-
tures that promote trustworthiness, such as compile-time checks and sup-
port for modularity and component integration, and the potential exists
for further gains from research. The performance needs of NISs can be
inconsistent with modular design, though, and this limits the applicabil-
ity of many extant software development processes and tools.

Formal methods should be regarded as an important piece of technol-
ogy for eliminating design errors in hardware and software; increased
support for both fundamental research and demonstration exercises is
warranted. Formal methods are particularly well suited for identifying
errors that only become apparent in scenarios not likely to be tested or
testable. Therefore, formal methods could be viewed as a technology that
is complementary to testing. Research directed at the improved integra-
tion of testing and formal methods is likely to have payoffs for increasing
assurance in trustworthy NISs.

New Approaches to Computer and Communications Security

Much security research during the past two decades has been based
on models that focus on protecting information from unauthorized access
by specifying which users should have access to data or other system
resources. These models oversimplify: they do not completely account
for malicious or erroneous software, they largely ignore denial-of-service
attacks, and they are unable to represent defensive measures, such as
virus scan software or firewalls—mechanisms that, in theory, should not
work or be needed but do, in practice, hinder attacks. The practical im-
pacts of this “absolute security” paradigm have been largely disappoint-
ing. A new approach to security is needed, especially for environments
(like NISs) where foreign and mobile code and COTS software cannot be
ignored. The committee recommends that rather than being based on
“absolute security,” future security research be based on techniques for
identifying vulnerabilities and making design changes to reposition those
vulnerabilities in light of anticipated threats. By repositioning vulner-
abilities, the likelihood and consequences of attacks can be reduced.

Effective cryptographic authentication is essential for NIS security.
But obstacles exist to more widespread deployment of key-manage-
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ment technology, and there has been little experience with public-key
infrastructures—especially large-scale ones. Issues related to the timely
notification of revocation, recovery from the compromise of certifica-
tion authority private keys, and name-space management all require
further attention. Most applications that make use of certificates have
poor certificate-management interfaces for users and for system ad-
ministrators. Research is also needed to support new cryptographic
authentication protocols (e.g., for practical multicast communication
authentication) and to support faster encryption and authentication/
integrity algorithms to keep pace with rapidly increasing communica-
tion speeds. The use of hardware tokens holds promise for implement-
ing authentication, although using personal identification numbers con-
stitutes a vulnerability (which might be somewhat mitigated through
the use of biometrics).

Because NISs are distributed systems, network access control mecha-
nisms, such as virtual private networks (VPNs) and firewalls, can play a
central role in NIS security. VPN technology, although promising, is not
being used today in larger-scale settings because of the proprietary proto-
cols and simplistic key-management schemes found in products. Further
work is needed before wholesale and flexible VPN deployments will be-
come realistic. Firewalls, despite their limitations, will persist into the
foreseeable future as a key defense mechanism. And as support for VPNs
is added, firewall enhancements will have to be developed for supporting
sophisticated security management protocols, negotiation of traffic secu-
rity policies across administratively independent domains, and manage-
ment tools. The development of increasingly sophisticated network-wide
applications will create a need for application-layer firewalls and a better
understanding of how to define and enforce useful traffic policies at this
level.

Operating system support for fine-grained access control would fa-
cilitate construction of systems that obey the principle of least privilege,
which holds that users be accorded the minimum access that is needed to
accomplish a task. This, in turn, would be an effective defense against a
variety of attacks that might be delivered using foreign code or hidden in
application programs. Enforcement of application-specific security poli-
cies is likely to be a responsibility shared between the application pro-
gram and the operating system. Research is needed to determine how to
partition this responsibility and which mechanisms are best implemented
at what level. Attractive opportunities exist for programming language
research to play a role in enforcing such security policies.

Finally, defending against denial-of-service attacks can be critical for
the security of an NIS, since availability is often an important system
property. This dimension of security has received relatively little atten-
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tion up to now, and research is urgently needed to identify ways to de-
fend against such attacks.

Research in Building Trustworthy Systems
from Untrustworthy Components

Even when it is possible to build them, highly trustworthy compo-
nents are costly. Therefore, the goal of creating trustworthy NISs from
untrustworthy components is attractive, and research should be under-
taken that will enable the trustworthiness of components to be amplified
by the architecture and by the methods used to integrate components.

Replication and diversity can be employed to build systems that am-
plify the trustworthiness of their components, and there are successful
commercial products (e.g., hardware fault-tolerant computers) in the mar-
ketplace that do exactly this. However, the potential and limits of the
approach are not understood. For example, research is needed to deter-
mine the ways in which diversity can be added to a set of software repli-
cas, thereby improving their trustworthiness.

Trustworthiness functionality could be positioned at different places
within an NIS. Little is known about the advantages and disadvantages
of the various possible positionings and system architectures, and an
analysis of existing NISs should prove instructive along these lines. One
architecture that has been suggested is based on the idea of a broadly
useful core minimum functionality—a minimum essential information
infrastructure (MEII). But building an MEIIl would be a misguided initia-
tive, because it presumes that such a “core minimum functionality” could
be identified, and that is unlikely to be the case.

Monitoring and detection can be employed to build systems that en-
hance the trustworthiness of their components. But limitations intrinsic
in system monitoring and in technology to recognize incidents such as
attacks and failures impose fundamental limits on the use of monitoring
and detection for implementing trustworthiness. In particular, the limits
and coverage of the various approaches to intruder and anomaly detec-
tion are necessarily imperfect; additional study is needed to determine
their practicality.

A number of other promising research areas merit investigation. For
example, systems could be designed to respond to an attack or failure by
reducing their functionality in a controlled, graceful manner. And a vari-
ety of research directions involving new types of algorithms—self-stabili-
zation, emergent behavior, biological metaphors—may be useful in de-
signing systems that are trustworthy. These new research directions are
speculative. Thus, they are plausible topics for longer-range research that
should be pursued.
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IMPLEMENTING THE RESEARCH AGENDA

Research in NIS trustworthiness is supported by the U.S. govern-
ment, primarily through DARPA and NSA, but also through other De-
partment of Defense and civilian agencies. Much of DARPA and NSA
funding goes to industry research, in part because of the nature of the
work (i.e., fostering the evaluation and deployment of research ideas)
and, in part, because the academic personnel base is relatively limited in
areas relating to security. There is also industry-funded research and
development work in NIS trustworthiness; that work understandably
tends to have more direct relevance to existing or projected markets (it
emphasizes development relative to research). A firm calibration of fed-
eral funding for trustworthiness research is difficult, both because of con-
ventional problems in understanding how different projects are accounted
for and because this is an area where some relevant work is classified. In
addition, the nature of relevant research often implies a necessary sys-
tems-development component, and that can inflate associated spending
levels.

DARPA’s Information Technology Office provides most of the
government’s external research funding for NIS trustworthiness. Increas-
ingly, DOD is turning to COTS products, which means that DARPA can
justifiably be concerned with a much broader region of the present-day
computing landscape. But DARPA-funded researchers are being sub-
jected to pressure to produce short-term research results and rapid transi-
tions to industry—so much so that the pursuit of high-risk theoretical and
experimental investigations is seemingly discouraged. This influences
what research topics get explored. Many of the research problems out-
lined above are deep and difficult, and expecting short-term payoff can
only divert effort from the most critical areas. In addition, DARPA has
deemphasized its funding of certain security-oriented topics (e.g., con-
tainment, defending against denial-of-service attacks, and the design of
cryptographic infrastructures), which has caused researcher effort and
interest to shift away from these key problems. Therefore, DARPA needs
to increase its focus on information security and NIS trustworthiness re-
search, especially with regard to long-term research efforts. DARPA’s
mechanisms for communicating and interacting with the research com-
munity are generally effective.

NSA funds information security research through R2 and other of its
organizational units. The present study deals exclusively with R2. In
contrast to DARPA, NSA R2 consumes a large portion of its budget inter-
nally, including significant expenditures on nonresearch activities. NSA’s
two missions—protecting U.S. sensitive information and acquiring for-
eign intelligence information—can confound its interactions with others
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in the promotion of trustworthiness. Its defensive mission makes know-
ing how to protect systems paramount; its offensive need to exploit sys-
tem vulnerabilities can inhibit its sharing of knowledge. This tension is
not new. What is relevant for future effort is the lingering distrust for the
agency in the academic research community and some quarters of indus-
try, which has had a negative impact on R2’s efforts at outreach. The rise
of NISs creates new needs for expertise in computer systems that NSA is
challenged to develop internally and procure externally. R2’s difficulty in
recruiting and retaining highly qualified technical research staff is a rea-
son for “outsourcing” research, when highly skilled research staff are
available elsewhere. R2’s effectiveness depends on better leveraging of
talent both outside and inside the organization.

The committee believes that increased funding is warranted for both
information security research in particular and NIS trustworthiness re-
search in general. The appropriate level of increased funding should be
based on a realistic assessment of the size and availability of the current
population of researchers in relevant disciplines and projections of how
this population of researchers may be increased in the coming years.

TRUST IN CYBERSPACE?

Cyberspace is no longer science fiction. Today, networked informa-
tion systems transport millions of people there to accomplish routine as
well as critical tasks. And the current trajectory is clear: increased depen-
dence on networked information systems. Unless these systems are made
trustworthy, such dependence may well lead to disruption and disaster.
The aphorism “Where there’s a will, there’s a way” provides a succinct
way to summarize the situation. The “way,” which today is missing, will
require basic components, engineering expertise, and an expanded sci-
ence base necessary for implementing trustworthy networked informa-
tion systems. This study articulates a research agenda so that there will
be a way when there is a will.



Introduction

The security of our nation, the viability of our economy, and the
health and well-being of our citizens rely today on infrastructures for
communication, finance, energy distribution, and transportation. All of
these infrastructures depend increasingly on networked information sys-
tems. That dependence, with its new levels and kinds of vulnerabilities,
is attracting growing attention from government and industry. Within
the last 2 years, the Office of Science and Technology Policy in the White
House, the President’s National Security Telecommunications Advisory
Committee, the President’s Commission on Critical Infrastructure Protec-
tion, the Defense Science Board, and the General Accounting Office have
each issued reports on the vulnerabilities of networked information sys-
tems.! Congressional hearings,? articles in the popular press, and concern

1See Cybernation: The American Infrastructure in the Information Age: A Technical Primer on
Risks and Reliability (Executive Office of the President, 1997), Reports from the Eight NSTAC
Subcommittee Investigations (NSTAC, 1997), Critical Foundations: Protecting America’s Infra-
structures (PCCIP, 1997), Report of the Defense Science Board Task Force on Information Warfare
Defense (IW-D) (Defense Science Board, 1996), and Information Security—Computer Attacks at
Department of Defense Pose Increasing Risks: A Report to Congressional Requesters (U.S. GAO,
1996).

2Such as testimony titled “Weak Computer Security in Government: Is the Public at Risk?”
presented before the Senate Governmental Affairs Committee on May 19, 1998, and testi-
mony titled “Future Threats to the Department of Defense Information Systems: Y2K &
Frequency Spectrum Reallocation,” presented before the Senate Armed Services Committee
on June 4, 1998.

12
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about the impending year 2000 problem have further heightened public
awareness. Most recently, Presidential Decision Directive 63° has called
for a national effort to assure the security of our increasingly vulnerable
critical infrastructures.

Although proposals for action are being advanced, their procedural
emphasis reflects the limitations of available knowledge and technolo-
gies for tackling the problem. These limitations constrain effective deci-
sion making in an area that is clearly vital to all sectors of society.
Creating a broader range of choices and more robust tools for build-
ing trustworthy networked information systems is essential. To accom-
plish this, new research is required. And since research takes time to
bear fruit, the nation’s dependence on networked information systems
will greatly exceed their trustworthiness unless this research is initiated
soon.

Articulating an agenda for that research is the primary goal of this
study; that detailed agenda and its rationale constitute the core of this
report.

TRUSTWORTHY NETWORKED INFORMATION SYSTEMS

Networked information systems (NISs) integrate computing systems,
communications systems, and people (both as users and operators). The
defining elements are interfaces to other systems along with algorithms to
coordinate those systems. Economics dictates the use of commercial off-
the-shelf (COTS) components wherever possible, which means that de-
velopers of an NIS have neither control over nor detailed information
about many system components. The use of system components whose
functionality can be changed remotely and while the system is running is
increasing. Users and designers of an NIS built from such extensible
system components thus cannot know with any certainty what software
has entered system components or what actions those components might
take. (Appendix E contains a detailed discussion of likely developments
in software for those readers unfamiliar with current trends.)

A trustworthy NIS does what people expect it to do—and not some-
thing else—despite environmental disruption, human user and operator
errors, and attacks* by hostile parties. Design and implementation errors
must be avoided, eliminated, or somehow tolerated. It is not sufficient to

3Available online at <http:/ /www.ciao.gov>.

4In the computer security literature, “vulnerability,” “attack,” and “threat” are technical
terms. A vulnerability is an error or weakness in the design, implementation, or operation
of a system. An attack is a means of exploiting some vulnerability in a system. A threat is
an adversary that is motivated and capable of exploiting a vulnerability.

s
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address only some of these dimensions, nor is it sufficient simply to as-
semble components that are themselves trustworthy. Trustworthiness is
holistic and multidimensional.

Trustworthy NISs are challenging systems to build, operate, and
maintain. There is the intrinsic difficulty of understanding what can and
cannot happen within any complex system and what can be done to
control the behavior of such a system. With the environment only par-
tially specified, one can never know what kinds of attacks will be launched
or what manifestations failures may take. Modeling and planning for the
behavior of a sentient adversary are especially hard.

The trustworthiness of an NIS encompasses correctness, reliability,
security (conventionally including secrecy, confidentiality, integrity, and
availability), privacy, safety, and survivability (see Appendix K for defi-
nitions of these terms). These dimensions are not independent, and care
must be taken so that one is not obtained at the expense of another. For
example, protection of confidentiality or integrity by denying all access
trades one aspect of security—availability—for others. As another ex-
ample, replication of components enhances reliability but may increase
exposure to attack owing to the larger number of sites and the vulnerabili-
ties implicit in the protocols to coordinate them. Integrating the diverse
dimensions of trustworthiness and understanding how they interact are
central challenges in building a trustworthy NIS.

Various isolated dimensions of trustworthiness have become
defining themes within professional communities and government pro-
grams:

* Correctness stipulates that proper outputs are produced by the
system for each input.

* Availability focuses on ensuring that a system continues to operate
in the face of certain anticipated events (failures) whose occurrences are
uncorrelated.

* Security is concerned with ensuring that a system resists poten-
tially correlated events (attacks) that can compromise the secrecy, integ-
rity, or availability of data and services.

While individual dimensions of trustworthiness are certainly impor-
tant, building a trustworthy system requires more. Consequently, a new
term—"“trustworthiness”—and not some extant technical term (with its
accompanying intellectual baggage of priorities) was selected for use in
this report. Of ultimate concern is how people perceive and engage a
system. People place some level of trust in any system, although they
may neither think about that trust explicitly nor gauge the amount realis-
tically. Their trust is based on an aggregation of dimensions, not on a few
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narrowly defined or isolated technical properties. The term “trustworthi-
ness” herein denotes this aggregation.

To be labeled as trustworthy, a system not only must behave as ex-
pected but also must reinforce the belief that it will continue to produce
expected behavior and will not be susceptible to subversion. The ques-
tion of how to achieve assurance has been the target of several research
programs sponsored by the Department of Defense and others. Yet cur-
rently practiced and proposed approaches for establishing assurance are
still imperfect and/or impractical. Testing can demonstrate only that a
tlaw exists, not that all flaws have been found; deductive and analytical
methods are practical only for certain small systems or specific proper-
ties.> Moreover, all existing assurance methods are predicated on an
unrealistic assumption—that system designers and implementers know
what it means for a system to be “correct” before and during develop-
ment.® The study committee believes that progress in assurance for the
foreseeable future will most likely come from figuring out (1) how to
combine multiple approaches and (2) how best to leverage add-on tech-
nologies and other approaches to enhance existing imperfect systems.
Improved assurance, without any pretense of establishing a certain or a
quantifiable level of assurance, should be the aim.

WHAT ERODES TRUST

The extent to which an NIS comes to be regarded as trustworthy is
influenced, in large part, by people’s experiences in using that system.
However, generalizations from individual personal experience can be
misleading. The collection of incidents in Neumann (1995) and its associ-
ated online database suggests something about the lay of the land, al-
though many kinds of attacks are not chronicled there (for various rea-
sons). Other compilations of information on the trustworthiness of
specific infrastructures can be found at the CERT/CC Web site” and other
sources. But absent scientific studies that measure dominant detractors of
NIS trustworthiness, it is hard to know what vulnerabilities are the most
significant or how resources might best be allocated in order to enhance a
system’s trustworthiness. Rigorous empirical studies of system outages
and their causes are a necessary ingredient of any research agenda in-

5See Chapter 3 for a more detailed discussion.

6Requirements invariably change through the development process, and the definition of
system correctness changes accordingly.

’The Computer Emergency Response Team (CERT)/Coordination Center (CC) is an ele-
ment of the Networked Systems Survivability Program in the Software Engineering Insti-
tute at Carnegie Mellon University. See <http://www.cert.org>.
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tended to further NIS trustworthiness. Empirical studies of normal sys-
tem operations are also important, because having baseline data can be
helpful for detecting failures and attacks by monitoring usage (Ware,
1998).

But perceptions of trustworthiness are just that and, therefore, can be
shaped by the popular press and information from organizations that
have particular advocacy agendas. A predominant cause of NIS outages
might not be a good topic for newspaper stories, although anecdotes of
attacks perpetrated by hackers seem to be.?

Trust in an NIS is not unduly eroded when catastrophic natural phe-
nomena in a region, such as earthquakes or storms, disrupt the operation
of NISs only in that region. But when environmental disruption has
disproportionate consequences, trust is eroded. Regional and long-dis-
tance telephone outages caused by a backhoe accidentally severing a fi-
ber-optic cable (Neumann, 1995) and a power outage disrupting Internet
access in the Silicon Valley area as a result of rodents chewing cable
insulation (Neumann, 1996) are just two illustrations. The good news is
that the frequency and scope of accidental man-made and natural disrup-
tions are not likely to change in the foreseeable future. Building a trust-
worthy NIS for tomorrow that can tolerate today’s levels of such disrup-
tions should suffice.

Errors made in the operation of a system also can lead to systemwide
disruption. NISs are complex, and human operators err: an operator
installing a corrupted top-level domain name server database at Network
Solutions effectively wiped out access to roughly a million sites on the
Internet in July 1997 (Wayner, 1997); an employee’s uploading of an in-
correct set of translations into a Signaling System 7 processor led to a 90-
minute network outage for AT&T toll-free telephone service in Septem-
ber 1997 (Perillo, 1997). Automating the human operator’s job is not
necessarily a solution, for it simply exchanges one vulnerability (human
operator error) for another (design and implementation errors in the con-
trol automation).

Controlling a complex system is difficult, even under the best of cir-
cumstances. Whether or not human operators are involved, the geo-
graphic scope and the speed at which an NIS operates mean that assem-
bling a current and consistent view of the system is not possible. The
control theory that characterizes the operation of such systems (if known
at all) is likely to be fraught with instabilities and to be highly nonlinear.
When operators are part of the picture, details of the system’s operating

8The classification and restricted distribution of many government studies about vulner-
ability and the frequency of hostile attacks, rather than informing the public about real
risks, serve mostly to encourage speculation.
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status must be distilled into a form that can be understood by humans.
Moreover, there is the difficulty of designing an operator interface that
facilitates human intervention and control.

The challenge of implementing software that satisfies its specification
is well known, and failing to meet that challenge invariably compromises
system trustworthiness. NIS software is no exception. An oft-cited ex-
ample is the January 1990 9-hour-long outage (blocking an estimated 5
million calls) that AT&T experienced due to a programming error in soft-
ware for its electronic switching systems (Neumann, 1995). More re-
cently, software flaws caused an April 1998 outage in the AT&T frame-
relay network (a nationwide high-speed data network used by business)
(Mills, 1998), and in February 1998 the operation of the New York Mer-
cantile Exchange and telephone service in several major East Coast cities
were interrupted by a software failure in Illuminet, a private carrier
(Kalish, 1998).

The challenges of developing software can also be responsible for
project delays and cost overruns. Problems associated with software thus
can undermine confidence and trust in a system long before the system
has been deployed. NIS software is especially difficult to write, because it
typically integrates geographically separated system components that
execute concurrently, have idiosyncratic interfaces, and are sensitive to
execution timings.

Finally, there are the effects of hostile attacks on NIS trustworthiness
and on perceptions of NIS trustworthiness. Evidence abounds that the
Internet and the public telephone networks not only are vulnerable to
attacks but also are being penetrated with some frequency. In addition,
hackers seeking the challenge and insiders seeking personal gain or re-
venge have been successful in attacking business and critical infrastruc-
ture computing systems. Accounts of successful attacks on computer
systems at military sites are perhaps the most disturbing, since tighter
security might be expected there; Box 1.1 contains just a few examples of
recent attacks on both critical and noncritical DOD computers. The De-
fense Information Systems Agency (DISA) estimates that DOD may have
experienced as many as 250,000 attacks on its computer systems in a
recent year and that the number of such attacks may be doubling® each
year (U.S. GAO, 1996). The exact number of attacks is not known because
DISA’s own penetration attempts on these systems indicate that only
about 1 in 150 attacks is actually detected and reported (U.S. GAO, 1996).

9Specifically, defense installations reported 53 attacks in 1992, 115 in 1993, 255 in 1994,
and 559 in 1995.
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BOX 1.1
Sampler of Department of Defense Computer Penetrations

¢ Rome Laboratories discovered that more than 150 Internet intrusions were
made into 30 computer systems on its network between March 23 and April 16,
1994. The attacks, which used Trojan horses and network “sniffers,” had been
launched by a 16-year-old British hacker and an unknown accomplice from com-
mercial Internet providers. The attackers took control of laboratory support systems
and stole tactical and artificial intelligence research data (U.S. GAO, 1996).

e The U.S. Naval Academy computer system was successfully penetrated in
December 1994. Sniffer programs were installed on servers, the system’s name and
address were changed (making the system inaccessible to authorized users), files
were deleted, password files were compromised, and more than 12,000 passwords
were changed (U.S. GAO, 1996).

e In March 1997, a computing system at Anderson Air Force Base in Guam was
penetrated by a 15-year-old working from Croatia and using programs freely avail-
able on the Internet (Associated Press, 1997).

¢ During the Gulf War, e-mail and information about troop movements and
missile capabilities were stolen from Department of Defense (DOD) computers by
hackers based in Eindhoven, The Netherlands. The information was then offered for
sale to the Iraqgis, who rejected the offer, thinking it a hoax (Schultz, 1997).

e As part of a June 1997 exercise (“Eligible Receiver”), an NSA hacker team
demonstrated how to break into DOD computers and the U.S. electric power grid
system. They simulated a series of rolling power outages and 911 emergency tele-
phone overloads in Washington, D.C., and other cities. They also succeeded in
showing how to break into unclassified systems at four regional military commands
and the National Military Command Center in Washington, D.C. And they showed
how to gain supervisory-level access to 36 networks, enabling e-mail and telephone
service disruptions (Gertz, 1998; Myers, 1998).

¢ In October 1997, the U.S. State Department shut down portions of one of its
international computer systems after the General Accounting Office discovered evi-
dence of an intruder in computers at two overseas posts. The affected computer
system links computers in Washington, D.C., with 250 U.S. embassies and consu-
lates (Zuckerman, 1996).

Similarly troubling statistics about private-sector computer break-ins have
been reported (Hardy, 1996; Power, 1996, War Room Research LLC, 1996).

Attacks specifically directed at NISs running critical infrastructures
are not frequent at present, but they do occur. According to FBI Director
Louis Freeh speaking at the March 1997 Computer Crime Conference in
New York City, a Swedish hacker shut down a 911 emergency call system
in Florida for an hour (Milton, 1997). And in March of 1997, a series of
commands sent from a hacker’s personal computer disabled vital services
to the Federal Aviation Administration control tower at the Worcester,
Massachusetts, airport (Boston Globe, 1998).
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To a first approximation “everything” is becoming interconnected.
The June 1997 Pentagon cyber-war game “Eligible Receiver” (Gertz, 1998;
Myers, 1998) demonstrated that computers controlling electric power dis-
tribution are, in fact, accessible from the Internet. It is doubtless only a
matter of time before the control network for the public telephone net-
work is discovered to be similarly connected—having just one computer
connected (directly or indirectly) to both networks suffices. Thus, the
Internet will ultimately give ever larger numbers and increasingly sophis-
ticated attackers access to the computer systems that control critical infra-
structures. The study committee therefore concluded that resisting attack
is a dimension of trustworthiness that, although not a significant source
of disruption today, has the potential to become a significant cause of
outages in the future.

Interconnection within and between critical infrastructures further
amplifies the consequences of disruptions, making the trustworthiness of
one system conditional on that of another. The lesson of the Northeast
power blackout in the late 1960s was that disruptions can propagate
through a system with catastrophic consequences. Three decades later, in
July 1998, a tree shorting a powerline running to a power plant in Idaho
brought about cascading outages that ultimately took down all three of
the main California—Oregon transmission trunks and interrupted ser-
vice for 2 million customers (Sweet and Geppert, 1997). Was the lesson
learned?

The interdependence of critical infrastructures also enables disrup-
tion to propagate. An accidental fiber cut in January 1991 (Neumann,
1995) blocked 60 percent of the long-distance calls into and out of New
York City but also disabled air traffic control functions in New York,
Washington, D.C., and Boston (because voice and data links to air traffic
control centers use telephone circuits) and disrupted the operation of the
New York Mercantile Exchange and several commodity exchanges (be-
cause buy and sell orders, as well as pricing information, are communi-
cated using those circuits). The impact of such a disruption could easily
extend to national defense functions.!® Furthermore, a climate of deregu-
lation is promoting cost control and product enhancements in electric
power distribution, telecommunications (Board on Telecommunications
and Computer Applications, 1989), and other critical infrastructures—

101n March 1997, DISA disclosed that a contract had been awarded to Sprint for a global
telecommunications network designed primarily to carry signal intelligence data to Fort
Meade (Brewin, 1997). According to the Defense Science Board (1996), the U.S. government
procures more than 95 percent of its domestic telecommunications network services from
U.S. commercial carriers.
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actions that increase vulnerability to disruption by diminishing the cush-
ions of reserve capacity and increasing the complexity of these systems.

THIS STUDY IN CONTEXT

Network security, information warfare, and critical-infrastructure
protection have already been the subject of other national studies. The
most visible of these studies—summarized in Appendix F—have focused
on the expected shape and consequences of widespread networking, de-
fending against information warfare and other cyber-threats, the coordi-
nation of federal and private-sector players in such a defense, and na-
tional policies affecting the availability of certain technological building
blocks (e.g., cryptography). The absence of needed technology has been
noted, and aggressive programs of research to fill broadly characterized
gaps are invariably recommended.

A Computer Science and Telecommunications Board study almost a
decade ago anticipated the role networked computers would play in our
society along with the problems that they could create (CSTB, 1991). Its
opening paragraph summarized the situation—then and today—with re-
markable clarity:

We are at risk. Increasingly, America depends on computers. They
control power delivery, communications, aviation, and financial servic-
es. They are used to store vital information, from medical records to
business plans to criminal records. Although we trust them, they are
vulnerable—to the effects of poor design and insufficient quality con-
trol, to accident, and perhaps most alarmingly, to deliberate attack. The
modern thief can steal more with a computer than with a gun. Tomor-
row’s terrorist may be able to do more damage with a keyboard than
with a bomb.

More recently, in October 1997, the President’s Commission on Criti-
cal Infrastructure Protection released a report (PCCIP, 1997) that discusses
the vulnerability of U.S. infrastructures to physical as well as cyber-
threats. Based substantially on the commission’s recommendations and
tindings, Presidential Decision Directive 63 (White House National Secu-
rity Council, 1998) outlines a procedure and administrative structure for
developing a national infrastructure protection plan. The directive orders
immediate federal government action, with the goal that, within 5 years,
our nation’s critical infrastructures will be protected from intentional acts
that would diminish the functioning of government, public services, the
orderly functioning of the economy, and the delivery of essential telecom-
munications, energy, financial, and transportation services. Among the
directive’s general principles and guidelines is a request that research for
protecting critical infrastructures be undertaken.
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The present study offers a detailed agenda for that research. It is an
agenda that was developed by analyzing current approaches to trustwor-
thiness and by identifying science and technology that currently do not,
but could, play a significant role. The agenda thus fills the gap left by
predecessor studies, with their focus on infrastructure vulnerabilities and
the wider consequences. Articulating a research agenda is a necessary
tirst step in obtaining better methods of infrastructure protection.

The research agenda should be of interest to researchers, who will
ultimately execute the agenda, and to funders of research, who will want
to give priority to research problems that are urgent and approaches that
are promising. The research agenda should also be of interest to policy-
makers who, in formulating legislation and initiating other actions, will
profit from knowing which technical problems do have solutions, which
will have solutions if research is supported, and which cannot have solu-
tions. NIS operators can profit from the agenda in much the same way as
policymakers will. And product developers should be interested in the
research agenda for its predictions of market needs and promising direc-
tions to address those needs.

SCOPE OF THIS STUDY

The premise of this report is that a “trust gap” is emerging between
the expectations of the public (along with parts of government) and the
capabilities of NISs. The report is organized around an agenda and call
for research aimed at improving the trustworthiness of NISs and thereby
narrowing this gap. To develop this agenda, the study committee sur-
veyed the state of the art, current practice, and trends with respect to
computer networking and software. The committee also studied connec-
tions between these technical topics and current economic and political
forces; those investigations, too, are summarized in the report.

Some of the research problems in the proposed agenda are new. Oth-
ers are not new but warrant revisiting in light of special requirements and
circumstances that NIS developers and operators face. The networked
environment imposes novel constraints, enables new types of solutions,
and changes engineering trade-offs. Characteristic elements of NISs
(COTS software, extensible components, and evolution by accretion) af-
fect software development practices. And the need to simultaneously
support all of the dimensions of trustworthiness invites reconsidering
known approaches for individual dimensions of trustworthiness with an
eye toward possible interactions.

The Internet and public telephone network figured prominently in
the study committee’s thinking, and that emphasis is reflected in Chapter
2 of this report. The attention is justified on two grounds. First, the
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Internet and public telephone network are themselves large and complex
NISs. Studying extant NISs is an obvious way to understand the technical
problems that will be faced by developers and operators of future NISs.
Second, the high cost of building a global communications infrastructure
from the ground up implies that one or both of these two networks is
likely to furnish communications services for most other NISs.!! With
such a pivotal role, the trustworthiness and vulnerabilities of these com-
munications fabrics need to be understood.

Commercial software packages and systems—and not systems cus-
tom-built from scratch—are also a central subject of this report, as is most
evident in Chapter 3 on software development. This focus is sensible
given the clear trend in government and military procurement to adapt
and depend on commodities and services intended for the mass market.!?
Research that ignores COTS software could have little impact on trust-
worthiness for tomorrow’s NISs.!? In the past, computer science research
programs serving military needs could safely ignore commercial software
products and practices; that course now invites irrelevance.

Chapter 4 concerns security. The extensive treatment of this single
dimension of trustworthiness merits comment, especially given the relative
infrequency with which attacks today are responsible for NIS outages. A
research agenda must anticipate tomorrow’s needs. Hostile attacks are the
fastest-growing source of NIS disturbances. Indications are that this trend
will continue!* and that, because they can be coordinated, attacks are po-
tentially the most destabilizing form of trustworthiness breach. Further-
more, the study committee found that past approaches to security (i.e., the

HFor example, during the Persian Gulf conflict, the Internet was used to disseminate
intelligence and counterintelligence information. Moreover, defense experts believe that
public messages originating within regions of conflict will, in the future, provide warnings
of significant political and military developments earlier than normal intelligence gather-
ing. These experts also envision the Internet as a back-up communications medium if other
conventional channels are disrupted during conflicts (U.S. GAO, 1996).

12According to the Report of the Defense Science Board Task Force on Information Warfare
Defense (IW-D) (Defense Science Board, 1996), COTS systems constitute over 90 percent of
the information systems procured by DOD. Moreover, the widespread use of COTS sys-
tems in military systems for the coming century is urged in National Defense Panel (1997).

13Research that takes into account COTS commodities and services is likely to be appli-
cable to the development of custom-designed systems as well. Methods suitable for systems
built from scratch, however, may not apply in the presence of the added constraints that
COTS purchases impose.

l4The present study was conducted without access to classified material. Unclassified
studies, such as U.S. General Accounting Office (1996), point to the growing incentive to
attack infrastructure and defense computing systems, as these systems become more criti-
cal, and to the expanding base of potential attackers that is accompanying the growth of the
Internet.
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“Orange Book” [U.S. DOD, 1985] and its brethren) are less and less relevant
to building a trustworthy NIS: inappropriate disclosure of information is
only one of many security policies of concern, and custom construction
and/or complete analysis of an entire NIS or even significant parts of an
NIS is impractical. The typically complex trust relationships that exist
among the parts of an NIS add further complication.

The “holy grail” for developers of trustworthy systems is technology to
build trustworthy systems from untrustworthy components. The subject of
Chapter 5, this piece of the research agenda is the most ambitious. What is
being sought can be achieved today for single dimensions of trustworthi-
ness, lending some credibility to the vision being articulated. For example,
highly reliable computing systems are routinely constructed from unreli-
able components (by using replication). As another example, firewalls
enable networks of insecure processors to be protected from certain forms
of attack. And new algorithmic paradigms and system architectures could
result in the emergence of desirable system behavior from seemingly ran-
dom behaviors of system components. Without further research, though, it
is impossible to know whether approaches like these will actually bear fruit
for NIS trustworthiness. Fleshing out highly speculative research direc-
tions with details is impossible without actually doing some of the research,
so the discussions in Chapter 5 are necessarily brief.

The viability of technological innovations is invariably determined by
the economic and political context, the subject of Chapter 6. The econom-
ics of building, selling, and operating trustworthy systems is discussed,
because economics determines the extent to which technologies for trust-
worthiness can be embraced by system developers and operators, and it
determines whether users can justify investments in supporting trustwor-
thiness. The dynamics of the COTS marketplace and an implied limited
diversity have become important for trustworthiness so they, too, are
discussed. Risk avoidance is but a single point in a spectrum of risk
management strategies; for NISs (because of their size and complexity) it
is most likely an unrealistic one. Thus, alternatives to risk avoidance are
presented in the hope of broadening the perspectives of NIS designers
and operators. Finally, since there is more to getting research done than
articulating an agenda, the chapter reviews the workings of DARPA and
NSA (likely candidates to administer this agenda), U.S. cryptography
policy, and the general climate in government regarding regulation and
trustworthiness.
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Public Telephone Network
and Internet Trustworthiness

The public telephone network (PTN) and the Internet are both large
NISs. Studying their trustworthiness thus gives insight into the technical
problems associated with supporting trustworthiness in an NIS. Identify-
ing the vulnerabilities in these networks is also valuable—any NIS is
likely to employ one or both of these networks for its communication and
could inherit those vulnerabilities.

In some ways, the Internet and PTN are very similar. No single
entity owns, manages, or can even have a complete picture of either.

* The PTN in the United States comprises five distinct regional Bell
operating companies and a large number of independent local telephone
companies, all interconnected by long-distance providers.!

e The U.S. portion of the Internet consists of a few major Internet
service providers (ISPs) along with a much larger number of local or
regional network providers, sometimes referred to as downstream ser-
vice providers (DSPs). The ISPs are interconnected, either by direct links
or by using network access points distributed around the country.

* Both networks involve large numbers of subsystems operated by
different organizations. The number and intricate nature of the interfaces
that exist at the boundaries of these subsystems are one source of com-
plexity for these networks. The increasing popularity of advanced ser-
vices is a second source.

1 Additional consolidation among the regional operating companies remains a real possi-
bility; at the same time, pressure for competition in the local telephone market will prob-
ably increase the number of major players.

26
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The vulnerabilities of the PTN and Internet are exacerbated by the
dependence of each network on the other. Much of the Internet uses
leased telephone lines as its physical transport medium. Conversely,
telephone companies rely on networked computers to manage their own
facilities, increasingly employing Internet technology, although not nec-
essarily the Internet itself. Thus, vulnerabilities in the PTN can affect the
Internet, and vulnerabilities in Internet technology can affect the tele-
phone network.

This chapter, a study of vulnerabilities in the PTN and the Internet,
has three parts. The first discusses the design and operation of both
networks. The second examines environmental disruption, operational
errors, hardware and software design and implementation errors, and
malicious attacks as they apply to the networks. Finally, the chapter
concludes by analyzing two emerging issues: Internet telephony and the
expanding use of the Internet by business.

NETWORK DESIGN
The Public Telephone Network

Network Services and Design

The PTN has evolved considerably over the past decades. It is no
longer simply a network comprising a set of linked telephone switches,
many of which are connected by copper wires to each and every tele-
phone instrument in the country. There are now many telephone compa-
nies that provide advanced services, such as toll-free numbers, call for-
warding, network-based programmable call distribution, conference
calling, and message delivery. The result is a network that is perhaps
more flexible and responsive to customer needs but also more complex.
The flexibility and complexity are sources of vulnerability.

Some of the advanced services also have intrinsic vulnerabilities.
With call forwarding, for example, a caller can unknowingly reach a
number different from the one dialed. Consequently, a caller can no
longer make assumptions about what number a call will reach, and the
recipient no longer knows what number a caller is intending to reach.
Havoc could result if an attacker modified the telephone network’s data-
base of forwarding destinations.> As a second example, with network-

2In one recent case, a plumber call forwarded his competitor’s telephone number to his
own, thereby gaining the callers’ business without their knowledge of the deception. Call
forwarding could also subvert the purpose of dial-back modems used for security. Here,
the presumption is that only authorized users have access to certain telephone numbers.
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based programmable call distribution, a voice menu greets callers and
allows a company to direct its incoming calls according to capabilities in
different offices, time zones, and so on. The menus and distribution
criteria can be modified directly by the company and uploaded into a
telephone network database. But, as with call forwarding, a database that
can be modified by telephone network customers constitutes a potential
vulnerability.

The telephone network is made up of many different kinds of equip-
ment that can be divided roughly into three major categories: signaling,
transmission, and operations. Signaling equipment is used to set up and
tear down calls. This category also includes databases and adjunct pro-
cessors used for number translation and call routing. Transmission equip-
ment carries the actual conversations. Operations equipment, including
the operations support system (OSS), is used for provisioning, database
updates, maintenance, billing, and the like.

All communication between modern central-office switches takes
place over a dedicated data network using protocols, such as Signaling
System 7 (S57), which the switches use to set up calls, establish who pays
for the call, return busy signals, and so on. Such out-of-band signaling
helps prevent fraud (such as the deceptions of the 1960s and 1970s made
possible by the infamous “blue boxes,” which sent network control tones
over the voice path) and helps conserve resources (i.e., no voice path need
ever be allocated if the target number is busy). However, out-of-band
signaling does introduce new vulnerabilities.> Failure of the signaling
path can prevent completion of a call, even if there is an available route
for the call itself.

Authentication

Authentication is a key part of any scheme for preventing unautho-
rized activity. In a network containing programmable elements, authen-
tication is an essential ingredient for protecting those elements from per-

When such users try to log in, the site calls them back. But the system has no way of
knowing whether the person who answers the callback is really the authorized user, and
call forwarding could cause the callback to be redirected.

3557 messages are carried over a mix of private and public X.25 (data) networks, providing
out-of-band signaling. However, such networks, especially public ones, are subject to various
forms of attacks. There is even a curious semicircularity here, since the X.25 interswitch
trunks usually are provisioned from telephone company long-distance circuits, although not
from the switched circuits that SS57 manages. Owing to deregulation designed to foster com-
petition, telephone companies must allow essentially anyone to connect into SS7 networks for
a modest fee ($10,000). SS7 is a system that was designed for use by a closed community, and
thus embodies minimal security safeguards. It is now employed by a much larger commu-
nity, which makes the PTN subject to a broad range of “insider” attacks.
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forming actions illicitly requested by attackers. Specifically, in the PTN,
the OSSs must be able to authenticate requests in order to control changes
in the configuration of the elements constituting the network. In addi-
tion, authentication is required to support certain advanced services, such
as caller ID.# To prevent caller ID from subversion, all elements in the
path from the caller to the recipient must be authenticated.

The need for authentication by OSSs is growing because interconnec-
tions among previously isolated networks has increased the risk of exter-
nal intrusions. As the PTN’s management networks convert to the Trans-
mission Control Protocol/Internet Protocol (TCP/IP) and are connected
to other TCP/IP-based networks, ignoring authentication may prove di-
sastrous. Historically, proprietary protocols and dedicated networks were
used for the network’s management, so knowledge of these was restricted
to insiders, and there was little need for authentication or authorization of
requests.

The Internet

Network Services and Design

The Internet, a successor to the ARPANET (McQuillan and Walden,
1977), is a worldwide packet-switched computer-communications network.
It interconnects two types of processors: hosts and routers. Hosts are the
source and destination for all communications; routers® forward packets
received on one communications line to another and thereby implement a
communication. A shared set of protocols and service architecture was
designed to provide support for various forms of robust communication
(e.g., e-mail, remote terminal access, file transfer, the World Wide Web)
despite outages and congestion. Little design effort was devoted to resist-
ing attacks, although subsequent Department of Defense research has done
so. And the designers elected to eschew service guarantees in favor of
providing service on a “best effort” basis. For example, the Internet Proto-
col (IP), a datagram service used extensively by the Internet, does not guar-
antee delivery and can deliver duplicates of messages.®

4Caller ID is an advanced service that identifies the originator of a telephone call to a
suitably equipped receiver. As this service becomes more pervasive, it will be used more
and more for identification and authentication by systems employing the telephone net-
work for communications. Here, then, is a vulnerability that can propagate from a commu-
nications fabric into an NIS that is built on top of that fabric.

SRouters sometimes act as hosts for purposes of network management and exchanging
routing protocol messages.

6ISPs are now beginning to offer quality of service features (e.g., using RSVP), so the best-
efforts notion of IP service may change over the next few years.
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The Internet’s protocols have proven remarkably tolerant to changes
in the size of the network and to decades of order of magnitude improve-
ments in communications bandwidth, communications speed, and pro-
cessor capacity. In electing for “best effort” services, the Internet’s de-
signers made it easier for their protocols to tolerate outages of hosts,
routers, and communications lines. Selecting the weaker service model
also simplified dealing with router memory and processing capacity limi-
tations. The Internet protocols were designed to operate over a range of
network technologies being explored by the military in the 1970s from 56-
kbps ARPANET trunks to 10-Mbps Ethernets and a mix of satellite and
low-speed tactical packet radio networks. Despite two decades of net-
work technology evolution, these protocols perform relatively well in
today’s Internet, which has a backbone and other communications lines
that are far faster.

Routing protocols in the Internet implement network-topology discov-
ery, calculation of shortest routes, and recovery (i.e., alternate route selec-
tion) from link and router outages. Initially, all of the Internet’s routers
were owned and operated by a single entity, making it reasonable to as-
sume that all routers were executing compatible protocols and none would
behave maliciously. But as the Internet matured, ownership and control of
the routers became disbursed. More robust but less cooperative routing
protocols were developed, thereby limiting the Internet’s vulnerability to
malicious and faulty routers. The Exterior Gateway Protocol (Mills, 1984)
was originally employed for communication with routers outside an origi-
nating domain; today, the Border Gateway Protocol (BGP) (Rekhter and Li,
1995; Rekhter and Gross, 1995; Traina, 1993, 1995) is used.

A routing protocol must resolve the tension between (1) performance
gains possible given information about the far reaches of the network and
(2) increased vulnerability that such dependence can bring. By trusting
information received from other domains, a router can calculate near-
optimal routes, but such routes are useless if based on inaccurate informa-
tion provided by malicious or malfunctioning routers. Conversely, re-
stricting the information that routers share allows routing tables to be
smaller, hence cheaper to compute, but sacrifices control over route qual-
ity. Today’s Internet routing protocols generally favor cost over route
quality, but ISPs override this bias toward minimum hop routes in the
context of interdomain routing.”

Communication in the Internet depends not only on the calculation of
routing tables but also on the operation of the Domain Name Service

7ISPs use the local policy feature of the Border Gateway Protocol (BGP) to favor routes that
might not be selected by BGP on a minimum-hop basis. This is necessary to balance traffic
loads and to reduce vulnerability to configuration errors, or malicious attacks, on BGP.
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(DNS) (Mockapetris, 1987a,b). The most important function of this ser-
vice is to map host names, such as <www.nas.edu>, into numeric IP
addresses. DNS also maps IP addresses into host names, defines inbound
mail gateways, and so on. The name space implemented by DNS is tree
structured. The top level has a handful of generic names (.COM, .NET,
.GOV, and the like)® as well as two-letter names corresponding to Interna-
tional Organization for Standardization (ISO) country codes (.US, .UK,
.DE, .RU, and so forth). Definitive information for each level of the tree is
maintained by a single master server; additional servers for a domain
copy their information from it. Subtrees of the name space can be (and
generally are) delegated to other servers. For example, .COM and .NET
currently reside by chance on the same server as do the root name servers;
.US, though, is delegated. Individual sites or machines may cache re-
cently retrieved DNS records; the intended lifetime of such cache entries
is controlled by the source of the cached records.

Network management tasks in the Internet are implemented using
the Simple Network Management Protocol (SNMP) (Case et al., 1990).
SNMP itself is quite elementary—it merely uses the User Datagrams Pro-
tocol (UDP) to read and alter predefined parameters. These parameters,
called management information bases (MIBs), are organized in a tree
structure with branches representing MIB type, protocol structure, device
type, and vendor. The hard task in managing a network is not the me-
chanics of changing values of parameters; it is knowing what MIB vari-
ables to set in order to effect some desired change in network behavior.
SNMP provides no assistance here. Most of the deployed implementa-
tions of SNMP also lack good security features, so the protocol has been
used primarily to retrieve data from MIBs in managed devices, not to
make changes to these MIBs. Instead, Telnet, a protocol that can be used
with a variety of user authentication technologies, is often used for modi-
tication of MIBs. The latest version (3) of SNMP promises to overcome
these security limitations.

Perhaps the most visible Internet service is the World Wide Web.?
The Web is implemented by servers that communicate with Web brows-
ers (clients) using the Hypertext Transfer Protocol (HTTP) (Berners-Lee et
al., 1996) to retrieve documents represented in Hypertext Markup Lan-
guage (HTML) (Berners-Lee and Connolly, 1995). HTML documents con-

8At this time, there is an active debate over how many new top-level names to add and
who should make the decisions. The outcome of this debate may change some of the
details presented here; the overall structure, however, is likely to remain the same. Several
of the generic top-level domain names are decidedly U.S.-centric. .MIL and .GOV are
restricted to U.S. military and government organizations, and most of the entries in the
.EDU domain are from the United States.

9Indeed, many think that the Web is the Internet.
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tain data (text, images, audio, video, and so on), as well as uniform re-
source locators (URLs) (Berners-Lee et al., 1994) to reference other HTML
documents. An HTML document can be a file stored by a Web server or
the output from a program, known as a common gateway interface (CGI)
script, run by the Web server in response to a client request. CGI scripts,
although not necessarily installed or managed by system administrators,
are basically network servers accessible to Internet users. Bugs, therefore,
can be a source of vulnerability.

HTTP treats each client request as separate and independent. Thus,
information about past interactions must be stored and retrieved explic-
itly by the server in processing each request, usually an unnatural style of
programming. The information can be stored by the client, as “cookies”
(Kristol and Montulli, 1997) or as hidden fields in URLs and forms, or it
can be stored by the server, or it can be stored as part of a secure socket
layer!? (SSL) session index (if the HTTP session is being cryptographically
protected). Observe that with the latter two schemes, the server’s state
becomes visible to the client and the client must implement any security.

HTTP uses TCP and makes large numbers of short-lived TCP connec-
tions (even between the same pairs of hosts). TCP, however, was de-
signed to support comparatively long-lived connections. Web browsers
thus cannot benefit from TCP’s congestion-control algorithms (Stevens,
1997; Jacobson, 1988). That means that the load imposed by the Web on
the Internet’s routers and communications lines not only is dispropor-
tionately high but also reduces network throughput. Although HTTP 1.1
(Fielding et al., 1997) is mitigating this particular problem, it does exem-
plify a broader concern: Deploying an application that does not match
assumptions made by the Internet’s designers can have a serious global
impact on Internet performance.

For implementing a trustworthy NIS, the Internet’s “best effort” ser-
vice semantics is probably not good enough. Bandwidth, latency, route
diversity, and other quality of service (QOS) guarantees are likely to be
needed by an NIS. Efforts are under way to correct this Internet defi-
ciency. But accommodating QOS guarantees seems to require revisiting a
fundamental architectural tenet of the Internet—that intelligence and state
exist only at the network’s periphery. The problem is that, without add-
ing state to routers (i.e., the “inside” of the network), the Internet’s routers
would lack a basis for processing some packets differently from others to
enforce differing QOS guarantees.

The most ambitious scheme to provide QOS guarantees in the Inter-
net relies on the new Resource Reservation Protocol (RSVP) (Braden et al.,
1997). This protocol transmits bandwidth requests to the routers in a

10 Available on line at <http:/ /home.netscape.com/eng/ssl3/ssl-toc.html>.
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communications path on a hop-by-hop basis. The receiver makes a re-
quest of an adjacent router; that router, in turn, passes the request to its
predecessor, and so on, until the sender is reached. (Special messages
convey the proper path information to the receiver, and thence to each
router.) The RSVP bandwidth requests feed the Internet’s integrated ser-
vices model (Shenker and Wroclawski, 1997) with parameters that in-
clude bandwidth, latency, and maximum packet size. With RSVP, band-
width reservations in routers are not permanent. They may be
relinquished explicitly or, if not periodically refreshed, they expire.

Note that RSVP reservations are not required for packets to flow. The
term “soft state” has been coined for such saved information—informa-
tion whose loss may impair performance but does not disrupt functional
correctness (i.e., the Internet’s “best effort” semantics). The use of soft
state in RSVP means that changes in routings or the reboot of a router
cannot cause a communications failure, and packets will continue to flow,
albeit without performance guarantees. By periodically refreshing reser-
vations, performance guarantees can be reactivated.

Differentiated service, an alternative to RSVP for providing QOS in
the Internet, employs bits in packet headers to indicate classes of service.
Each class of service has associated service guarantees. The bits are in-
spected at network borders, and each network is responsible for taking
appropriate measures in order to satisfy the guarantees.

Authentication (and other Security Protocols)

Concern about strong and useable authentication in the Internet is
relatively new. The original Internet application protocols used plaintext
passwords for authentication, a mechanism that was adequate for casual
log-ins but was insufficient for more sophisticated uses of a network,
especially in a local area network environment. Rather than build proper
cryptographic mechanisms—which were little known in the civilian sec-
tor at that time—the developers of the early Internet software for UNIX
resorted to network-based authentication for remote log-in and remote
shell commands. The servers checked their clients” messages by convert-
ing the sender’s IP address into a host name. User names in such mes-
sages are presumed to be authentic if the message comes from a host
whose name is trusted by the server. Senders, however, can circumvent
the check by misrepresenting their IP address!! (something that is more
difficult with TCP).

HA number of different attacks are known. They can be accomplished in a number of ways,
such as sequence number guessing (Morris, 1985) or route corruption (Bellovin, 1989). Alterna-
tively, the attacker can target the address-to-name translation mechanism (Bellovin, 1995).
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BOX 2.1
Open Systems Interconnection Network Layers

Physical link:  Mechanical, electrical, and procedural interfaces to the transmission
medium that convert it into a stream that appears to be free of unde-
tected errors

Network: Routes from sender to receiver within a single network technology
and deals with congestion (X.25, frame relay, and asynchronous
transfer mode fall into this layer)

Internetwork: Sometimes combined with the network layer; provides routing and
relay functions from the sender to the receiver and deals with con-
gestion (Internet Protocol falls into this layer)

Transport: Responsible for end-to-end delivery of data (Transmission Control
Protocol and User Datagram Protocol fall into this layer)
Session: Allows multiple transport-layer connections to be managed as a sin-

gle unit; not used on the Internet

Presentation: Chooses common representations, typically application dependent,
for data; rarely used on the Internet

Application:  Deals with application-specific protocols

But cryptographic protocols—a sounder basis for network authenti-
cation and security—are now growing in prominence on the Internet.
Link-layer encryption has been in use for many years. (See Box 2.1 for the
names and descriptions of various network layers.) It is especially useful
when just a few links in a network need protection. (In the latter days of
the ARPANET, MILNET trunks outside the continental United States
were protected by link encryptors.) Although link-layer encryption has
the advantage of being completely transparent to all higher-layer devices
and protocols, the scope of its protection is limited. Accordingly, atten-
tion is now being focused on network-layer encryption (see Box 2.2).
Network-layer encryption requires no modification to applications, and it
can be configured to protect host-to-host, host-to-network, or network-to-
network traffic. Cost thus can be traded against granularity of protection.

Network-layer encryption is instantiated in the Internet as the IP Se-
curity (IPsec) protocol, which is designed to run on the Internet’s hosts
and routers, or on hardware outboard to either.!? The initial deployment
of IPsec has been in network-to-network mode. This mode allows virtual
private networks to be created so that the otherwise insecure Internet can
be incorporated into an existing secure network, such as a corporate net-

12RFC 2401, Security Architecture for the Internet Protocol, and RFC 2411, IP Security Docu-
ment Roadmap, are both forthcoming (<ftp:/ /ftp.isi.edu/in-notes>).
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BOX 2.2
A History of Network-level Encryption

Link-level encryption is an old idea. It first emerged in the form of Vernam’s
online teletype encryptor in 1917 (Kahn, 1976). Various forms were used by assort-
ed combatants during World War Il. But link encryption has a number of drawbacks,
notably a very limited scope of protection. This is especially problematic for a mul-
tinode network like the ARPANET or the Internet, in which every single link must be
protected and messages exist in plaintext at every intermediate hop. Encryption at
this level is also a rather complex problem if the link level itself is a multiaccess
network.

The military used link encryption with ARPANET technology to protect the com-
munications lines connecting interface message processors (IMPs) in several Depart-
ment of Defense packet networks. The difficulties of scaling this technology econom-
ically to some environments led to the development of the private line interface (PLI)
encryptor (BBN, 1978), which operated at (for the ARPANET) the network layer. With
the advent of the Internet and the presumed imminent arrival of Open Systems Inter-
connection (OSI) networks, it rapidly became obvious that a more flexible encryption
strategy was necessary. The result was Blacker (Weissman, 1992), which sat between
a host and an IMP and operated on X.25 packets. Blacker ignored Internet Protocol (IP)
addresses (although these had been mapped algorithmically into X.25 addresses by the
host); it did, though, look at the security labels in the IP header.

As IMPs fell out of favor as the preferred switches, a new hardware strategy was
necessary. Furthermore, the National Security Agency wanted to use public-key
technology—a success in the Secure Telephone Unit Il (STU IIl) deployment—for
data. Accordingly, the Secure Data Network System (SDNS) project devised a true
network-layer encryption standard known as Security Protocol at Level 3 (SP3). SP3
could operate directly over X.25 networks; it also could (and generally did) operate
with OSI or IP network-layer headers below it. It could handle host-to-host, host-to-
network, and network-to-network encryption. Several SP3 devices, such as Cane-
ware and the Network Encryption System (NES), were built and deployed.

This standard achieved a fundamental advance by enabling network managers or
designers to trade cost for granularity of protection. The other fundamental advance
in SP3 was the separation of the key-management protocol from the actual crypto-
graphic layer. In effect, key management became just another application, tremen-
dously simplifying the entire concept. SP3 served as the model for OSI’s Network-
Layer Security Protocol (NLSP), but the protocol was complicated by the need to
work with both connection-oriented and connectionless network layers, and very
few NLSP products were ever deployed.

Both SDNS and OSI also specified transport-level encryption protocols (SP4 and
TLSP, respectively). These never caught on, and they appear to be an evolutionary
dead end.

SP3 was the inspiration for swIPe (loannidis and Blaze, 1993), a simple host-
based IP encryptor. This, in turn, gave rise to the Internet Engineering Task Force’s
working group on IPsec. Although IP Security (IPsec) is, in many ways, very similar
to SP3, its overall model is more complete. Much more attention was paid to issues
such as firewall integration, selective bypass (one need not encrypt traffic to all des-
tinations), and so on. The initial deployment of IPsec appears to be in network-to-
network mode; host-to-network mode, for telecommuters, appears to be following
closely behind.
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work. The next phase of deployment for IPsec will most likely be the
host-to-network mode, with individual hosts being laptops or home ma-
chines. That would provide a way for travelers to exploit the global reach
of the Internet to access a secure corporate network.

It is unclear when general host-to-host IPsec will be widely deployed.
Although transparent to applications, IPsec is not transparent to system
administrators—the deployment of host-to-host IPsec requires outboard
hardware or modifications to the host’s protocol system software. Be-
cause of this impediment to deploying IPsec, the biggest use of encryp-
tion in the Internet is currently above the transport layer, as SSL embed-
ded into popular Web browsers and servers. SSL, although quite visible
to its applications, affects only those applications and not the kernel or the
hardware. SSL can be deployed without supervision by a central author-
ity, the approach used for almost all other successful elements of Internet
technology.

Higher still in the protocol stack, encryption is found in fairly wide-
spread use for the protection of electronic mail messages. In this manner,
an e-mail message is protected during each Simple Mail Transfer Protocol
(Postel, 1982), while spooled on intermediate mail relays, while residing in
the user’s mailbox, while being copied to the recipient’s machine, and even
in storage thereafter. However, no secure e-mail format has been both
standardized by the Internet Engineering Task Force (IETF) and accepted
by the community. Two formats that have gained widespread support are
S/MIME (Dusse et al., 1998a,b) and PGP (pretty good privacy) (Zim-
merman, 1995). Both have been submitted to the IETF for review.

Findings

1. The PTN is becoming more vulnerable as network elements be-
come dependent on complex software, as the reliance on call-translation
databases and adjunct processors grows, and as individual telephone
companies increasingly share facilities with the Internet.

2. As the PTN is increasingly managed by OSSs that are less propri-
etary in nature, information about controlling OSSs will become more
widespread and OSSs will be vulnerable to larger numbers of attackers.

3. New user services, such as caller ID, are increasingly being used to
provide authenticated information to customers of the PTN. However,
the underlying telephone network is unable to provide this information
with high assurance of authenticity.

4. The Internet is becoming more secure as its protocols are improved
and as enhanced security measures are more widely deployed at higher
levels of the protocol stack. However, the Internet’s hosts remain vulner-
able, and the Internet’s protocols need further improvement.
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5. The operation of the Internet depends critically on routing and
name to address translation services. This list of critical services will
likely expand to include directory services and public-key certificate serv-
ers, thereby adding other critical dependencies.

6. There is a tension between the capabilities and risks of routing
protocols. The sharing of routing information facilitates route optimiza-
tion, but such cooperation also increases the risk that malicious or mal-
functioning routers can compromise routing.

NETWORK FAILURES AND FIXES

This section examines some causes for Internet and PTN failures.
Protective measures that already exist or might be developed are also
discussed. The discussion is structured around the four broad classes of
vulnerabilities described in Chapter 1: environmental disruption, opera-
tional errors, hardware and software design and implementation errors,
and malicious attacks.

Environmental Disruption

In this report, environmental disruption is defined to include natural
phenomena, ranging from earthquakes to rodents chewing through cable
insulation, as well as accidents caused by human carelessness. Environ-
mental disruptions affect both the PTN and the Internet. However, the
effects and, to some extent, the impact of different types of disruption
differ across the two networks.

Link Failures

The single biggest cause of PTN outages is damage to buried cables
(NRIC, 1997). And the single biggest cause of this damage is construction
crews digging without proper clearance from telecommunications com-
panies and other utilities. The phenomenon, jocularly known in the trade
as “backhoe fading,” is probably not amenable to a technological solu-
tion. Indeed, pursuant to the Network Reliability and Interoperability
Council (NRIC) recommendation, the Federal Communications Commis-
sion (FCC) has requested legislation to address this problem.!3

The impact of backhoe fading on network availability depends on the
redundancy of the network. Calls can be routed around failed links, but
only if other links form an equivalent path. Prior to the 1970s, most of the

13Both the proposed text and the letter to Congress are available online at <http://
www.fcc.gov/oet/nric>.
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nation’s telephone network was run by one company, AT&T. As a regu-
lated monopoly, AT&T was free to build a network with spare capacity
and geographically diverse, redundant routings. Multiple telephone com-
panies compete in today’s market, and cost pressures make it impractical
for these telephone companies to build and maintain such capacious net-
works. Furthermore, technical innovations, such as fiber optics and wave
division multiplexing, enable fewer physical links to carry current levels
of traffic. The result is a telephone network in which failure of a single
link can have serious repercussions.

One might have expected that having multiple telephone companies
would contribute to increased capacity and diversity in the telephone
network. It does not. Major telephone companies lease circuits from each
other to lower their own costs. This practice means that backup capacity
may not be available when needed. To limit outages, telephone compa-
nies have turned to newer technologies. Synchronous optical network
(SONET) rings, for example, provide redundancy and switch-over at a
level below the circuit layer, allowing calls to continue uninterrupted
when a fiber is severed. Despite the increased robustness provided by
SONET rings, the very high capacity of fiber optic cables results in a
greater concentration of bandwidth over fewer paths because of economic
considerations. This means that the failure, or sabotage, of a single link
will likely disrupt service for many customers.

The Internet, unlike the PTN, was specifically designed to tolerate
link outages. When a link outage is detected, the Internet routes packets
over alternate paths. In theory, connections should continue uninter-
rupted. In practice, though, there may not be sufficient capacity to ac-
commodate the additional traffic on alternate paths. The Internet’s rout-
ing protocols also do not respond immediately to notifications of link
outages. Having such a delay prevents routing instabilities and oscilla-
tions that would swamp routers and might otherwise arise in response to
transient link outages. But these delays also mean that, although packets
are not lost when a link fails, packet delivery can be delayed. In addition
to the route damping noted here, there is a disturbing trend for ISPs to
rely on static configuration of primary and backup routes in BGP border
routers. This means that Internet routing is less dynamic than was origi-
nally envisioned. The primary motivations for this move away from less-
constrained dynamic routing are a desire for increased route stability and
reduced vulnerability to attacks or configuration errors by ISPs and DSPs.

Congestion

Congestion occurs when load exceeds capacity. Environmental dis-
ruptions cause increased loads in two ways. First, the load may come
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from outside the network—for example, from people checking by tele-
phone with friends and relatives who live in the area of an earthquake.
Second, the load may come from within the network—existing load that
is redistributed in order to mask outages caused by the environmental
disruption. In both scenarios, network elements saturate, and the conse-
quences are an inability to deliver service, perhaps at a time when it is
most needed.

The PTN is able to control congestion better than the Internet is. When
a telephone switch or telephone transmission facility reaches saturation,
new callers receive “reorder” (i.e., “fast” busy) signals and no further calls
are accepted. This forestalls increased load and congestion. PTN opera-
tions staff can even block call attempts to a given destination at sources,
thereby saving network resources from being wasted on calls that are
unlikely to be completed. For example, when an earthquake occurs near
San Francisco, the operations staff might decide to block almost all incom-
ing calls to the affected area codes from throughout the entire PTN.

Congestion management in the Internet is problematic, in part, be-
cause no capabilities exist for managing traffic associated with specific
users, connections, sources, or destinations, and it would be difficult to
implement such capabilities. All that a simple router can do'# is discard
packets when its buffers become full. To implement fairness, routers
would have to store information about users and connections, something
they are not built to do. Retaining such information would require large
amounts of storage. Managing this storage would be difficult, because
the Internet has no call-teardown messages that are visible to routers.
Furthermore, the concept of a “user”—that is, an entity that originates or
receives traffic—is not part of the network or transport layers of the Inter-
net protocols.

Choking-back load offered by specific hosts (in analogy with PTN
reorder signals) is also not an option for preventing Internet congestion,
since an IP-capable host can have connections open to many destinations
concurrently. Stopping all flows from the host is clearly inappropriate.
More generally, avoiding congestion in the Internet is intrinsically hard
because locales of congestion (i.e., routers and links) have no straightfor-
ward correspondence to the communications abstractions (i.e., connec-
tions) that end points see. This problem is particularly acute for the
highly dynamic traffic flows between ISPs. Here, very high speed (e.g.,

1411 fact, routers can transmit an ICMP (Internet Control Message Protocol) Source
Quench message to advise a host of congestion, but there has never been a standard, ac-
cepted response to receipt of a Source Quench, and many hosts merely ignore such mes-
sages. In such circumstances the resources needed to construct and send the Source Quench
may be wasted and may compound the problem!
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OC-12) circuits are used to carry traffic between millions of destinations
over short intervals, and the traffic mix can completely change over a few
seconds.

Although congestion in the Internet is nominally an IP-layer phe-
nomena—routers have too many packets for a given link—measures for
dealing successfully with congestion have resided in the TCP layer
(Jacobson, 1988). Some newer algorithms work at the IP level (Floyd and
Jacobson, 1993), but more research is needed, especially for defining and
enforcing flexible and varied policies for congestion control. One sugges-
tion involves retaining information about flows from which packets have
been repeatedly dropped. Such flows are deemed uncooperative and, as
such, are subjected to additional penalties (Floyd and Fall, 1998); cooper-
ating flows respond to indications of congestion by slowing down their
transmissions.

More research is also needed to measure and understand current
Internet traffic as well as expected future trends in that traffic. Some work
has been done (e.g., Thompson et al., 1997), but far too little is known
about usage patterns, flow characteristics, and other relevant parameters.
Having such information is likely to enable better congestion control
methods. However, usage patterns are dictated by the application de-
signs and, as new applications arise and become popular, traffic charac-
teristics change. Today, the use of the Web has changed packet sizes
radically compared to a time when file transfer and e-mail were the prin-
cipal applications. Even within the Web environment, when a very popu-
lar Web site arises, news of its location spreads quickly, and traffic flows
shift noticeably!

Two further difficulties are associated with managing congestion in
networks. First, there appears to be a tension between implementing
congestion management and enforcing network security. A congestion
control mechanism may need to inspect and even modify traffic being
managed, but strong network security mechanisms will prohibit reading
and modifying traffic en route. For example, congestion control in the
Internet might be improved if IP and TCP headers were inspected and
modified, but the use of IPsec will prevent such actions.

A second difficulty arises when a network comprises multiple inde-
pendent but interconnected providers. In the Internet, no single party is
either capable of or responsible for most end-to-end connections, and local
optimizations performed by individual providers may lead to poor overall
utilization of network resources or suboptimal global behavior. In the
PTN, which was designed for a world with comparatively few telephone
companies but in which switches can be trusted, competitive pressures are
now forcing telephone companies to permit widespread interconnections
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between switches that may not be trustworthy. This opens telephone net-
works to both malicious and nonmalicious failures (NRIC, 1997).

Findings

1. Technical and market forces have reduced reserve capacity and the
number of geographically diverse, redundant routings in the PTN. Fail-
ure of a single link can now have serious repercussions.

2. Current Internet routing algorithms are inadequate. They do not
scale well, they require CPU (central processing unit)-intensive calcula-
tions, and they cannot implement diverse or flexible policies. Further-
more, little is known about how best to resolve the tension between the
stability of routing algorithms and the delay that precedes a routing
change in response to an outage.

3. A better understanding is needed of the Internet’s current traffic
profile and how it will evolve. In addition, fundamental research is
needed into mechanisms for supporting congestion management in the
Internet, especially congestion management schemes that do not conflict
with enforcing network security.

4. Networks formed by interconnecting extant independent subnet-
works present unique challenges for controlling congestion (because local
provider optimizations may not lead to good overall behavior) and for
implementing security (because trust relationships between network com-
ponents are not homogeneous).

Operational Errors

“To err is human” the saying goes, and human operator errors are
indeed responsible for network outages, as well as for unwittingly dis-
abling protection mechanisms that then enable hostile attacks to succeed.
Located in a network operations center (see Box 2.3), operators take ac-
tions based on their perceptions of what the network is doing and what it
will do, but without direct knowledge of either. In these circumstances,
the consequences of even the most carefully considered operator actions
can be surprising—and devastating.

With regard to the PTN, the Network Reliability and Interoperability
Council found that operational errors caused about one in every four
telephone switch failures (NRIC, 1996). Mistakes by vendors, mistakes in
installation and maintenance, and mistakes by system operators all con-
tributed. For example, in 1997, an employee loading an incorrect set of
translations into an SS7 processor led to a 90-minute network outage for
toll-free telephone service (Perillo, 1997), and the recent outage of the
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BOX 2.3
Network Operations Centers

Each public telephone network (PTN) or Internet constituent has some form of
network operations center (NOC). For a small downstream service provider (DSP), the
NOC may be a portion of a room in a home or office. For a local telephone company,
long-distance carrier, or national-level Internet service provider (ISP), an NOC could
occupy considerably more space and likely will involve substantial investments in
equipment and infrastructure. A large network provider may have multiple, geograph-
ically dispersed NOCs in order to share the management load and provide backup.

The purpose of an NOC is to monitor and control the elements of a network:
switches, transmission lines, access devices, and so on. Human operators monitor a
variety of graphical images of network topology (physical and logical) that show the
status of network elements. Ordinary computer monitors often serve as these display
devices.! A typical display could indicate which switch interfaces or switches ap-
pear to be malfunctioning, or which circuits are out of service. Some displays may
even indicate which links are approaching saturation.

The displays rarely tell an operator how to solve a problem whose symptoms are
being depicted. Human understanding of network operation (with help from auto-
mated tools) must be brought to bear. For example, PTN switches are configured
with secondary and tertiary routes (selected through the use of offline network anal-
ysis tools) that can be used when a primary link fails or becomes saturated. And
Internet routers execute algorithms to determine automatically the shortest routes to
each destination. But there is also considerable manual configuration of constraints
on routing, especially at the interfaces between ISPs.

Most NOC operators are trained to deal with common problems. If the operator
does not know how to deal with a problem, then an operations manual usually is

AT&T frame relay network (Mills, 1998) was attributed in part to opera-
tional procedures.!?

The Internet has also been a victim of operational errors, although the
frequency and specific causes have not been analyzed thoroughly as for the
PTN. Examples abound, however. Perhaps the most serious incident oc-
curred in July 1997, when a process intended to generate a major part of the
DNS from a database failed. Automated mechanisms alerted operators
that something was wrong, but a system administrator overrode the warn-
ing, causing the apparent deletion of most machines in that zone. There are
also numerous instances of the bogus information stored by misconfigured
DNS servers propagating into name server caches and then confusing ma-
chines throughout the Internet. Similar problems have occurred with re-
gard to Internet routing as well. For example, in April 1997, a small ISP

15Two independent software bugs also contributed to this frame relay network outage.
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available for consultation. The manual is important because of the complexity of the
systems and the difficulty of attracting, training, and retaining highly skilled operators
to provide 24-hour, 7-day coverage in the NOC. However, operations manuals
usually cover only a predetermined set of problems; combinations of failures can
easily lead to symptoms and problems not covered by the manual. For problems not
covered, the usual procedure is to contact an expert, who may be on call for such
emergencies. In the Internet environment, the expert might be able to access the
NOC (e.g., via a dial-up link) to assist in diagnosis and corrective action. (Note,
though, that having facilities for remote access introduces new vulnerabilities.)

The set of controls available to NOC operators is network specific. In the PTN,
there are controls for rerouting calls through switches and multiplexors, for blocking
calls to a particular area code or exchange during natural disasters, and so on. In an
ISP, there are controls for changing router tables and multiplexors, among other
things. In both the PTN and an ISP, the NOC will have provisions for calling out
physical maintenance teams when, for example, a cable breaks or a switching ele-
ment fails. A telephone company often services its own equipment, but external
maintenance must be ordered for the equipment of another provider; external main-
tenance in the Internet is common because ISPs typically rely on equipment provid-
ed by many vendors, including long-distance and local telephone companies. Con-
solidation in the Internet business may blur these distinctions, as most long-distance
telephone companies are also major ISPs.

1Many NOCs also have one or more televisions, usually tuned to news channels such as CNN,
to provide information about events such as natural disasters that may affect network traffic (e.g.,
earthquakes). Some events can cause disruption of service owing to equipment failures, or may
create traffic surges because of breaking news (e.g., announcement of a toll-free number).

claimed to be the best route to most of the Internet. Its upstream ISP
believed the claim and passed it along. Routing in the Internet was then
disrupted for several hours because of the traffic diverted to this small ISP.

Exactly what constitutes an operational error may depend on system
capacity. A system operating with limited spare capacity can be espe-
cially sensitive to operational missteps. For example, injecting inappro-
priate, but not technically incorrect, routing information led to a day-long
outage of Netcom’s (a major ISP) own internal network in June 1996 as the
sheer volume of resulting work overloaded the ISP’s relatively small rout-
ers. And this incident may foreshadow problems to come—many routers
in the Internet are operating near or at their memory or CPU capacity. It
is unclear how well the essential infrastructure of the Internet could cope
with a sudden spike in growth rates.

That operator errors are prevalent should not be a surprise. The PTN
and the Internet are both complex systems. Large numbers of separate
and controllable elements are involved in each, and the control param-
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eters for these elements can affect network operation in subtle ways.
Operator errors can be reduced when a system does the following:

* Presents its operators with a conceptual model that allows those
operators to predict the effects of their actions and their inaction (Wickens
et al., 1997; Parasuraman and Mouloua, 1996);

¢ Allows its operators to examine all of the system’s abstractions, from
the highest to the lowest level, whichever is relevant to the issue at hand.

The entire system must be designed—from the outset—with control-
lability and understandability as a goal. The reduction of operational
errors is more than a matter of building flashy window-based interfaces.
The graphics are the easy part. Moreover, with an NIS, there is the added
problem of components with different management interfaces provided
by multiple vendors. Rarely can the NIS developer change these compo-
nents or their interfaces, which may make the support of a clean
systemwide conceptual model especially difficult.

An obvious approach to reducing operational errors is simply to
implement automated support and remove the human from the loop.
The route-configuration aids used by PTNs are an example of such auto-
mation. More generally, better policy-based routing mechanisms and
protocols will likely free human operators from low-level details associ-
ated with setting up network routes. In the Internet, ISPs currently have
just one policy tool: their BGP configurations (Rekhter and Li, 1995;
Rekhter and Gross, 1995; Traina, 1993, 1995). But even though BGP is a
powerful hammer, the sorts of routing policies that are usually desired do
not much resemble nails. Not surprisingly, getting BGP configurations
right has proven to be quite difficult. Indeed, the internal network failure
mentioned above was directly attributable to an error in use of the BGP
policy control mechanisms.

Finally, operational errors are not only a matter of operators produc-
ing the right responses. Maintenance practices—setting up user accounts
and access privileges, for example—can neutralize existing security safe-
guards. And poor maintenance is an oft-cited opening for launching a
successful intrusion into a system. The network operations staff at the
Massachusetts Institute of Technology, for example, reports that about 6
weeks after running vulnerability-scan software (e.g., COPS) on a public
UNIX workstation, the workstation will again become vulnerable to in-
trusion as a result of misconfiguration. Managers of corporate or univer-
sity networks often cite similar problems with firewall and router con-
tfiguration which, if performed improperly, can lead to access control
violations or denial of service.
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Findings

1. Operational errors are a major source of outages for the PTN and
Internet. Some of these errors would be prevented through improved
operator training and contingency planning; others require that systems
be designed with operator understandability and controllability as an
initial design goal.

2. Improved routing management tools are needed for the Internet,
because they will free human operators from an activity that is error prone.

3. Research and development is needed to devise conceptual models
that will allow human operators to grasp the state of a network and
understand the consequences of control that they may exert. Also, re-
search is needed into ways in which the state of a network can be dis-
played to a human operator.

Software and Hardware Failures

The PTN and Internet both experience outages from errors in design
and implementation of the hardware and software they employ. A sur-
vey by the NRIC (1996) found that software and hardware failures each
accounted for about one-quarter of telephone switch outages. This find-
ing is inconsistent with the commonly held belief that hardware is rela-
tively bug free but software is notoriously buggy. A likely explanation
comes from carefully considering the definition of an outage. Within
telephone switches, software failures are prone to affect individual tele-
phone calls and, therefore, might not always be counted as causing out-
ages.

Comparable data about actual outages of Internet routers do not seem
to be available. One can speculate that routers should be more reliable
than telephone switches, because router hardware is generally newer and
router software is much simpler. However, against that, one must ask
whether routers are engineered and provisioned to the same high stan-
dards as telephone switches have been. Moreover, most failures in packet
routing are comparatively transient; they are artifacts of the topology
changes that routing protocols make to accommodate a failure, rather
than being direct consequences of the failure itself.

One thing that is fairly clear is that the Internet’s end points, includ-
ing servers for such functions as the DNS, are its least robust components.
These end points are generally ordinary computers running commercial
operating systems and are heir to all of their attendant ills. (By contrast,
telephony end points either tend to be very simple, as in the case of the
ordinary telephone, or are built to telephone industry standards.) Two
examples illustrate the fragility of the Internet’s end points. First, many
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problems have been reported with BIND, the most common DNS server
used on the Internet (e.g., CERT Advisories CA 98.05, April 1998, and CA
97.22, August 1997%); some of these result in corrupted data or in DNS
failures. Second, the so-called “ping of death” (CERT Advisory CA-96.26,
December 1996) was capable of crashing most of the common end points
on the Internet. Fortunately, Cisco routers were not vulnerable; if they
had been, the entire infrastructure would have been at risk.

Even without detailed outage data, it can be instructive to compare
the PTN and Internet; their designs differ in rather fundamental ways,
and these differences affect how software and hardware failures are
handled. The PTN is designed to have remarkably few switches, and it
depends on them. That constraint makes it necessary to keep all its
switches running virtually all the time. Consequently, switch hardware
itself is replicated, and the switch software is tasked with detecting hard-
ware and software errors. Upon detecting an error, the software recovers
quickly without a serious outage of the switch itself. Individual calls in
progress may be sacrificed, though, to restore the health of the switch.

This approach does not work for all hardware and software failures.
That was forcefully illustrated by the January 1990 failure of the AT&T
long-distance network. That outage was caused by a combination of
hardware and software, and the interaction between them:!”

The incident began when a piece of trunk equipment failed and notified
a switch of the problem. Per its design, the switch took itself offline for a
few seconds while it tried to reinitialize the failing equipment; it also
notified its neighbors not to route calls to it. When the switch came back
on-line, it started processing calls again; neighboring switches were pro-
grammed to interpret the receipt of new call setup messages as an indi-
cation that the switch had returned to service. Unfortunately, a timing
bug in a new version of that process caused those neighboring switches
to crash. This crash was detected and (correctly) resulted in a rapid
restart—but the failure/restart process triggered the same problem in
their neighbors.

The “switches” for the Internet—its routers—are also intended to be
reliable, but they are not designed with the same level of redundancy or
error detection as PTN switches. Rather, the Internet as a whole recovers
and compensates for router (switch) failures. If a router fails, then its
neighbors notice the lack of routing update messages and update their

I6CERT advisories are available online at <http:/ /www.cert.org>.
17Based on Cooper (1989).
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own route tables accordingly. As neighbors notify other neighbors, the
failed router is dropped from possible packet routes. In the meantime,
retransmissions by end points preserve ongoing conversations by causing
packets that might have been lost to reenter the network and traverse
these new routes.

Finding

Insufficient data exist about Internet outages and how the Internet’s
mechanisms are able to deal with them.

Malicious Attacks

Attacks on the PTN and Internet fall into two broad categories, ac-
cording to the nature of the vulnerability being exploited. First, there are
attacks related to authentication. This category includes everything from
eavesdroppers’ interception of plaintext passwords to designers’ mis-
placed trust in the network to provide authentication. In theory, these
attacks can be prevented by proper use of cryptography. The second
category of attacks is harder to prevent. This category comprises attacks
that exploit bugs in code. Cryptography cannot help here (Blaze, 1996),
nor do other simple fixes appear likely. Software correctness (see Chapter
3) is a problem that does not seem amenable to easy solutions. Yet, as
long as software does not behave as intended, attackers will have oppor-
tunities to subvert systems by exploiting unintended system behavior.

Attacks on the Telephone Network

Most attacks on the PTN perpetrate toll fraud. The cellular telephony
industry provides the easiest target, with caller information being broad-
cast over unencrypted radio channels and thus easily intercepted (CSTB,
1997). But attacks have been launched against wireline telephone service
as well. Toll fraud probably cannot be prevented altogether. Fortunately,
it does not have to be, because it is easily detected with automated traffic
analysis that flags for investigation of abnormal patterns of calls, credit
card authorizations, and other activities.

The NRIC (1997) reports that security incidents have not been a major
problem in the PTN until recently. However, the council does warn that
the threat is growing, for reasons that include interconnections (often
indirect) of OSSs to the Internet, an increase in the number and skill level
of attackers, and the increasing number of SS7 interconnections to new
telephone companies. The report also notes that existing SS7 firewalls are
neither adequate nor reliable in the face of the anticipated threat. As
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noted earlier, this threat has increased dramatically because of the sub-
stantially lower threshold now associated with connection into the SS7
system.

Routing Attacks. To a would-be eavesdropper, the ability to control call
routing can be extremely useful. Installing wiretaps at the end points of
a connection may be straightforward, but such taps are also the easiest to
detect. Interoffice trunks can yield considerably more information to an
eavesdropper and with a smaller risk of detection. To succeed here, the
eavesdropper first must determine which trunks the target’s calls will
use, something that is facilitated by viewing or altering the routing tables
used by the switches. Second, the eavesdropper must extract the calls of
interest from all the calls traversing the trunk; access to the signaling
channels can help here.

How easy is it for an eavesdropper to alter routing tables? As it turns
out, apart from the usual sorts of automated algorithms, which calculate
routes based on topology, failed links, or switches, the PTN does have
facilities to exert manual control over routes. These facilities exist to
allow improved utilization of PTN equipment. For example, there is
generally a spike in business calls around 9:00 a.m. on weekdays when
workers arrive in their offices. If telephone switches in, say, New York
are configured to route other East Coast calls through St. Louis or points
further west (where the workday has not yet started), then the 9:00 a.m.
load spike can be attenuated. However, the existence of this interface for
controlling call routing offers a point of entry for the eavesdropper, who
can profit from exploiting that control.

Database Attacks. OSSs and the many databases they manage are em-
ployed to translate telephone numbers so that the number dialed by a
subscriber is not necessarily the number that will be reached. If an at-
tacker can compromise these databases, then various forms of abuse and
deception become possible. The simplest such attack exploits network-
based speed dialing, a feature that enables subscribers to enter a one- or
two- digit abbreviation and have calls directed to a predefined destina-
tion. If the stored numbers are changed by an attacker, then speed-dialed
calls could be routed to destinations of the attacker’s choice. Beyond
harassment, an attacker who can change speed dialing numbers can im-
personate a destination or can redial to the intended destination while
staying on the line and eavesdropping. Other advanced telephone ser-
vices controlled by OSSs and databases include call forwarding, toll-free
numbers, call distribution, conference calling, and message delivery. All
could be affected by OSS and database vulnerabilities. In one successful
attack, the database entry for the telephone number of the probation of-
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tice in Del Ray Beach, Florida, was reconfigured. People who called the
probation office when the line was busy had their calls forwarded to a
telephone sex line in New York (Cooper, 1989).18

Because a subscriber’s chosen long-distance carrier is stored in a tele-
phone network database, it too is vulnerable to change by attackers. Here
the incentive is a financial one—namely, increased market share for a
carrier. In a process that has come to be known as “slamming,” custom-
ers’ long-distance carriers are suddenly and unexpectedly changed. This
problem has been pervasive enough so that numerous procedural safe-
guards have been mandated by the FCC and various state regulatory
bodies.

Looking to the future, more competition in the local telephone mar-
ket will lead to the creation of a database that enables the routing of
incoming calls to specific local telephone carriers. And, given the likely
use of shared facilities in many markets, outgoing local calls will need to
be checked to see what carrier is actually handling the call. In addition,
growing demand for “local number portability,” whereby a customer can
retain a telephone number even when switching carriers, implies the ex-
istence of one more database (which would be run by a neutral party and
consulted by all carriers for routing of local calls). Clearly, a successful
attack on any of these databases could disrupt telephone service across a
wide area.

In contrast to the Internet, the telephone system does not depend on
having an automated process corresponding to the Internet’s DNS transla-
tion from names to addresses.!” One does not call directory assistance
before making every telephone call, and success in making a call does not
depend critically on this service. Thus, in the PTN, an Internet’s vulner-
ability is avoided but at the price of requiring subscribers to dial telephone
numbers rather than dialing subscriber names. Furthermore, unlike DNS,
the telephone network’s directory service is subject to a sanity test by its
clients. If a human caller asks directory assistance for a neighbor’s number
and is given an area code for a town halfway across the country, the caller
would probably doubt the accuracy of the number and conclude that the
directory assistance service was malfunctioning. Still, tampering with di-
rectory assistance can cause telephone calls to be misdirected.

18There is even a historical precedent for such attacks. The original telephone switch was
invented by an undertaker; his competitor’s wife was a telephone operator who connected
anyone who asked for a funeral home to her own husband’s business.

19This is not strictly true; calls to certain classes of telephone numbers (e.g., 800, 888, and
900) do result in a directory lookup to translate the called number into a “real” destination
telephone number. In these instances, the analogy between the PTN and the Internet is
quite close.
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Facilities. The nature of the telephone company physical plant leads to
another class of vulnerabilities. Many central offices normally are un-
staffed and, consequently, they are vulnerable to physical penetration,
which may go entirely undetected. Apart from the obvious problems of
intruders tampering with equipment, the documentation present in such
facilities (including, of course, passwords written on scraps of yellow
paper and stuck to terminals) is attractive to “phone phreaks.”?’ A simi-
lar vulnerability is present in less populated rural areas, which are served
by so-called remote modules. These remote modules perform local
switching but depend on a central office for some aspects of control.
Remote modules are invariably deployed in unstaffed facilities, hence
subject to physical penetration.

Findings

1. Attacks on the telephone network have, for the most part, been
directed at perpetrating billing fraud. The frequency of attacks is increas-
ing, and the potential for more disruptive attacks, with harassment and
eavesdropping as goals, is growing.

2. Better protection is needed for the many number translation and
other databases used in the PTN.

3. §57 was designed for a closed community of telephone companies.
Deregulation has changed the operational environment and created op-
portunities for insider attacks against this system, which is fundamental
to the operation of the PTN.

4. Telephone companies need to enhance the firewalls between OSSs
and the Internet and safeguard the physical security of their facilities.

Attacks on the Internet

The general accessibility of the Internet makes it a highly visible tar-
get and within easy reach of attackers. The widespread availability of
documentation and actual implementations for Internet protocols means
that devising attacks for this system can be viewed as an intellectual
puzzle (where launching the attacks validates the puzzle’s solution). In-
ternet vulnerabilities are documented extensively on CERT’s Web site,?!
and at least one Ph.D. thesis (Howard, 1997) is devoted to the subject.

20A phone phreak is a telephone network hacker.

21The Computer Emergency Response Team (CERT)/Coordination Center is an element
of the Networked Systems Survivability Program in the Software Engineering Institute at
Carnegie Mellon University. See <http://www.cert.org>.
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This subsection concentrates on vulnerabilities in the Internet’s infra-
structure, since this is what is most relevant to NIS designers. Vulner-
abilities in end systems are amply documented elsewhere. See, for ex-
ample, Garfinkel and Spafford (1996).

Name Server Attacks. The Internet critically depends on the operation of
the DNS. Outages or corruption of DNS root servers and other top-level
DNS servers—whether owing to failure or successful attacks—can lead
to denial of service. Specifically, if a top-level server cannot furnish accu-
rate information about delegations of zones to other servers, then clients
making DNS lookup requests are prevented from making progress. The
client requests might go unanswered, or the server could reply in a way
that causes the client to address requests to DNS server machines that
cannot or do not provide the information being sought. Cache contami-
nation is a second way to corrupt the DNS. An attacker who introduces
false information into the DNS cache can intercept all traffic to a specific
targeted machine (Bellovin, 1989). One highly visible example of this
occurred in July 1997, when somebody used this technique to divert re-
quests for a major Web server to his own machines (Wall Street Journal,
1997).

In principle, attacks on DNS servers are easily dealt with by extend-
ing the DNS protocols. One such set of extensions, Secure DNS, is based
on public-key cryptography (Eastlake and Kaufman, 1997) and can be
deployed selectively in individual zones.?> Perhaps because this solution
requires the installation of new software on client machines, it has not
been widely deployed. No longer merely a question of support software
complexity, the Internet has grown sufficiently large so that even simple
solutions, such as Secure DNS, are precluded by other operational crite-
ria. A scheme that involved changing only the relatively small number of
DNS servers would be quite attractive. But lacking that, techniques must
be developed to institute changes in large-scale and heterogeneous net-
works.

Routing System Attacks. Routing in the Internet is highly decentralized.
This avoids the vulnerabilities associated with dependence on a small
number of servers that can fail or be compromised. But it leads to other
vulnerabilities. With all sites playing some role in routing, there are
many more sites whose failure or compromise must be tolerated. The

22However, configuration management does become much harder when there is partial
deployment of Secure DNS.
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damage inflicted by any single site must somehow be contained, even
though each site necessarily serves as the authoritative source for some
aspect of routing. Decentralization is not a panacea for avoiding the
vulnerabilities intrinsic in centralized services. Moreover, the trustwor-
thiness of most NISs will, like the Internet, be critically dependent both
on services that are more sensibly implemented in a centralized fashion
(e.g., DNS) and on services more sensibly implemented in a decentral-
ized way (e.g., routing). Understanding how either type of services can
be made trustworthy is thus instructive.

The basis for routing in the Internet is each router periodically in-
forming neighbors about what networks it knows how to reach. This
information is direct when a router advertises the addresses of the net-
works to which it is directly connected. More often, though, the informa-
tion is indirect, with the router relaying to neighbors what it has learned
from others. Unfortunately, recipients of information from a router rarely
can verify its accuracy?® because, by design, a router’s knowledge about
network topology is minimal. Virtually any router can represent itself as
a best path to any destination as a way of intercepting, blocking, or modi-
tying traffic to that destination (Bellovin, 1989).

Most vulnerable are the interconnection points between major ISPs,
where there are no grounds at all for rejecting route advertisements. Even
an ISP that serves a customer’s networks cannot reject an advertisement
for a route to those networks via one of its competitors—many larger sites
are connected to more than one ISP.?* Such multihoming becomes a
mixed blessing, with the need to check accuracy, which causes traffic
addressed from a subscriber net arriving via a different path to be suspect
and rejected, being pitted against the increased availability that multi-
homing promises. Some ISPs are now installing BGP policy entries that
define which parts of the Internet’s address space neighbors can provide
information about (with secondary route choices). However, this ap-
proach undermines the Internet’s adaptive routing and affects overall
survivability.

Somehow, the routing system must be secured against false adver-
tisements. One approach is to authenticate messages a hop at a time. A
number of such schemes have been proposed (Badger and Murphy, 1996;
Hauser et al., 1997; Sirois and Kent, 1997; Smith et al., 1997), and a major
router vendor (Cisco) has selected and deployed one in products. Unfor-

23Tn a few cases it actually is possible to reject inaccurate information. For example, an
ISP will know what network addresses belong to its clients, and neighbors of such a router
generally will believe that and start routing traffic to the ISP.

24The percentage of such multihomed sites in the Internet is currently low but appears to
be rising, largely as a reliability measure by sites that cannot afford to be offline.
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tunately, the hop-at-a-time approach is limited to ensuring that an autho-
rized peer has sent a given message; nothing ensures that the message is
accurate. The peer might have received an inaccurate message (from an
authorized peer) or might itself be compromised. Thus, some attacks are
prevented but others remain viable.

The alternative approach for securing the routing system against false
advertisements is, somehow, for routers to employ global information
about the Internet’s topology. Advertisements that are inconsistent with
that information are thus rejected. Schemes have been proposed (e.g.,
Perlman, 1988), but these do not appear to be practical for the Internet.
Perlman’s scheme, for example, requires source-controlled routing over
the entire path. Routing protocol security is an active research area, and
appropriately so.

Routing in the Internet is actually performed at two levels. Inside an
autonomous system (AS)—a routing domain under the control of one
organization—an interior routing protocol is executed by routers. At-
tacking these routers can affect large numbers of users, but wiretapping
of these systems appears to be rare and therefore of limited concern.?> Of
potentially greater concern are attacks on BGP, the protocol used to dis-
tribute routing information among the autonomous ISPs around the
world. Because BGP provides the basis for all Internet connectivity, a
successful attack can have wide-ranging effects. As above, it is easy to
secure BGP against false advertisements on a hop-at-a-time basis and
difficult to employ global information about topology. Moreover, even if
false advertisements could be discarded, successful attacks against BGP
routers or against the workstations used to download configuration infor-
mation into the BGP routers could still have devastating effects on Inter-
net connectivity.

To secure BGP against a full range of attacks, a combination of secu-
rity features involving both the routers and a supporting infrastructure

25 Attacks against an interior routing protocol or against an organization’s routers can
deny or disrupt service to all of the hosts within that AS. If the AS is operated by an ISP,
then the affected population can be substantial in size. Countermeasures to protect link
state intradomain routing protocols have been developed (Murphy and Hofacker, 1996) but
have not been deployed, primarily because of concerns about the computational overhead
associated with the signing and verification of routing traffic (specifically, link state adver-
tisements). Countermeasures for use with distance vector algorithms (e.g., DVRP) are even
less well developed, although several proposals for such countermeasures have been pub-
lished recently. Because all of the routers within an AS are under the control of the same
administrative entity, and because there is little evidence of active wiretapping of intra-AS
links, there may be a perception that the proposed cryptographic countermeasures are too
expensive relative to the protection afforded.
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needs to be developed and deployed. Each BGP router must be able to
verify whether a routing update it receives is authentic and not a replay,
or a previous, authentic update, where an authentic routing update is one
that no attacker can modify (undetectably) and one for which the source
of the update can be verified to be the “owner” of the portion of the IP
address space being advertised.?6 Thus, implementing BGP security in-
volves creating an infrastructure that codifies the assignment to organiza-
tions (e.g., ISPs, DSPs, subscribers) of AS numbers and portions of IP
address space. Because of the BGP routing system’s size (approximately
50,000 routes and 4,000 ISPs), deployment of these countermeasures is not
a certainty. Moreover, after deployment some residual BGP vulnerabili-
ties will still remain. For example, a router that is authorized to advertise
a route to a network may suppress propagation of route withdrawal mes-
sages it receives, thus continuing to advertise the route for some time. But
this can cause traffic to the network in question to be discarded.

It is worth noting that the routing system of the Internet closely mir-
rors call routing in the PTN, except that, in the PTN, a separate manage-
ment and control network carries control functions. Any site on the Inter-
net can participate in the global routing process, whereas subscribers in
the PTN do not have direct access to the management and control net-
work. The added vulnerabilities of the Internet derive from this lack of
isolation. As network interconnections increase within the PTN, it may
become vulnerable to the same sorts of attacks as the Internet is now.

Protocol Design and Implementation Flaws. The design and implemen-
tation of many Internet protocols make them vulnerable to a variety of
denial-of-service attacks (Schuba et al., 1997). Some attacks exploit buggy
code. These are perhaps the easiest to deal with; affected sites need only
install newer or patched versions of the affected software. Other attacks
exploit artifacts of particular implementations, such as limited storage
areas, expensive algorithms, and the like. Again, updated code often can
cure such problems.

The more serious class of attacks exploits features of certain protocols.
For example, one type of attack exploits both the lack of source address
verification and the connectionless nature of UDP to bounce packets be-
tween query servers on two target hosts (CERT Advisory CA-96.01). This
process can continue almost indefinitely, until a packet happens to be
dropped. And, while the process continues, computation and network
bandwidth are consumed. The obvious remedy would be for hosts to
detect this attack or any such denial-of-service attack, much the same way

26Because of the route and address aggregation features of BGP, the route verification
requirements are even more complex than described here.
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virus-screening software detects and removes viruses. But, if it is cheaper
for an attacker to send a packet than it is for a target to check it, then denial
of service is inevitable from the sheer volume of packets. Even cryptogra-
phy is not a cure: authenticating a putatively valid packet is much harder
(it requires substantial CPU resources) than generating a stream of bytes
with a random authentication check value to send the victim.?”

Findings

1. New countermeasures for name server attacks are needed that
work well in large-scale, heterogeneous environments.

2. Cryptography, while not in itself sufficient, is essential to the pro-
tection of both the Internet and its end points. Wider deployment of
cryptography is needed. Algorithms for authentication only are largely
free from export and usage restrictions, yet they can go a long way to-
ward helping.

3. Cryptographic mechanisms to secure the DNS do exist; however,
deployment to date has been limited.

4. No effective means exist to secure routing protocols, especially on
backbone routers. Research in this area is urgently needed.

5. Attacks that result in denial of service are increasingly common.
Wider use of updated software and patches, new product development,
and better software engineering are needed to deal with this problem.

EMERGING ISSUES

Internet Telephony

What are the security implications if, as predicted by many pundits,
today’s traditional telephone network is replaced by an Internet-based
transport mechanism? Will telephony become even less secure, owing to
all the security problems with the Internet discussed earlier in this chap-
ter? Or will some portion of the Internet used only for telephony be
resistant to many of the problems described in the preceding sections?

Recall that many current PTN vulnerabilities are related either to the
services being provided or to the physical transport layer. Rehosting the
PTN on the Internet will have no effect on these vulnerabilities. Thus, the
OSSs and database lookups related to advanced PTN services, with their

27Encryption is even worse in this regard, as the cost of decryption is often greater than
the cost of authentication and because a receiver might have to both decrypt and authenti-
cate a packet to determine if it is valid. The Encapsulating Security Payload (ESP) protocol
of IPsec counters this denial-of-service vulnerability by reversing the order in which these
operations are applied (i.e., a receiver authenticates ciphertext prior to decrypting it).
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associated vulnerabilities, would be unaffected by the move to an Inter-
net-based telephone system. Similarly, if access to the Internet-based
telephone system is accomplished by means of twisted pairs (albeit
twisted pairs carrying something like integrated services digital network
(ISDN) or asymmetric digital subscriber line (ADSL)), then interconnec-
tions of some sort will still be needed. These would likely be routers or
switches, but such interconnections are at least as programmable and at
least as vulnerable.

Call routing in an Internet-based telephone system would be differ-
ent, but likely no more secure. At the very least, IP routing would be
involved. Most probably, a new database would be introduced to map
telephone numbers to domain names or IP addresses. Both, of course,
raise serious security and reliability concerns.

In at least two respects, both noted earlier in this chapter, an Internet-
based telephone system could be significantly more vulnerable to attack
than today’s PTN. The primary active elements of an Internet-based net-
work—the routers—are, by design, accessible from the network they con-
trol, and the network’s routing protocols execute in-band with the com-
munications they control. By contrast, virtually the entire PTN is
now managed by out-of-band channels. Considerable care will be needed
to deliver the security of out-of-band control by using in-band communi-
cations. The other obvious weakness of the Internet is its end points,
personal computers and servers, because attacks on them can be used to
attack the telephone system.

Finding

The PTN is likely to become more vulnerable with the rise of Internet
telephony, most notably because Internet-based networks use in-band
channels for routing and have end points that are prone to failure. Atten-
tion to these issues is needed.

Is the Internet Ready for “Prime Time”?

Whether the Internet is “ready for business” depends on the require-
ments of the business. There are already numerous examples of busi-
nesses using the Internet for advertising, marketing, sales of products and
services, coordination with business partners, and various other activi-
ties. On the other hand, the Internet is also viewed—and rightly so—as
being less reliable and less secure than the PTN. Specifically, the Internet
is perceived as more susceptible to interception (i.e., eavesdropping) and
has proved to be more susceptible to active attacks (e.g., server flooding,
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Web site modification). Consequently, most Internet-savvy business us-
ers restrict what they entrust to the Internet.

The Internet is also more prone to outages than the PTN. Thus, it
would be unwise for utility companies and other critical infrastructure
providers to abandon the PTN and rely on remote access through the
Internet for controlling power distribution substations, because individual
ISPs are less likely than individual telephone companies to survive local
power interruptions.?

Few established businesses seem willing to forgo their telephone or-
der centers for Internet-only access, although a small and growing num-
ber of newer businesses, such as Virtual Vineyards and Amazon.com, do
maintain an Internet-only presence. Abandoning the PTN for the Internet
seems unwise for businesses such as brokerage houses or mail-order cata-
log companies, where continued availability of service is critical. For
example, during the stock market frenzy on October 27-28, 1997, custom-
ers of Internet-based brokerage systems experienced unusual delays in
executing trades. But the magnitude of their delays was relatively small
and was commensurate with the delays suffered by telephone-based ac-
cess and even some of the stock market’s back-end systems. Still, it is
sobering to contemplate the effect of an Internet-related failure that coin-
cided with a spike in market activity.

Mail-order firms, brokerage houses, and others do make extensive
use of the Internet as an avenue of customer access. But it is not the only
avenue of access, and neither the customers nor the business have become
wholly dependent on it. If, for example, these and similar businesses
reduced their other avenues of access (e.g., to save money), then an Inter-
net outage could have a significant impact. Consider a scenario in which
banks acquire the capability to download customer money onto smart
cards through the Internet. Over time, banks might reduce the number of
automatic teller machines available (just as the numbers of physical bank
branches and tellers have fallen as automated teller machines have prolif-
erated). A prolonged failure of this Internet cash distribution mechanism
could overload the few remaining available machines and tellers.

In theory, the risks associated with using the Internet can be evalu-
ated and factored into a risk management model (see Chapter 6). Most
businesses, however, are not fully cognizant of these risks nor of the
return on investments in protection. As a result, the level of protection

28Internet service providers have differing plans for dealing with power system failures,
which may make it impossible to access computers and data following such a failure. The
failure need not even be widespread. By contrast, telephone networks are under central
control, can easily implement backup power systems, and require very little electrical cur-
rent for an ordinary telephone line.
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adopted by many business users of the Internet does not seem commen-
surate with that afforded their physical assets. For example, it seems as
though the quality of burglar alarms and physical access control systems
deployed by most businesses is considerably higher than the level of
Internet security countermeasures they deploy (see Chapter 4).

Moreover, businesses that make extensive use of Internet technology
may do so in a fashion that externalizes the risks associated with such use.
If infrastructure suppliers, such as telephone companies and electric and
gas utilities, do not take adequate precautions to ensure the availability of
their systems in the face of malicious attacks over the Internet, then the
public will bear the brunt of the failure. Because many of these businesses
operate in what is effectively a monopoly environment, the free-market
forces that should eventually correct such cost externalization may not be
effective.

Of particular concern is that most of the security countermeasures
adopted by businesses connecting to the Internet are designed only to
thwart the most common attacks used by hackers. Most hackers, how-
ever, are opportunistic and display only a limited repertoire of skills.
Protection against that hacker threat is insufficient for warding off more
capable, determined threats, such as criminals or terrorists.

And while in one sense the Internet poses no new challenges—a sys-
tem that can be accessed from outside only through a cryptographically
protected channel on the Internet is at least as secure as the same system
reached through a conventional leased line—new dangers arise precisely
because of pervasive interconnectivity. The capability to interconnect
networks gives the Internet much of its power; by the same token, it
opens up serious new risks. An attacker who may be deflected by crypto-
graphic protection of the front door can often attack a less protected ad-
ministrative system and use its connectivity through internal networks to
bypass the encryption unit protecting the real target. This often makes a
mockery of firewall-based protection.

Findings

1. The Internet is ready for some business use, but it is not at a point
where it would be prudent for businesses to abandon the PTN in favor of
the Internet. For managing critical infrastructures, the Internet is too
susceptible to attacks and outages to be a viable basis for control.

2. Risk management, especially to guard against highly skilled at-
tackers, deserves further attention in the business community.
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Software for Networked
Information Systems

INTRODUCTION

Background

Computing power is becoming simultaneously cheaper and more dis-
persed. General-purpose computers and access to global information
sources are increasingly commonplace on home and office desktops. Per-
haps most striking is the exploding popularity of the World Wide Web. A
Web browser can interact with any Web site, and Web sites offer a wide
variety of information and services. A less visible consequence of cheap,
dispersed computing is the ease with which special-purpose networked
information systems (NISs) can now be built.

An NIS built to support the activities of a health care provider, such
as a medium-sized health maintenance organization (HMO) serving a
wide geographic area, is used as an illustration here and throughout this
chapter. HMO services might include maintenance of patient records,
support for administration of hospitals and clinics, and support for equip-
ment in laboratories. The NIS would, therefore, comprise computer sys-
tems in hospital departments (such as radiology, pathology, and phar-
macy), in neighborhood clinics, and in centralized data centers. By
integrating these individual computer systems into an NIS, the HMO
management would expect both to reduce costs and to increase the qual-
ity of patient care. For instance, although data and records—such as
laboratory test results, x-ray or other images, and treatment logs—previ-

62
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ously might have traveled independently, the information now can be
transmitted and accessed together.

In building an NIS for an HMO, management is likely to have chosen
a “Web-centric” implementation using the popular protocols and facili-
ties of the World Wide Web and the Internet. Such a decision would be
sensible for the following reasons:

¢ The basic elements of the system, such as Web servers and brows-
ers, can now be commercial off-the-shelf (COTS) components and, there-
fore, are available at low cost.

* A large, growing pool of technical personnel is familiar with the
Web-centric approach, so the project will not become dependent on a
small number of individuals with detailed knowledge of locally written
software.

* The technology holds promise for extensions into consumer tele-
medicine, whereby patients and health care providers interact by using
the same techniques as are commonly used on the rest of the Internet.

Clearly, the HMO's NIS must exhibit trustworthiness: it must engen-
der feelings of confidence and trust in those whose lives it affects. Physi-
cians must be confident that the system will display the medical record of
the patient they are seeing when it is needed and will not lose informa-
tion; patients must be confident that physician-entered prescriptions will
be properly transmitted and executed; and all must be confident that the
privacy of records will not be compromised. Achieving this trustworthi-
ness, however, is not easy.

NIS trustworthiness mechanisms basically concern events that are
not supposed to happen. Nonmalicious users living in a benign and
fault-free world would be largely unaffected were such mechanisms re-
moved from a system. But some users may be malicious, and the world is
not fault free. Consequently, reliability, availability, security and all other
facets of trustworthiness require mechanisms to foster the necessary trust
on the part of users and other affected parties. Only with their failure or
absence do trustworthiness mechanisms assume importance to a system’s
users. Users seem unable to evaluate the costs of not having trustworthi-
ness mechanisms except when they experience actual damage from inci-
dents (see Chapter 6 for an extended discussion). So, while market forces
can help foster the deployment of trustworthiness mechanisms, these
forces are unlikely to do so in advance of directly experienced or highly
publicized violations of trustworthiness properties.

Although the construction of trustworthy NISs is today in its infancy,
lessons can be learned from experience in building full-authority and
other freestanding, high-consequence computing systems for applications
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such as industrial process control and medical instrumentation. In such
systems, one or more computers directly control processes or devices
whose malfunction could lead to significant loss of property or life. Even
systems in which human intervention is required for initiating potentially
dangerous events can become high-consequence systems when human
users or operators place too much trust in the information being dis-
played by the computing system.! To be sure, there are differences be-
tween NISs and traditional high-consequence computing systems. An
intent of this chapter is to identify those differences and to point out
lessons from high-consequence systems that can be applied to NISs, as
well as unique attributes of NISs that will require new research.

The Role of Software

Software plays a major role in achieving the trustworthiness of an
NIS, because it is software that integrates and customizes general-pur-
pose components for some task at hand. In fact, the role of software in an
NIS is typically so pervasive that the responsibilities of a software engi-
neer differ little from those of a systems engineer. NIS software develop-
ers must therefore possess a systems viewpoint,> and systems engineers
must be intimately familiar with the strengths (and, more importantly,
the limitations) of software technology.

With software playing such a pervasive role, defects can have far-
reaching consequences. It is notoriously difficult to write defect-free soft-
ware, as the list of incidents in, for example, Leveson (1987) or Neumann
(1995) confirms. Beyond the intrinsic difficulty of writing defect-free soft-
ware, there are constraints that result from the nature of NISs. These
constraints derive from schedule and budget; they mean that a software
developer has only limited freedom in selecting the elements of the soft-
ware system and in choosing a development process:

* An NIS is likely to employ commercial operating systems, pur-
chased “middleware,” and other applications, as well as special-purpose
code developed specifically for the NIS. The total source code size for the
system could range from tens to hundreds of millions of lines. In this
setting, it is infeasible to start from scratch in order to support trustwor-
thiness.

IThis is a particularly dangerous state of affairs, since designers may assume that system
operation is being monitored, when in fact it is not (Leveson, 1995).

2Once succinctly stated as, “You are not in this alone.” That is, that you need to consider
not only the narrow functioning of your component but also how it interacts with other
components, users, and the physical world in achieving system-level goals. Another aspect
of the “systems viewpoint” is a healthy respect for the potential of unexpected side effects.
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* Future NISs will, of necessity, evolve from the current ones. There
is no alternative, given the size of the systems, their complexity, and the
need to include existing services in new systems. Techniques for support-
ing trustworthiness must take this diversity of origin into account. It
cannot be assumed that NISs will be conceived and developed without
any reuse of existing artifacts. Moreover, components reused in NISs
include legacy components that were not designed with such reuse in
mind; they tend to be large systems or subsystems having nonstandard
and often inconvenient interfaces. In the HMO example, clinical laborato-
ries and pharmacies are likely to have freestanding computerized infor-
mation systems that exemplify such legacy systems.

¢ Commercial off-the-shelf software components must be used to
control development cost, development time, and project risk. A com-
mercial operating system with a variety of features can be purchased for a
few hundred dollars, so development of specialized operating systems is
uneconomical in almost all circumstances. But the implication is that
achieving and assessing the trustworthiness of a networked information
system necessarily occur in an environment including COTS software
components (operating systems, database systems, networks, compilers,
and other system tools) with only limited access to internals or contro