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ABSTRACT 
In this paper, we introduce the technique of safe staging for 
computer security, which is adapted from conventional user 
interface staging to meet the specific needs of computer 
security in consumer software.  Safe staging can reduce the 
initial complexity of security concepts for novice users 
while providing continuous protection against dangerous 
security errors and supporting exploratory learning.   
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INTRODUCTION 
This paper presents three things: 

1. A user interface design technique called safe 
staging which is highly appropriate for creating 
learnable security software. 

2. A high-level discussion of how safe staging might 
be applied to applet security. 

3. A brief overview of a detailed experiment in 
which safe staging was applied to public key 
certification in a secure electronic mail 
application. 

What is staging, and how can it be done safely?  Staged 
user interfaces shepherd the user through a sequence of 
stages of system use to increase user understanding and 
protect against errors.  In computer security, especially in 
software that is intended for general consumer use, learning 
how to make effective use of the security mechanisms often 
presents an insurmountable threshold to novices [6].  If that 
threshold can be safely broken down into a series of 
smaller steps, through user interface staging, then the 
usability of the security, and the security of the user, will 
be greatly improved. 
Existing research on varieties of user interface staging, 
such as [2] and [4], relies on explicitly exercised control 
over the user’s progress, and enforced restrictions on user 

actions in the earlier stages.  Such coercive control can be 
appropriate for training in a business software 
environment, and is expected in educational software that 
follows a tutorial model, but is unlikely to be appreciated 
by general consumers, who want to  accomplish their 
primary tasks and may already be disposed to view security 
as an annoying interference.  To develop a technique for 
staging security that does not rely on coercive control, we 
adapt the model provided by existing standards for 
consumer warning labels to create a template for designing 
levels of security use that create a natural sequence, support 
conscious exploration, and protect the user at all times. 
For some security concepts, the significant obstacle to user 
understanding is the distance between the human concern 
underlying the security goal and its abstract representation 
by the security mechanism.  Public key certification is an 
example of such a concept.  We show how our staging 
technique can be usefully adapted to guide the user through 
successive levels of abstraction, and present experimental 
results that strongly support the effectiveness of the staging 
technique.       

USEFUL TERMS 
User interface staging might be designed in a wide variety 
of ways.  In order to more clearly discuss which of those 
ways are useful and appropriate for computer security, we 
define the following terms: 

hard staging:  explicitly enforces requirements for 
when the user may progress to the next stage, and 
restricts user actions in the earlier stages. 
soft staging:  gives the user freedom to decide when to 
progress to the next stage, and encourages progression 
by presenting it as the conceptual path of least 
resistance. 
function restricted staging:  restricts or otherwise 
avoids the use of certain functions until the user is 
competent to manage the security necessary for 
protection.  

 data restricted staging:  avoids exposure of private 
data or other valuable resources to the software until 
the user is competent to manage the security necessary 
for protection. 
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We have already mentioned the reasons why hard staging 
is unlikely to be appropriate in software intended for 
general consumer use.  Function restricted staging faces a 
similar obstacle in that, as security designers, we are often 
attempting to support the adoption of security use by 
people who are already accustomed to using those 
functions without security.  We cannot realistically expect 
users to accept security software that asks them to suspend 
or even delay their access to instant messaging, 
downloadable executables, or electronic mail, yet those are 
some of the applications for which we would most like to 
design truly usable security.  For those reasons, our focus 
here will be on techniques for soft, data restricted staging. 

MAKING SOFT STAGING SAFE 
We assert that the use of a security mechanism can be 
safely postponed by a stage if the user interface can be 
designed to meet the following requirements as soon as the 
stage begins: 

1. The user must know which of the available actions 
are potentially dangerous. 

2. The user must know what bad consequences may 
result from the danger. 

3. The user must know how to use a temporary 
strategy to avoid the danger. 

4. The user must know how to begin learning about 
the postponed security mechanism once the 
limitations imposed by the temporary strategy 
become unacceptable. 

These requirements correspond closely to the ANSI 
standard for consumer product warning labels [1], so it is 
reasonable to expect that this amount of information can be 
successfully conveyed in a brief and eyecatching manner.  
Furthermore, presentation of this amount of information is 
unlikely to significantly delay or annoy a user who already 
understands the security mechanism. 
The temporary strategy for avoiding the danger may be 
based on either data restriction or function restriction.  The 
success of the security user interface as a whole also 
requires that the security mechanism, once the user decides 
to investigate it, be presented in a usable and learnable 
manner, but that is true regardless of whether or not staging 
is used.   

EXAMPLE:  STAGING APPLET SECURITY 
When Java applets were first introduced, it was with the 
expectation that they would be used in a wide variety of 
ways, including, at one extreme, as subscription-based 
replacements for application software such as word 
processors, desktop publishers, and checkbook managers.  
This prospect required web browsers to incorporate applet 
security mechanisms that were flexible enough to allow 
known, authorized applets to access system resources on 
the user’s machine, such as files, directories, and printers, 
while blocking randomly encountered applets from doing 
anything dangerous or perhaps even from executing at all.  

The Java applet security model [3] presents a challenging 
usability problem, since it includes the full complexity of 
digital signature based trust management and access 
control.  Furthermore, because of the design goal of 
encouraging the adoption of applet technology, a restrictive 
default configuration would be problematic, and would in 
any case most likely be quickly circumvented by users.  
The security user interface design in the HotJava web 
browser [5] attempted to solve this dilemma by setting a 
default configuration that restricted applets to running in a 
“sandbox” without access to system files or peripherals, but 
also allowed any digitally signed applet to request 
additional access permissions directly from the user.  This 
design delayed the presentation of trust management and 
access control issues to the user until the first time a signed 
applet made a request for additional permissions, but it did 
not do so safely, since users were thereby set up to have to 
make a sophisticated trust decision on the spot, without any 
advance opportunity to develop the necessary expertise.  It 
is a truism in computer security that users in such a 
situation will nearly always press the “Okay” button and 
hope for the best. 
A design approach that uses soft staging with data 
restriction, by contrast, leads us to begin with a default 
state that allows users to safely postpone understanding of 
both digital signature based trust management and of 
access control policies, while still permitting applets to 
store and access local files within safe limitations.  In the 
default state, or initial stage, applets would be permitted 
access only to a single, dedicated directory, created for that 
use alone and containing no pre-existing files.  The user 
would need to be briefed with the following information, in 
accordance with the safety requirements: 

1. That permitting an applet access to their data is 
dangerous. 

2. That an applet might steal, damage, or otherwise 
misuse their data. 

3. That the danger can be avoided by withholding all 
valuable information from the dedicated applet 
directory and from direct interaction with applets. 

4. That when they wish to consider whether an 
applet may be trusted with valuable information, 
they can investigate the use of digital signatures 
for establishing trust. 

Once the user decided to proceed to the next stage, they 
would have the option of granting a digitally signed applet 
its own dedicated directory, accessible only by applets 
signed with the same private key.  They would need to be 
briefed with the following updated information to maintain 
compliance with the safety requirements: 

1. That permitting an applet access to data that it did 
not itself store is dangerous. 

2. That an applet might steal, damage, or otherwise 
misuse data it does not own. 



3. That they can avoid the danger by continuing to 
withhold any data that they do not want a 
particular applet to have. 

4. That when they wish to allow an applet limited, 
specific access to data outside its own directory, 
they can investigate the access control policy 
mechanism. 

In the final stage, the user would be able to define fine 
grained access control policies for applets signed with 
particular keys, just as they would in the original HotJava 
design.  In this design, however, they would have followed 
a natural, well-supported learning path to arrive at that 
stage, and would at all times have had enough information 
to proceed and explore safely. 

SOFT STAGING FOR THE ABSTRACTION PROBLEM 
Computer security is often confusing to novices not only 
because of the number of new mechanisms to be 
understood, but also because many security mechanisms 
are abstract, pared down formal representations of messy, 
human social concerns such as trust, identification, and 
permission.  One way to help users become comfortable 
with those abstractions might be to design an initial stage 
that combines data restriction with an intuitive, social 
temporary strategy for protecting against the danger.  This 
would allow users to practice thinking about the process for 
which the security mechanism is an abstraction, preparing 
them to recognize the mechanism itself as sensible and 
useful once they decide to investigate it.  Such a temporary 
strategy will probably provide weak protection at best, but 
that is not a safety issue as long as it is combined with data 
restriction and accurate presentation of the remaining 
danger, in accordance with the safe staging requirements. 

EXPERIMENTAL RESULTS 
We designed, implemented, and performed usability testing 
on a secure electronic mail application that included soft, 
data restricted staging to help users understand the highly 
abstract mechanism of public key certification.  A detailed 
discussion of our design and of our testing methodology is 
beyond the scope of this extended abstract, but we briefly 
cover the main points and summarize the results here.  A 
full description of these experiments will appear in a 
forthcoming publication. 

Staging design for public key certification 
We staged public key certification using our method of soft 
staging for the abstraction problem.  Key certification is a 
particularly difficult concept to convey to users, because it 
takes the already complicated social process of having a 
known and trusted individual vouch for another 
individual’s identity, and represents it as an abstract 
mechanism.  To stage it, we attempted to first accustom 
users to thinking about the problem of verifying identity, 
before encouraging them to progress to a second stage in 
which the use of trusted certifiers was available as a 
solution to that problem.  This required a temporary 

strategy for verifying identity that might provide only weak 
verification, but would be easy for users to understand.  
The obvious candidate for such a strategy was the use of 
writing style and references to shared personal data as 
material for verifying identity when trading public keys by 
electronic mail.  The resulting initial stage was thus 
designed to meet the following safety requirements: 

1. The user must know that accepting a public key 
without verifying identity is dangerous. 

2. The user must know that they could be spied on or 
tricked into accepting forged messages if they 
accept the wrong public key. 

3. The user must know that they can get some 
protection by using the weak verification method 
described above, but that it will not protect them 
against a skilled, targeted attack. 

4. The user must know that they can investigate key 
certification when they decide that they want 
stronger security. 

Comparison testing 
We constructed a short paper presentation that explained 
the basics of how to use a public key based electronic mail 
security system such as PGP.  To create a variant 
corresponding to our staged design, we inserted an 
additional two paragraphs of text, describing the use of our 
temporary strategy for weak verification, before the 
explanation of key certification.  We also constructed a 
third, unstaged variant, similar to the presentation of SSL 
in most web browsers, which downplayed the role of secret 
keys.  Test participants were randomly assigned one of the 
three variant presentations, followed by a series of written 
questions about how the security system would be used in a 
variety of scenarios.  In answering those questions, 45% of 
the participants who received the staged variant were able 
to correctly describe the use of key certification, versus 
10% of those who received the basic variant, and none of 
those who received the third variant.  Since the 
presentation of key certification itself was identical across 
all three variants, this strongly suggests that the staging was 
responsible for the greatly increased success rate. 

Proof of concept testing 
We created a fully functional software simulation of our 
staged user interface design and used it to perform formal 
scenario based user testing, similar to that described in [6].  
Two of our twelve test participants experienced difficulties 
that prevented them from trading public keys successfully 
and thus did not progress to the portion of the test 
involving key certification.  Of the remainder, nine out of 
ten were able to successfully and appropriately get their 
own public keys certified, and six out of ten appropriately 
rejected an imposter’s proffered public key for lack of 
certification.  Success on the latter point was also strongly 
correlated with having engaged with the staging by making 
use of the weak verification strategy in an earlier scenario, 



as was success at answering true/false questions about key 
certification in the post-test debriefing questionnaire.  
These are excellent results for what is probably the most 
difficult usability challenge in public key cryptography, 
and appear to accord with the expected usefulness of the 
staging in increasing user understanding. 

CONCLUSIONS 
The technique of user interface staging, appropriately 
adapted to the particular needs of computer security in 
consumer software, can serve as a powerful method for 
safely reducing the immediate complexity of security 
concepts for novice users. 
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