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Abstract—Recent works in deep learning have demonstrated impressive performance using “implicit deep models,” wherein conventional architectures composed of forward-propagating, differentiable parametric layers are replaced by more expressive models composed of an implicitly defined fixed-point equation together with a prediction equation. Methods for training implicit deep models are currently restricted to end-to-end optimization, which relies on solving a matrix-variable fixed-point equation to compute the gradient and an expensive projection step at every iteration. In this work, we extend the idea of greedy layer-wise training, an approach found to yield state-of-the-art performance in conventional deep learning, to a sequential greedy training algorithm for implicit deep models with a strictly upper block triangular structure. We show that such implicit models can be viewed as generalized Dense Convolutional Networks (DenseNets), and thus inherit the parameter efficiency of DenseNets. For models trained with the Euclidean loss, we develop an alternating minimization subroutine for our sequential optimization algorithm, which consists of alternating between efficiently-solvable least squares problems and single hidden-layer training problems. Furthermore, we theoretically prove that training a non-strictly upper triangular ReLU implicit model is equivalent to training a strictly upper block triangular one, allowing for the application of our algorithm to even more general models. Experiments on smooth and nonsmooth function interpolation, and on MNIST and Fashion-MNIST classification tasks, show that our algorithm consistently converges to models that outperform both end-to-end implicit learning and conventional feed-forward models.

I. INTRODUCTION

Over the past decades, the rise in computing power and available data has propelled deep learning to the forefront of machine learning research [1]. Deep learning has also found many applications in control and decision problems, including estimation for power systems, control of autonomous vehicles, and reinforcement learning for systems with uncertainty [2]–[4]. Current deep learning models are built upon the notion of hierarchical architectures, where input information is processed recursively through several forward-propagating, differentiable parametric layers [1]. Canonical examples of this type are standard feed-forward neural networks (FFNs) and convolutional neural networks (CNNs) commonly used to perform image classification [5], [6].

Recent work has proposed a new perspective wherein deep learning models can be analyzed based on implicit prediction rules [7]. This framework, termed “implicit deep learning,” is based on a model consisting of a prediction equation and a fixed-point equilibrium equation in a state vector \( x \in \mathbb{R}^n \):

\[
\begin{align*}
\hat{y}(u) &= Cx + Du, & \text{(prediction equation)} \\
x &= \phi(Ax + Bu), & \text{(fixed-point equation)}
\end{align*}
\]

where \( \phi : \mathbb{R}^n \to \mathbb{R}^n \) is a nonlinear activation map, \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{p \times n}, \) and \( D \in \mathbb{R}^{p \times p} \) are model parameters, and where \( u \in \mathbb{R}^p \) and \( \hat{y} \in \mathbb{R}^q \) are respectively the input and output. The fixed-point equation can be readily interpreted as a discrete-time linear time-invariant (LTI) system composed with the nonlinearity \( \phi \) evaluated at the system’s equilibrium. The prediction equation is equivalent to the standard output equation seen in LTI systems.

The significance of implicit deep learning lies in its representational power: [7] illustrates how it encapsulates most of the current neural network architectures as special cases, including feed-forward, convolutional, and residual networks. This framework can be regarded as a more general model that offers greater capacity to possibly model novel prediction rules for deep learning that may not necessarily be tied to any notion of “network” or “layers” [7].

Previously, the training of implicit models has relied on an end-to-end optimization approach via (stochastic) projected gradient methods, where the gradient is found by implicitly differentiating through the fixed-point equation [7]. This end-to-end approach for dense implicit models suffers from some notable drawbacks. First, computing the gradient at each training step is nontrivial, as it requires solving a separate fixed-point equation in a matrix variable. The gradient step must be followed by a computationally cumbersome projection of the matrix variable \( A \) to ensure well-posedness [7]. Furthermore, optimizing over all model parameters with a global objective obscures the interpretability of the model, as we cannot gain insight into the contribution of each subset of the parameters. Finally, it is known from conventional deep learning that end-to-end optimization landscapes are highly chaotic when training large models [8].

A. Contributions

In this paper, we focus on the efficient training of implicit models with a strictly upper block triangular structure. We first motivate imposing this structure by relating strictly upper block triangular implicit models to generalized Dense Convolutional Networks (DenseNets) and in turn highlight some of the strengths of implicit models with the aforementioned structure via the advantages of DenseNets. Subsequently, we propose a novel sequential, greedy, blockwise training algorithm for implicit deep models with the assumed structure. Unlike end-to-end training, the approach is interpretable and does not rely on projection steps or...
implicit differentiation. We posit that this decomposition into blockwise training alleviates the chaotic optimization landscapes that arise when performing end-to-end training on large implicit models. We experimentally show that our sequential approach outperforms end-to-end training, which aligns with prior findings in the conventional deep learning literature claiming that end-to-end optimization is susceptible to poor local solutions. Finally, we theoretically prove that, for ReLU implicit models, the training for more general, non-strictly upper triangular models (with self-loops between feature blocks) is equivalent to the special case of strictly upper block triangular training, a result novel to the literature.

B. Related Works

a) Implicit Deep Learning: Implicit deep learning is largely inspired by the concurrent works [7], [9]. In [7], implicit models are shown to generalize most of the popular deep learning architectures, sufficient conditions are proven for the uniqueness of their predictions, and methods to assess their robustness are proposed. The paper [9] shows that implicit models are equivalent to infinite-depth feedforward networks, and that they provide memory-efficient state-of-the-art performance for modeling sequential data. In [10], an alternative instantiation of an implicit layer is introduced by means of an ordinary differential equation (ODE). In this framework, termed “neural ODE,” the output of the implicit layer is the solution to the underlying ODE. This is shown to be an expressive model class but requires solving an ordinary differential equation at test-time. Recent works have extended various aspects of the implicit deep learning framework, e.g., to model graph-structured data [11], to multiscale modeling for image classification [12], and to estimate their Lipschitz constants for the purposes of robustness analysis [13]. While implicit models have been studied in a variety of contexts, their current training procedures rely upon end-to-end optimization approaches.

b) Conventional Deep Learning: Deep CNNs have recently garnered a great deal of acclaim due to their success in the ImageNet competition [5], [14]–[16]. The emergence of deep architectures has moved the spotlight on a new set of challenges, including the vanishing gradient problem and parameter redundancy. In particular, architectures such as Residual Networks (ResNets) [14] and Highway networks [15] tackle the vanishing gradient problem by directly passing signals from one layer to the next using identity connections. This has been shown to improve both information and gradient flow in said deep networks. Moreover, techniques such as Stochastic Depth used in ResNets, where layers are randomly dropped during training, have also demonstrated that deep architectures are often plagued by parameter redundancy when having many layers [17]. In [16], the authors introduce the Dense Convolutional Network (DenseNet), which extends the notion of skip connections used in ResNets and Highway networks such that all layers are connected directly with their subsequent layers. As a maximal amount of information is shared between layers, DenseNets are known to have improved gradient propagation and parameter efficiency [16]. While [7] shows how CNNs and ResNets can be viewed as special cases of implicit models, we formalize this for DenseNets. This enables us to speak of the benefits of implicit models in terms of the benefits of DenseNets.

c) Layer-Wise Optimization: The sequential, blockwise training approach proposed in this work can be seen as a generalization of layer-wise optimization for traditional neural networks. The paper [18] introduces greedy layer-wise training for deep neural networks, wherein the parameters are optimized per-layer in a sequential manner to pre-train an initialization of the network, which is then used in end-to-end optimization. This approach is motivated by the hypothesis that end-to-end gradient-based optimization is susceptible to becoming stuck in poor local solutions, whereas an individual layer’s sub-optimization has a more benign landscape, which is justified by the authors experimentally. The work [19] extends the greedy layer-wise approach to convolutional neural networks, and finds that the learned model outperforms the state-of-the-art end-to-end training methods on the large-scale CIFAR-10 and ImageNet datasets.

C. Notations

Throughout this work, we define an implicit model using parameters $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times p}$, $C \in \mathbb{R}^{q \times n}$, and $D \in \mathbb{R}^{q \times p}$ with nonlinear activation map $\phi: \mathbb{R}^n \rightarrow \mathbb{R}^n$. The element-wise absolute value of $A$ is denoted by $|A|$. The Perron-Frobenius eigenvalue of $|A|$, i.e., the real eigenvalue larger than the modulus of all other eigenvalues, is denoted by $\lambda_{PF}(|A|)$. The input matrix with $m$ input vectors $u \in \mathbb{R}^p$ is represented by $U \in \mathbb{R}^{p \times m}$, and similarly the target matrix with $m$ output vectors $y \in \mathbb{R}^q$ is represented by $Y \in \mathbb{R}^{q \times m}$. The notation $[\alpha]$ represents the floor operator on scalar $\alpha$. For a vector $x \in \mathbb{R}^n$ and natural number $p$, $\|x\|_p$ denotes the $\ell_p$-norm of $x$, whereas for a matrix $M \in \mathbb{R}^{m \times n}$, $\|M\|_p$ denotes the Frobenius norm and $\|M\|_p$ represents the $\ell_p$-induced operator norm: $\|M\|_p = \sup_{x \neq 0} \frac{\|Mx\|_p}{\|x\|_p}$. The rectified linear unit is $\text{ReLU}(\cdot) = \max\{0, \cdot\}$, where, for the matrix $M$, the maximum is taken element-wise. If $M \in \mathbb{R}^{n \times n}$ is square, then we write $\text{diag}(M)$ to mean the $n$-vector $(M_{11}, M_{22}, \ldots, M_{nn})$. Finally, $\mathcal{U}(a, b)$ denotes the uniform probability distribution with support $[a, b]$.

II. BACKGROUND

A. Well-posedness of Implicit Models

The state $x$, characterized by the fixed-point equation, can be thought to represent the latent features extracted from the input [7]. In general, however, the fixed-point equation may not necessarily be well-posed in $x$—the activation map $\phi$ and matrix $A$ must adhere to certain conditions to ensure the existence of a unique solution $x$ to the fixed-point equation. Unique solutions to the fixed-point equation are desirable as this transfers to unique input-to-prediction mappings of the implicit model. The recent work [7] has introduced rigorous and numerically tractable conditions under which the fixed-point equation has a unique solution, which we recall in this section. In subsequent sections, we will show how such
conditions can be incorporated into the training problem as constraints to guarantee the well-posedness of the learned model. We begin with a few definitions.

**Definition 1.** A matrix $A \in \mathbb{R}^{n \times n}$ is said to be well-posed with respect to $\phi$ if, for all $b \in \mathbb{R}^{n}$, the equation

$$x = \phi(Ax + b)$$

has a unique solution $x \in \mathbb{R}^{n}$.

We write $A \in \text{WP}(\phi)$ to mean that $A$ is well-posed with respect to $\phi$.

**Definition 2.** A map $\phi : \mathbb{R}^{n} \to \mathbb{R}^{n}$ is called component-wise non-expansive (CONE) if $|\phi_i(x) - \phi_i(y)| \leq |x_i - y_i|$ for all $x, y \in \mathbb{R}^{n}$ and all $i \in \{1, 2, \ldots, n\}$.

Note that ReLU, leaky ReLU, sigmoid, and tanh activation maps are all CONE maps. CONE maps allow for a simple sufficient condition to ensure that the fixed-point equation is well-posed:

**Theorem 1** (Well-Posedness of CONE Maps [7]). Assume that $\phi$ is a CONE map. If $\lambda_{PF}(|A|) < 1$, then $A \in \text{WP}(\phi)$ and the fixed-point iteration $x(0) = 0$, $x(t+1) = \phi(Ax(t) + b)$, $t \in \{0, 1, 2, \ldots \}$, converges to the unique solution of (1).

We remark that the set $A_{PF} := \{A \in \mathbb{R}^{n \times n} : \lambda_{PF}(|A|) < 1\}$ is not convex, but the inequality $\lambda_{PF}(|A|) < \|A\|_{\infty}$ implies that $A_{PF} := \{A \in \mathbb{R}^{n \times n} : \|A\|_{\infty} < 1\}$ is a convex subset of $A_{PF}$, which is useful for efficiently treating the constraint $A \in \text{WP}(\phi)$ in the training problem. This work focuses on models where $\phi$ satisfies the CONE property.

**B. Training Problem**

We now turn our attention to formalizing the training problem for the implicit model. Suppose that we are given an input matrix $U = [u_1 \ \ldots \ u_m] \in \mathbb{R}^{n \times m}$ and a target matrix $Y = [y_1 \ \ldots \ y_m] \in \mathbb{R}^{p \times m}$. The prediction and fixed-point equation of the implicit model can then be written in matrix form as

$$\hat{Y}(U) = CX + DU,$$

$$X = \phi(AX + BU),$$

where $\hat{Y}(U) = [\hat{y}(u_1) \ \ldots \ \hat{y}(u_m)] \in \mathbb{R}^{q \times m}$. The training problem is then formulated as

$$\min_{A, B, C, D, x} \mathcal{L}(Y, CX + DU) + \mathcal{P}(A, B, C, D)$$

$$\text{s.t.} \quad X = \phi(AX + BU), \ A \in \text{WP}(\phi),$$

where the loss function $\mathcal{L}$ is convex in its second argument, and $\mathcal{P}$ is an optional convex penalty function. As shown in Theorem 1, when $\phi$ is a CONE map, it suffices to replace the constraint $A \in \text{WP}(\phi)$ by the nonconvex constraint $\lambda_{PF}(|A|) < 1$. For efficient treatment, the nonconvex constraint can be relaxed to the convex constraint $\|A\|_{\infty} < 1$.

**III. STRICTLY BLOCK TRIANGULAR IMPLICIT MODELS**

We begin by partitioning an implicit model of order $n$ into $L > 1$ uniform parts as $n = n_1 + \cdots + n_L$, where $n_i = \lfloor \frac{n}{L} \rfloor$ for $i \in \{1, 2, \ldots, L - 1\}$ and $n_L = n - \sum_{i=1}^{L-1} n_i$. We may write the model matrices in terms of blocks associated with each part of the partition:

$$A = \begin{bmatrix}
A_{L,L} & A_{L,L-1} & \cdots & A_{L,1} \\
A_{L-1,L} & A_{L-1,L-1} & \cdots & A_{L-1,1} \\
\vdots & \vdots & \ddots & \vdots \\
A_{1,L} & A_{1,L-1} & \cdots & A_{1,1}
\end{bmatrix}, \quad B = \begin{bmatrix}
B_L \\
B_{L-1} \\
\vdots \\
B_1
\end{bmatrix},$$

$$C = \begin{bmatrix}
C_L \\
C_{L-1} \\
\vdots \\
C_1
\end{bmatrix}, \quad X = \begin{bmatrix}
X_L \\
X_{L-1} \\
\vdots \\
X_1
\end{bmatrix},$$

where $A_{i,j} \in \mathbb{R}^{n_i \times n_j}$, $B_i \in \mathbb{R}^{n_i \times p}$, $C_i \in \mathbb{R}^{q \times n_i}$, and $X_i \in \mathbb{R}^{n_i \times m}$ for all $i, j \in \{1, 2, \ldots, L\}$. Next, we impose the following assumptions on our model.

**Assumption 1.** The activation map $\phi$ is a CONE map.

As mentioned earlier, most common activation maps used in deep learning, e.g., ReLU, are CONE maps, and therefore Assumption 1 is not restrictive. Moreover, this assumption allows the use of convex constraints to enforce the desirable well-posedness guarantee upon the model.

**Assumption 2.** The prediction equation has no feed-through from the input; $D = 0$.

Since feed-forward neural networks with non-polynomial activation maps, e.g., ReLU maps, are universal function approximators [20], and implicit models recover feed-forward neural networks with $D = 0$ and appropriate choices of $A, B, C$, it holds that the implicit model remains a universal function approximator under Assumption 2.

**Assumption 3.** The matrix $A$ is strictly upper block triangular, i.e., $A_{i,j} = 0$ for all pairs $(i, j)$ with $i \leq j$.

Assumption 3 is not restrictive in practice, since an implicit model with such a matrix $A$ is able to represent standard network architectures used today, e.g., feed-forward, convolutional, and residual networks [7]. In fact, feed-forward networks correspond to setting $A_{i,j} = 0$ for all pairs $(i, j)$ such that $j \neq i+1$, and therefore it is easily shown that our strictly upper block triangular model matrix allows for precisely $(L-2)n_1n_L + \frac{1}{2}(L-2)(L-3)n_i^2$ more nonzero parameters than standard feed-forward models of the same model order $n$. Furthermore, Assumption 3 is justified from a computational standpoint, since the condition $A \in \text{WP}(\phi)$ is trivially satisfied as $\phi$ is a CONE map, allowing us to remove this constraint from the training problem.

**A. Relation to DenseNets**

While [7] has already established how implicit models can encapsulate a significant subset of conventional architectures, we now highlight the relationship between implicit models with strictly upper block triangular structure and DenseNets as conceived in [16].
The training problem under Assumptions 1-3 reduces to an algorithm for strictly upper block triangular implicit models. This combination of the softmax and negative cross-entropy loss: \( \mathcal{L}(X, Y) = \log(1^\top \times \exp(Y))1 - \text{Tr}(Y^\top \hat{Y}) \). (9)

Remark 2. Each subproblem can be solved using gradient-based local search heuristics implemented with automatic differentiation software. Note that the \( i \)th subproblem can be decomposed into a regression upon the target using both a feedforward component and direct linear (skip) contributions from the previous feature blocks. As such, this sequential approach avoids the need for implicit differentiation.

Remark 3. Even though our approach sets up a uniform partition of the model order \( n \), this partition can be chosen arbitrarily. The reason the algorithm is initialized with a uniform partition is that the training complexity is equally distributed amongst all subproblems.

Remark 4. Inherent to our approach is the restriction of \( A \) as a strictly upper block triangular matrix. This assumption alleviates the requirement to project \( A \) onto the well-posedness ball at each iteration of the gradient-based optimization method. In particular, when considering the convex constraint \( \|A\|_\infty < 1 \), sufficient for well-posedness, our method saves running a bisection method with complexity \( O(n^3) \) at each projected gradient update.

Remark 5. Our approach puts less strain on the memory requirements during the training procedure as compared to the end-to-end optimization. For the former, the \( i \)th subproblem only requires optimizing a subset of \( n_i (\sum_{j=1}^{i-1} n_j + m + p) + q \sum_{j=1}^{i-1} n_j \) parameters, whereas the latter optimizes over \( n (n_m + m + p + q) \) parameters simultaneously. In the case where we have a large order model and \( n \gg n_i \), each optimization of the blockwise method needs to update significantly fewer parameters at a time than in the end-to-end method.

Remark 6. The greedy blockwise approach also lends itself to an increased interpretability of the implicit model param-
etters. Within an end-to-end training approach of a dense implicit model, we lack insight into how the parameters are working together to minimize the loss. Our approach directly supervises the training for each subblock of parameters. In the first optimization, blocks $B_1$, $C_1$, and $X_1$ attempt to directly regress upon the target. For the $i^{th}$ optimization, the additional fixed-point parameters $\{A_{i,j}\}_{j=1}^i$, $B_i$, and $X_i$ attempt to improve the regression by offering greater modeling capacity while auxiliary parameters $\{C_j\}_{j=1}^i$ re-weight the contribution of each feature block $\{X_j\}_{j=1}^i$.

A. Alternating Minimization for Implicit Models

While local search presents a valid means to solve the subproblems of Algorithm 1, we also propose an efficient alternating minimization heuristic for models trained under the squared Euclidean loss.

Assumption 4. The training problem uses the squared Euclidean loss (8).

When considering the training problem of implicit models with Euclidean loss, we can formulate the $i^{th}$ subproblem in Algorithm 1 as follows:

$$\min_{\{A_{i,j}\}_{j=1}^i, B_i, (C_j)_{j=1}^i, X_i} \|Y - \sum_{j=1}^i C_j X_j\|_F^2, \quad \text{s.t.} \quad X_i = \phi(\sum_{j=1}^{i-1} A_{i,j} X_j + B_i U).$$

Rather than using a local search method to solve (10), we can leverage an alternating minimization heuristic. This subroutine is formalized in Algorithm 2. It decomposes each subproblem into alternating between solving a least squares problem and a single hidden-layer neural network training problem, each with global optimality guarantees. Each least squares problem (11) can be solved to global optimality with a computational complexity of $O((\sum_{j=1}^i n_j)^3)$, while there exist guarantees for solving the shallow training problem to (near) global optimality via local search heuristics [21], [22].

B. Extension to Non-Strict Upper Triangular ReLU Models

In this section, we relax Assumption 3 to allow for $A$ to be upper triangular, i.e., we now assume that $A_{i,j} = 0$ for all pairs $(i, j)$ with $i < j$ and $A_{i,i}$ is upper triangular for all $i$. This new model structure allows for self-loops at all of the feature blocks $X_i$ (i.e., self-loops at the circular nodes in Figure 1). In this case, the $i^{th}$ subproblem (7) in the blockwise sequential approach becomes

$$\min_{\{A_{i,j}\}_{j=1}^i, B_i, (C_j)_{j=1}^i, X_i} \mathcal{L}(Y, \sum_{j=1}^i C_j X_j), \quad \text{s.t.} \quad X_i = \phi(\sum_{j=1}^{i-1} A_{i,j} X_j + B_i U),$$

for $i \in \{1, 2, \ldots, L\}$, where the constraints $-1 < \text{diag}(A_{i,i}) < 1$, $\text{diag}(A_{i,j}) = 0$ for all $k > l$, and linear constraints ensuring that the
Algorithm 2 Alternating Minimization Subroutine

Input: Features \{X_j\}_{j=1}^{i-1} from first \(i-1\) subproblems.  
Parameters: Number of alternating iterations \(T\).  
Return: \{A_{ij}\}_{j=1}^{i-1}, B_i, X_i, and \{C_{j}\}_{j=1}^{i}.

begin subroutine

1. Initialize \(X_i\).

for \(t \in \{1,2,\ldots, T\}\) do

2. Solve least squares optimization

\[
\min_{\{C_j\}_{j=1}^{i}} \|Y - \sum_{j=1}^{i} C_j X_j\|_F^2. \tag{11}
\]

3. Solve single hidden-layer ReLU training problem

\[
\min_{A_i, X_i} \|\tilde{Y} - C_i X_i\|_F^2, \quad \text{s.t.} \quad X_i = \phi(\tilde{A}_i U_i),
\]

with \(\tilde{Y} = Y - \sum_{j=1}^{i-1} C_j X_j\),

\[
\tilde{A}_i = [A_{i,i-1} \ldots A_{i,1} B_i],
\]

and

\[
U_i = [X_{i-1}^T \ldots X_i^T U_i]^T.
\]

end for

end subroutine

A triangular matrix \(A\) is well-posed with respect to \(\phi\), as guaranteed by Theorem 1. The difficulty in the new problem (13) is the fact that the constraint on the variable \(X_i\) is now an implicit equality constraint. In general, this requires the use of implicit differentiation at each step of a gradient-based optimization algorithm, making each of the subproblems nontrivial to solve, and eliminating the immediate applicability of the alternating subroutine of Algorithm 2. Despite this challenge, we prove in Theorem 2 that for ReLU models, the feasible set of (13) is equivalently expressed in terms of an explicit equality constraint, making the \(i\)th subproblem equivalent to a re-weighted subproblem under our original strictly upper block triangular assumption. For the sake of exposition, we assume that \(n_j = 1\). We generalize the result to arbitrary \(n_j\) in Appendix 1.

Theorem 2. Assume that \(\phi = \text{ReLU}\) and \(n_j = 1\) for all \(j \in \{1,2,\ldots, L\}\), and let \(X_i \in \mathbb{R}^{L \times m}\). Then, if there exist \(\{A_{ij}\}_{j=1}^{i-1}, B_i, \{C_j\}_{j=1}^{i}\) that together with \(X_i\) are feasible for (13) if and only if there exist \(\gamma_1, \ldots, \gamma_{i-1}, \lambda_1, \ldots, \lambda_p \in \mathbb{R}\) such that \(X_i = \text{ReLU} \left( \sum_{j=1}^{i-1} \gamma_j X_j + \sum_{k=1}^{p} \lambda_k U_k \right)\), where \(U_k\) is the \(k\)th row of \(U\).

Proof. Notice that, since \(n_j = 1\) for all \(j\), every block of \(A\) is a scalar, so we write \(A_{ij} = a_{ij}\). Similarly, denote the \(k\)th element of the row vector \(B_i\) by \(b_{ik}\).

Suppose that \(\{a_{ij}\}_{j=1}^{i} = 1, B_i, \text{ and } \{C_{j}\}_{j=1}^{i}\), together with \(X_i\), are feasible for (13). Then \(-1 < a_{ii} < 1\) and

\[
X_i = \text{ReLU} \left( \sum_{j=1}^{i} a_{ij} X_j + \sum_{k=1}^{p} b_{ik} U_k \right).
\]

Let \(l \in \{1,2,\ldots, m\}\). If \(X_{il} \neq 0\), then we have that

\[
0 < X_{il} = \text{ReLU} \left( \sum_{j=1}^{i} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} \right) = \sum_{j=1}^{i} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl}.
\]

Hence, \(X_{il} = \sum_{j=1}^{i-1} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} = \text{ReLU} \left( \sum_{j=1}^{i-1} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} \right)\). On the other hand, if \(X_{il} = 0\), then \(\sum_{j=1}^{i} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} = \sum_{j=1}^{i-1} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} \leq 0\), so \(\sum_{j=1}^{i-1} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} \leq 0\), which implies that again \(X_{il} = \text{ReLU} \left( \sum_{j=1}^{i-1} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} \right)\). Thus, it holds that

\[
X_i = \text{ReLU} \left( \sum_{j=1}^{i-1} a_{ij} X_{jl} + \sum_{k=1}^{p} b_{ik} U_{kl} \right),
\]

which proves the forward direction with \(\gamma_j = \frac{a_{ij}}{1-a_{ii}}\) and \(\lambda_k = \frac{b_{ik}}{1-a_{ii}}\).

Now, suppose there exist \(\gamma_1, \ldots, \gamma_{i-1}, \lambda_1, \ldots, \lambda_p \in \mathbb{R}\) such that \(X_i = \text{ReLU} \left( \sum_{j=1}^{i-1} \gamma_j X_j + \sum_{k=1}^{p} \lambda_k U_k \right)\). Then, let \(\epsilon > 0\) and define \(\{A_{ij}\}_{j=1}^{i-1} \subset \mathbb{R}, B_i \subset \mathbb{R}^{L \times m}\) by \(A_{i,i} = a_{ii} := 1 - \epsilon, A_{i,j} = (1-a_{ii}) \gamma_j\) for all \(j \in \{1,2,\ldots, i-1\}\), and \(B_{ik} = (1-a_{ii}) \lambda_k\) for all \(k \in \{1,2,\ldots, p\}\). Let \(\{C_j\}_{j=1}^{i} \subset \mathbb{R}^{L \times m}\) be arbitrary. Then, by construction \(-1 < \text{diag}(A_{ij}) < 1\), and \(\{A_{ij}\}_{j=1}^{i-1} \subset \mathbb{R}^{L \times m}\) for all \(k > l\). Reversing the steps of the forward direction proof also shows that our parameter choice yields \(X_i = \text{ReLU} \left( \sum_{j=1}^{i-1} A_{ij} X_j + B_i U \right)\). Thus, \(\{A_{ij}\}_{j=1}^{i} \subset \mathbb{R}^{L \times m}\), together with \(X_i\), are feasible for (13).

Theorem 2 shows that the implicit constraint in the nonstrict training problem (13) may be equivalently replaced by an explicit constraint, avoiding the need to use implicit differentiation in solving the optimization for non-strict models.

V. EXPERIMENTS

A. Nonlinear Function Interpolation via Regression

We consider the tasks of interpolating real, univariate, nonlinear, smooth and nonsmooth functions via regression. As illustrative examples, we consider the smooth function

\[
f_1(u) = 5 \cos(\pi u) \exp(-\frac{1}{2}|u|)
\]

introduced in [7], and the nonsmooth function \(f_2(u)\) formed by the product of a sawtooth waveform and a decaying exponential. The true functions \(f_1(u)\) and \(f_2(u)\) are presented in Figures 3 and 4, respectively. Training datasets were constructed by drawing 500 samples \(\{(u_i, y_i)\}_{i=1}^{500}\).
an i.i.d. manner where \( u_i \sim U(-5, 5) \) and \( y_i \sim U(f_j(u_i) - 1, f_j(u_i) + 1) \) for \( j \in \{1, 2\} \). To mitigate stochasticity within the interpolation performance of the considered models, the training datasets were sampled 10 times and the average model performance is considered for comparison. The test datasets were formed by evaluating the true functions at 1000 uniformly spaced inputs \( u \in [-5, 5] \). As a comparison benchmark, a feed-forward network (FFN) with architecture (1-25-25-25-25-1) consisting of 4 hidden layers with 25 hidden units each was trained using the ADAM optimizer with step size 0.01 until convergence [23]. We measure the capacity of a model by summing up all of its parameters. For the considered FF architecture (with univariate inputs), the capacity is \( 25 + 3 \times 25^2 = 1900 \) parameters. We compare the average performance of this FFN with an implicit model of order \( n = 30 \). For end-to-end training, such a model has a capacity of \( n(n + p + q) = 960 \) parameters. The blockwise approach has approximately half the capacity due to the strictly block upper triangular assumption made on \( A \). In this experiment, the blockwise training approach used a partition of \( L = 10 \). Local search heuristics for solving the blockwise subproblems used the same optimizer configurations as was used for the FFN training, i.e., ADAM optimizer with a step size of 0.01. Visual illustrations of the average interpolation performance of the blockwise trained implicit models on the smooth and nonsmooth functions are shown in Figures 3 and 4. Tables I and II show the average test root-mean-square error (RMSE) as well as average training times (as run on a 2.6 GHz 6-Core CPU) of the different models on the two considered tasks. The blockwise trained implicit model significantly outperforms both the FFN and the end-to-end trained implicit model. The improved performance over the FFN comes even though the implicit model has a significantly lower capacity than the FFN. This empirically corroborates the parameter efficiency advantage inherent to implicit models. The fact that the blockwise approach also notably outperforms the end-to-end optimization suggests that our proposed training method is better able to exploit the parameter efficiency property. We also note a marked improvement in training time for the blockwise approach over the end-to-end optimization. This is due to the elimination of the well-posedness projections and fixed-point iterations.

### Table I

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Time (s)</th>
<th>Test RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit (Blockwise, Local Search)</td>
<td>4</td>
<td>0.29</td>
</tr>
<tr>
<td>Implicit (End-to-End)</td>
<td>51</td>
<td>1.72</td>
</tr>
<tr>
<td>FFN</td>
<td>14</td>
<td>0.42</td>
</tr>
</tbody>
</table>

#### B. Classification Tasks

We next evaluate our algorithm on classification tasks by considering the MNIST and the Fashion-MNIST datasets [24]. The former considers handwritten digit classification, whereas the latter focuses on fashion product classification.

For both datasets, the 28 \times 28 pixel input images were reshaped into 784-dimensional input vectors. Moreover, we chose \( m = 6 \times 10^4 \) training samples and \( 10^4 \) test samples. As a comparison benchmark, a FFN with architecture (784-64-32-16-10) was trained using the ADAM optimizer with step size 0.001 for 200 epochs. The capacity of the FF architecture is \( 784 \times 64 + 64 \times 32 + 32 \times 16 + 16 \times 10 = 52896 \) parameters. Our implicit model was initialized with an order \( n = 32 \) and for the case of our blockwise greedy algorithm we used \( L = 16 \) partitions (trained using local search). Each optimization for the implicit model was carried out for 200 epochs to keep consistency with the FFN baseline. For the end-to-end optimization the capacity of the model is \( 32 \times 32 + 32 \times 784 + 32 \times 16 + 16 \times 10 = 26432 \). Similarly, with a strictly upper triangular structure, the capacity of the model used with blockwise training is approximately 26000 parameters. Table III shows the test accuracy (%) and training times for the considered models on both datasets.

The sequential blockwise trained implicit models outperform the models trained with end-to-end optimization as well as the FFN on both datasets. Across both datasets, the
A sequential approach yields a significant computational speed up in the training time over the end-to-end optimization. Furthermore, as the implicit models were designed with significantly less parameters than the FFN, the results highlight the former’s parameter efficiency which we were again able to exploit better using the sequential training approach.

VI. CONCLUSION

In this work, we introduce a sequential, greedy algorithm for training triangular implicit deep models in a blockwise fashion. We show how the corresponding subproblems can be decomposed into a subroutine that alternates between a least squares optimization and an easily solved single hidden-layer neural network training problem. We theoretically prove that, for the more general non-strictly triangular ReLU implicit models, the challenging implicit constraints can be equivalently replaced by more tractable explicit constraints, allowing for our algorithm to be applied to such models. Experiments on function interpolation, as well as MNIST and Fashion-MNIST classification tasks, show that our algorithm learns models with performance superior than end-to-end optimization and conventional feed-forward neural networks, with computation times lower than the end-to-end approach, making the proposed sequential algorithm a promising new approach for training implicit deep models.
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APPENDIX I

GENERALIZATION OF THEOREM 2

Below, we generalize Theorem 2 to the case where the partition sizes $n_j$ may be larger than unity. The result shows...
that, again, the implicit constraint on $X_i$ may be replaced by equivalent explicit ones.

**Theorem 3.** Assume that $\phi = \text{ReLU}$, and let $X_i \in \mathbb{R}^{n_i \times m}$. Then, there exists $\{A_{i,j}\}_{j=1}^{i}, B_i, \{C_{j}\}_{j=1}^{i}$ that together with $X_i$ are feasible for (13) if and only if, for all $k \in \{1, 2, \ldots, n_i\}$ and all $l \in \{1, 2, \ldots, m\}$, there exists $\gamma_{k1}^{(1)}, \ldots, \gamma_{kn_i}^{(1)} \in \mathbb{R}$, ..., $\gamma_{k1}^{(i-1)}, \ldots, \gamma_{kn_{i-1}}^{(i-1)} \in \mathbb{R}$, $\gamma_{k(k+1)}^{(i)}, \ldots, \gamma_{kn_i}^{(i)} \in \mathbb{R}$, and $\lambda_{k1}, \ldots, \lambda_{kp} \in \mathbb{R}$ such that

$$(X_i)_{kl} = \text{ReLU} \left( \sum_{r=k+1}^{n_i} \gamma_{kr}^{(i)} (X_i)_{rl} + \sum_{j=1}^{i-1} \sum_{r=1}^{n_j} \gamma_{jr}^{(j)} (X_j)_{rl} + \sum_{r=1}^{p} \lambda_{kr}(U)_{rl} \right).$$

**Proof.** Suppose that $\{A_{i,j}\}_{j=1}^{i}, B_i, \{C_{j}\}_{j=1}^{i}$, together with $X_i$, are feasible for (13). Then $-1 < \text{diag}(A_{i,i}) < 1$, $(A_{i,i})_{kl} = 0$ for all $k > l$, and

$$X_i = \text{ReLU} \left( \sum_{j=1}^{i} A_{i,j}X_j + B_iU \right).$$

Let $k \in \{1, 2, \ldots, n_i\}$ and $l \in \{1, 2, \ldots, m\}$. If $(X_i)_{kl} \neq 0$, then we have that

$$(X_i)_{kl} = \text{ReLU} \left( \sum_{j=1}^{i} \sum_{r=1}^{n_j} (A_{i,j})_{kr}(X_j)_{rl} + \sum_{r=1}^{p} (B_i)_{kr}(U)_{rl} \right)$$

$$= \sum_{j=1}^{i} \sum_{r=1}^{n_j} (A_{i,j})_{kr}(X_j)_{rl} + \sum_{r=1}^{p} (B_i)_{kr}(U)_{rl}$$

$$= \sum_{r=k+1}^{n_i} (A_{i,i})_{kr}(X_i)_{rl} + \sum_{j=1}^{i-1} \sum_{r=1}^{n_j} (A_{i,j})_{kr}(X_j)_{rl} + \sum_{r=1}^{p} (B_i)_{kr}(U)_{rl}$$

$$= \sum_{r=k}^{n_i} (A_{i,i})_{kr}(X_i)_{rl} + \sum_{j=1}^{i-1} \sum_{r=1}^{n_j} (A_{i,j})_{kr}(X_j)_{rl} + \sum_{r=1}^{p} (B_i)_{kr}(U)_{rl},$$

so

$$0 \geq \sum_{r=k+1}^{n_i} (A_{i,i})_{kr}(X_i)_{rl} + \sum_{j=1}^{i-1} \sum_{r=1}^{n_j} (A_{i,j})_{kr}(X_j)_{rl} + \sum_{r=1}^{p} (B_i)_{kr}(U)_{rl},$$

which implies that again

$$(X_i)_{kl} = \text{ReLU} \left( \sum_{r=k+1}^{n_i} \frac{(A_{i,i})_{kr}}{1 - (A_{i,i})_{kk}} (X_i)_{rl} + \sum_{j=1}^{i-1} \sum_{r=1}^{n_j} \frac{(A_{i,j})_{kr}}{1 - (A_{i,i})_{kk}} (X_j)_{rl} + \sum_{r=1}^{p} \frac{(B_i)_{kr}}{1 - (A_{i,i})_{kk}} (U)_{rl} \right).$$

Thus, (15) holds with $\gamma_{kr}^{(j)} = \frac{(A_{i,j})_{kr}}{1 - (A_{i,i})_{kk}}$ and $\lambda_{kr} = \frac{(B_i)_{kr}}{1 - (A_{i,i})_{kk}}$, which proves the forward direction.

Now, suppose that, for all $k \in \{1, 2, \ldots, n_i\}$ and all $l \in \{1, 2, \ldots, m\}$, there exists $\gamma_{k1}^{(1)}, \ldots, \gamma_{kn_i}^{(1)} \in \mathbb{R}$, ...
\[ \gamma_{k1}, \ldots, \gamma_{kn_{i-1}} \in \mathbb{R}, \gamma_{k(k+1)}, \ldots, \gamma_{kn_{i}} \in \mathbb{R}, \text{ and} \\
\lambda_{k1}, \ldots, \lambda_{kp} \in \mathbb{R} \text{ such that (15) holds. Then, let } \epsilon > 0 \text{ and define } A_{i,j} \in \mathbb{R}^{n_{i} \times n_{j}} \text{ for } j \in \{1, 2, \ldots, i\} \text{ and } B_{i} \in \mathbb{R}^{n_{i} \times p} \\
\text{by } (A_{i,i})_{kk} = 1 - \epsilon \text{ for all } k \in \{1, 2, \ldots, n_{i}\}, (A_{i,i})_{kl} = 0 \text{ for all } k > l, (A_{i,i})_{kr} = (1 - (A_{i,i})_{kk}) \gamma_{i}^{(i)} \text{ for all } k < r, \\
(A_{i,j})_{kr} = (1 - (A_{i,i})_{kk}) \gamma_{j}^{(i)} \text{ for all } k \in \{1, 2, \ldots, n_{i}\}, \text{ all } r \in \{1, 2, \ldots, n_{j}\}, \text{ and all } j \in \{1, 2, \ldots, i - 1\}, \text{ and} \\
(B_{i}) = (1 - (A_{i,i})_{kk}) \lambda_{kr} \text{ for all } k \in \{1, 2, \ldots, n_{i}\} \text{ and all } r \in \{1, 2, \ldots, p\}. \text{ Let } \{C_{j}\}_{j=1}^{i} \subseteq \mathbb{R}^{q \times 1} \text{ be arbitrary.} \\
\text{Then, it is clear by construction that } -1 < \text{diag}(A_{i,i}) = (1 - \epsilon)1_{n_{i}} < 1 (\text{where } 1_{n_{i}} \text{ is the } n_{i}-\text{vector of all ones}), \text{ and} \\
(A_{i,i})_{kl} = 0 \text{ for all } k > l. \text{ Reversing the steps of the forward direction proof also shows that our choice of parameters yields } X_{i} = \text{ReLU} \left( \sum_{j=1}^{i} A_{i,j}X_{j} + B_{i}U \right), \text{ so} \\
\{A_{i,j}\}_{j=1}^{i}, B_{i}, \{C_{j}\}_{j=1}^{i}, \text{ together with } X_{i}, \text{ are feasible for (13).} \]