An Analysis of Injection Locked Clocking with Ring Oscillators

Suchit Bhattarai and Rachel Nancolls

Abstract—In the recent years, injection locked clocking (ILC) has been proposed as a solution to the power and skew problems of high-speed clocking in mixed-signal VLSI systems and microprocessors. A number of ILC schemes have been proposed that use local oscillators based on LC-tanks and complex digital feedback systems, but these have proved impractical for area-constrained digital design. Here we explore the possibility of using current staved ring oscillators for ILC. We develop a simple analytic model for performing optimal sizing of conventional and ILRO clock trees. Through analytic and Cadence simulations, we find that ILROs consume about 4% more energy and have potentially 23% more delay than conventional clock trees.
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1 INTRODUCTION

In the face of shrinking feature size, one of the major challenges faced by digital designers is the distribution of clocks in highly integrated systems such as microprocessors. In particular, on-chip clocks must drive large capacitive gains (often on the order of $10^5$ or higher) while minimizing skew and jitter and meeting tight dynamic power specs [8]. In conventional clocking schemes that employ a global PLL-locked reference distributed through buffer chains and clock grids, the power required to constantly switch the large capacitive loads can consume 40% of the chip’s total power budget [2]. This is a significant problem in modern low-power multi-core systems. Furthermore, with increasing clock speeds, compensating for skew and jitter requires an increasingly large percentage of the clock period, which reduces time allowed for the critical path [2]. In recent years, injection-locked clocking has been proposed as a solution for reducing the skew, jitter, and power consumption of the clock network. However, the existing injection-locked clocks are too area intensive, as these oscillators rely mostly on analog circuit blocks, such as L-C tanks. In this study we investigate the feasibility of injection-locked ring oscillators as a low-power, low-area and an easily integrable solution for clock distribution. Our major focus is to do a comparative analysis between conventional clocking approach through buffer chains and the injection-locking based distribution scheme in the presence of interconnect parasitics and their associated process variations. In section 2, we present a brief analysis of the current state-of-the-art in injection locked clocking, followed by a rigorous analytical derivation of the considerations in designing injection-locked ring oscillator systems in section 3. In section 4, we describe our circuit-level simulations, followed by a comprehensive summary of our results both at the MATLAB design level and circuit-level in section 5.

2 EXISTING ILO SCHEMES

2.1 Injection Locking

In the past decade, several research groups have contributed significant effort towards advancing the concept of injection-locked clocking. Injection-locking involves injecting a global clock into local voltage-controlled oscillators (VCOs), known as injection-locked oscillators (ILOs). If the relative power of the injected signal is sufficiently large compared to the local oscillation and their frequency difference is small, the ILO will lock to frequency of the injected signal [2][3][4]. This is illustrated in the block diagram in figure 1. Although there are a number of injection schemes that could be represented by the summation block, current summing is both the simplest and most common. Using ILOs means the load seen by the global clock is reduced, which can reduce the number of buffers in the global clock tree. Compared to conventional clocking, ILC has been shown to reduce the total dynamic power by about 25% due to this reduced load. The ability to injection-lock to harmonics of a signal also makes injection-locked oscillators (ILOs) ideal for frequency multiplication [1], which can further reduce the clock’s power consumption by allowing for a lower frequency global clock. Finally, if the total number of gates is reduced in an injection-locked clocking scheme, this decreases the skew compared to conventional clocking because of the smaller probability of buffer mismatch [1]. This also has a positive impact on the net accumulated jitter, which emerges primarily from power supply noise experienced by buffers in the clock path [1][5][8].

While all these advantages of ILCs can be exploited for clocking the next generation of multi-core systems, injection-locking does come with a few challenges, the most prominent of which is the frequency locking range. Locking range is defined as the injection frequencies ($\omega_L$) around the desired oscillation frequency ($\omega_o$) over
Fig. 1. Block diagram showing ring oscillator VCO locking to injection frequency with some phase offset [6].

which an ILO can lock [1][2][3][4][5]. A locking range of 17% was observed by [2][3][4], where a 10 GHz global clock used to lock an H-tree of divide-by-2 ILOs to 5 GHz using LC tanks serving as the ILOs. Using a ring-oscillator instead of an LC tank, [5] observed a much lower 2.5% of locking range around 1 GHz.

2.2 Oscillator Implementation: LC-Tank

While injection locking offers the advantages outlined above, developing an efficient and robust clocking scheme suitable for digital circuits is a direct function of the type of oscillator used. As mentioned, [2], [3], and [4] demonstrated a single H-tree distribution scheme relying on injection-locked LC tanks. Extremely low power consumption of 7.3 mW in the ILOs and 53 mW for the entire chip was observed. However, the shortcoming of their clocking scheme is that the oscillators are made of up of inductors and tunable capacitors, which occupy a significant chip area and are prone to mismatch.

2.3 Oscillator Implementation: Clock Data Recovery with MDLLs

In order for ILC to be practical in large digital circuitry, several groups have implemented ring oscillators with complex digital feedback strategies. Specifically, [9] developed a clock data recovery (CDR) circuit that uses injection-locked ring oscillators (ILROs) as part of a multiplying delay locked loop (MDLL) to filter high frequency incoming data jitter as well as low frequency power supply distortions. While the data recovery process described in the paper is of little relevance to our goals in injection-locked clocking, the techniques for producing clocks with ultra-low jitter are of importance. In particular, we are interested in the MDLL circuit shown in figure 2. The MDLL portion of the circuit functions like a PLL in that it detects the phase of the oscillation, filters high frequency jitter, and adjusts the bias voltage of the current starved ring oscillator to control the frequency. However, it also uses a reference clock that is injected every N cycles to clear out accumulated jitter. It then uses injection locking to drive a slave oscillator which benefits from similar low jitter performance because its inverters are controlled by the same bias. Using this control loop (as well as another loop in the CDR to filter out lower frequency noise), the circuit offers a very low jitter coupling of 2.65 ps (for a 1 ps input reference clock jitter) at the output clock.

Although this system provides excellent phase jitter performance and is purely digital (thus removing the need for special process features to create inductors), it is both power and area intensive. Compared to the LC-tank oscillator, the CDR circuit consumes a total of 80 mW, which is somewhat higher than the 53 mW reported for an LC tank based ILO in [1][2][3][4]. Moreover, the CDR occupied .16mm^2, which is several times larger than the LC-tank which was .05mm^2 [9] [3]. Therefore, given that a clock tree would need multiple MDLLs, this CDR is not a feasible strategy for LO generation in a digital system.

2.4 Current Starved Ring Oscillators

Given the large area and power consumed by digital feedback oscillators such as MDLLs, it seems that a simple digital oscillator such as a current starved ring oscillator could provide the benefits of ILC yet be feasible in digital systems. Based on our literature review, it appears that ILC has not been implemented with simple ring oscillators. This may be because they also present several challenges such as high phase noise. Ring oscillators are much more susceptible to power supply variations than LC oscillators [7], which directly translates into phase noise and jitter as their oscillation frequency is inversely proportional to $V_{DD}$ ($\alpha = \frac{1}{V_{DD}}$). Although these challenges make it difficult to use ILROs on large chips, with proper supply filtering, smaller chips might offer lower frequency and supply fluctuations, which could make ROs a good choice for ILC. Therefore, in this paper we explore three questions regarding the feasibility of ring oscillators in ILC: (1) is it possible to do injection locking with current starved ROs (2) how do the energy and skew of a ILRO clock tree compare with a conventional clock tree and (3) how is skew on an ILRO clock tree affected by interconnect variations.
3 METHODS: ANALYTIC APPROACH

3.1 Clock Tree Models

To explore these questions, we simulated both a conventional clock tree and an injection locked ring oscillator clock tree with the same load and wire capacitance. The models we used for the conventional clock tree and ILRO clock tree are shown in figure 3. Although a typical clock tree would likely involve branching, we chose to model one branch because we felt it would produce a more tractable analytic model. To model a conventional clock tree, the key variables are the clock load \( C_L \) which represents local distribution of the clock signal and wire parasitics. For simplicity, we modeled wire parasitics as a simple wire capacitance \( C_W \) evenly distributed between buffers. The interconnect total wire capacitance was estimated by assuming that the longest clock distribution path is 1 mm long across-chip. Then, considering 200 fF/mm for a 65 nm technology [10], and scaling rules with \( S = 2 \), we estimated a wire capacitance of 150 fF/mm. Thus, the conventional clock tree is simply a buffered clock signal that is loaded by wire and output load capacitance.

The ILRO clock tree is similar in that the first stage is simply a buffered oscillator driving a equal wire cap. However, instead of driving \( C_L \), this stage drives a slave oscillator that is further buffered to drive the final load \( C_L \). We assume the second stage sees no wire capacitance. This slave oscillator represents the ILRO. The effective load on the Nth buffer in the first stage of the ILRO clock tree \( (C_{inj}) \) is determined by the size of the slave oscillator \( C_{slave} \) and the injection strength \( S \): \( C_{inj} = \frac{C_{slave}}{S} \).

3.2 Energy and Skew Optimization

In the models described above, there are several variables that need to be chosen to optimize the clock network. In the conventional clock network, we need to choose \( N \) the number of buffers and \( f \) the electrical fanout of each buffer, which we assume is equal in each stage. In the ILRO clock network, we need to choose \( N \) and \( M \) the number of buffers in the first and second stages, \( f_N \) and \( f_M \) the electrical fanout of buffers in the first and second stages, and \( C_{inj} \) the effective load on the Nth buffer. To calculate the optimal values for these variables, we aim to minimize the energy and skew of the clock trees. Energy is minimized by reducing the total network capacitance while skew is effectively optimized by making the total delay smaller. Parameters including the wire capacitance \( C_W = 150 fF \), the injection strength \( S = 5 \), the load capacitance \( C_L = 250 fF \), and the input capacitance to the clock network \( C_{in} = 0.81 fF \) were determined though simulation and review of prior works.

To minimize energy and skew, we begin by formulating equations for the energy and delay of the clock trees shown in figure 3. For the first stage of the ILRO and the conventional clock tree, we use the model shown in the bottom right of figure 3 to represent the energy and delay due to the buffers and wire capacitance. Using an Elmore delay approximation, we find that delay in the conventional clock tree is given by:

\[
\tau_d = (N-1)R_{inv}C_{in}(1+f) + \frac{R_{inv}C_{w}}{N} \left( \frac{1 - \frac{1}{N}}{1 - \frac{1}{f}} \right) + R_{inv} \left( C_{in} + \frac{C_L}{fN-1} \right)
\]

where \( \gamma \) is assumed to be 1. Likewise, the energy is given by:

\[
E = \alpha_{0 \rightarrow 1}V_D^2C_{tot} = C_W + C_{in}(1+f) \left[ \left( \frac{1 - f_N}{1 - f} \right) - f_N^{-1} \right] + C_{in}f_N^{-1} + C_L
\]

These equations also apply to the first stage of the ILRO clock tree except that \( C_L \) is replaced by \( C_{inj} \) and \( f \) is replaced by \( f_N \). For the second stage of the ILRO, there is no wire capacitance, so energy and delay are calculated for a simple buffer chain driving a load capacitance \( C_L \). The only difference is that extra capacitance was added to the energy calculation to model the energy consumed by the slave oscillator:

\[
\tau_d = \frac{\tau_{inv}(1+f_M)^M}{C_L} \frac{C_{inj}}{S}
\]

\[
E = \alpha_{0 \rightarrow 1}V_D^2C_{inj} \left( (1+f_M)^{\frac{1 - f_M}{1 - f_M}} + 10 \right)
\]

To find the optimal \( N, M, f_N, f_M \), and \( C_{inj} \), we performed two optimization loops in MATLAB. Specifically, we optimized the energy-delay product on each stage of the ILRO as a function of \( C_{inj} \) to find the optimal \( N, M, f_N, f_M \) at each \( C_{inj} \). We then calculated the total energy-delay product and selected the \( C_{inj} \) that produced the lowest ED. We chose to optimize ED rather than \( ED^2 \) because we wanted to equally minimize the energy and skew of the clock tree. In this way, we produced a system of equations to produce optimal sizing of both the conventional and ILRO clock trees based on our models.

4 METHODS: CIRCUIT-LEVEL SIMULATIONS

In addition to doing this analytic analysis, we wanted to compare our results to circuit level simulations so we designed a current starved ring oscillator and determined how large the injection buffer needed to be to provide sufficient frequency lock.

4.1 Current-Starved Ring Oscillator Design

Our current starved ring oscillator design consists of a 5-stage voltage controlled ring oscillator provided in figure 4. In this circuit, the PMOS M2 serves to mirror the same bias current in all the stages of the ring oscillator, while the voltage on the NMOS M1 controls the voltage on the tail NMOS transistors in the 5 stages. This control voltage determines the propagation delay on each inverter.
Fig. 3. Schematics of the ILRO clock tree (top) conventional clock tree (bottom left) and model for approximating the energy and delay of a buffered clock network with wire capacitance (bottom right).

Fig. 4. 5-Stage Current Starved Ring Oscillator

Fig. 5. 5-stage current starved ring oscillator frequency vs. oscillator size and control voltage.

stage, which sets the oscillation frequency. In figure 5, we plot the frequency of the provided 5-stage oscillator as a function of the transistor sizing and the control voltage for a 32 nm PTM technology model. As the width and control voltage increase, the frequency increases. Our design goal has been to obtain a 2 GHz clock frequency, which we observe from the provided plot occurs at a width of about 1.1 µm, and a control voltage input of about 800 mV.

4.2 Injection Buffer Sizing

In a real ILC system, this control voltage would deviate somewhat between the global and slave oscillator. Without an injection signal from the global oscillator, this would cause a frequency offset between the global and local clocks. One measure of effectiveness of ILC is how large the injection buffer must be in relation to the slave oscillator to produce frequency locking when the global and slave oscillators have different control voltages. To test this, we offset the control voltages by 5% and swept the width of the injection buffer until the slave was able to lock to the global frequency within 5% as shown in figure 6. From this figure, we concluded that the slave oscillator could be five times larger than the injection buffer, corresponding to an injection strength $S = 5$.

Fig. 6. % Frequency lock as a function of the injection buffer size.

5 RESULTS

5.1 Optimization Results

Before simulating this ring oscillator as part of an ILRO clock tree, we used our optimization scheme to compare the energy and delay of an ILRO to a conventional clock tree. The results are shown in the table below. Significantly, with the parameters listed in section 3.2, both the energy and delay of the ILRO are worse than those of the conventional clock tree. Not surprisingly, to reduce total EDP of the ILRO, most of the delay happens in the first stage, while most of the energy is spent in the second stage, which reduces the total capacitance driven by the network at the expense of delay. However, even
this shifting of fanout to the last stages is unable to offset the significant increase in capacitance (and thus energy) due to the slave oscillator.

<table>
<thead>
<tr>
<th>Conventional Clock Tree</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>.25 pJ</td>
</tr>
<tr>
<td>Delay</td>
<td>446 ps</td>
</tr>
<tr>
<td>N</td>
<td>5</td>
</tr>
<tr>
<td>f</td>
<td>2.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ILRO Clock Tree</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Energy</td>
<td>.26 pJ</td>
</tr>
<tr>
<td>Total Delay</td>
<td>548 ps</td>
</tr>
<tr>
<td>N</td>
<td>4</td>
</tr>
<tr>
<td>f</td>
<td>$f_N$</td>
</tr>
<tr>
<td>E (stage 1)</td>
<td>92 fJ</td>
</tr>
<tr>
<td>D (stage 1)</td>
<td>474 ps</td>
</tr>
<tr>
<td>M</td>
<td>2</td>
</tr>
<tr>
<td>$f_M$</td>
<td>9.21</td>
</tr>
<tr>
<td>E (stage 2)</td>
<td>.17 pJ</td>
</tr>
<tr>
<td>D (stage 2)</td>
<td>75 ps</td>
</tr>
<tr>
<td>$C_{inj}$</td>
<td>.58 fF</td>
</tr>
</tbody>
</table>

Although ILRO was worse than a conventional clock tree with a relatively small injection strength ($S$) and load capacitance (250 fF), it seemed possible that increasing either of these variables might improve the ILRO’s performance. By sweeping the injection strength, we analyzed the energy and delay of the ILRO and conventional clock trees as shown in figure 7. Although increasing injection strength slightly reduces the energy in the first stage (because the buffers are driving a smaller load capacitance), $C_{inj} = .58 fF$ was already quite small in comparison to $C_W = 150 fF$, so changing injection strength has very minimal effect. We also explored increasing the total load capacitance as shown in figure 8. As $C_L$ increased, $C_{inj}$ was fairly constant ($\frac{\partial C_{inj}}{\partial C_L} = .01$). Therefore, the dominant delay of the first stage remained constant. Since $C_{inj}$ was fairly constant, most of the extra capacitance was shifted to the second stage, so the energy in the second stage increased linearly and mirrored the energy increase in the conventional clock tree. However, since delay did not decrease, the ILRO consistently had worse energy and delay than the conventional clock tree.

<table>
<thead>
<tr>
<th>Clock Scheme</th>
<th>Energy/MATLAB</th>
<th>Delay/Cadence</th>
<th>Energy/Cadence</th>
<th>Delay/Cadence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverter Chain</td>
<td>251 fJ</td>
<td>712 fJ</td>
<td>446 ps</td>
<td>314 ps</td>
</tr>
<tr>
<td>ILROs</td>
<td>261 fJ</td>
<td>1.1 pJ</td>
<td>549 ps</td>
<td>689 ps</td>
</tr>
</tbody>
</table>

### 5.2 Circuit Simulation Results

To confirm our analytic results, we simulated the ILRO and conventional clock trees in figure 3. Figure 9 consists of simulation results for the clock distributed through buffers (middle), and injection-locked ring oscillators (bottom). As expected the injection-locked clock has a larger delay than the buffered clock, which results from the fact that the clock propagates through a larger number of buffers as derived in the injection-locked case than in the conventional clocking scheme.

In table 5.2 above we have summarized the energy and delay results obtained through MATLAB optimizations and the circuit-level simulations. The total clock delay
from the master global clock to the final output nodes are in a close agreement with MATLAB predictions. For example, we predicted an optimal delay of 549 ps for an injection-locked system, while the delay in the actual circuit was 689 ps. Similarly, for an inverter-chain based clocking, we approximated an optimal delay of 446 ps, while the circuit simulations indicated a delay of 314 ps, which is also in a relatively close agreement with the predictions. The energy values however, were quite different between MATLAB predictions and circuit simulations. Some of the discrepancy between the predicted and the measured energy values for the injection-locked clock can be attributed to the difference between the predicted and the actual capacitance of the injecting buffer. In spite of these differences, our simulations suggest that ILRO based clocking is less energy efficient and requires more delay (which suggests it would be more prone to skew) than conventional clocking.

Although this discourages the use of ROs in ILC, ILROs offer an important redeeming feature of lower percent change in skew due to interconnect variations. Parasitic mismatches play a significant role in determining the clock skew with advancing high density technology nodes, as clocks paths may not always be laid out to exactly match each other. Similarly, with shrinking feature sizes, the variations in inter-layer dielectric thickness and interconnect thickness start becoming more significant, which directly affect the parasitic interconnect capacitances, and thus the clock skew in data paths. We simulated the impact of perturbations of the wire capacitance around the nominal approximated value of 150 fF by 10%, and measured the relative % difference between the nominal delay and the additional delay due to the capacitance perturbation as shown in figure 10. From this plot we observe that the relative % variation in the two ILO clock paths as a function of interconnect variations is 2.6%, while the variation in the buffered clock paths is 4.2%. This result suggests that injection-locked ring oscillators are more tolerant to interconnect mismatches, achieving a 1.6x better skew performance.

6 Conclusion
This study has presented a comparative analysis between conventional clock distribution scheme and an injection-locking based scheme. We developed a analytical framework for designing a ring-oscillator based injection-locked system (i.e., a methodology for choosing an appropriate fanout and number of buffering stages around the local oscillators) in the presence of interconnect parasitics, and optimized our design for achieving a minimum EDP. Our preliminary findings indicate that (ILROs) are not as energy-efficient as the conventional clocking approaches and require more delay which makes them more prone to skew. However, ILROs have been found to have 1.4x better skew variation in the presence of interconnect capacitance variations spanning 10% from the nominal. Therefore, we conclude that ILROs are not a good clocking strategy. Although ILROs offer better interconnect variation tolerance, their higher skew and energy consumption outweighs this advantage.
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