Abstract

Machine learning often aims to produce latent embeddings of inputs which lie in a larger, abstract mathematical space. For example, in the field of 3D modeling, subsets of Euclidean space can be embedded as vectors using implicit neural representations. Such subsets also have a natural algebraic structure including operations (e.g., union) and corresponding laws (e.g., associativity). How can we learn to "union" two sets using only their latent embeddings while respecting associativity? We propose a general procedure for parameterizing latent space operations that are provably consistent with the laws on the input space. This is achieved by learning a bijection from the latent space to a carefully designed mirrored algebra.

We evaluate our structural transport nets for a range of mirrored algebras against baselines that operate directly on the latent space. Our experiments provide strong evidence that respecting the underlying algebraic structure of the input space is key for learning high-performing operations.

1. Introduction

Algebraic structure underpins a wide range of interesting mathematical objects such as sets, functions, and distributions. In machine learning (ML), these objects are often learned and subsequently embedded into Euclidean space for downstream tasks: consider embeddings of implicit neural representations (INRs) for sets (De Luigi et al., 2023), hypernetworks for functions (Ha et al., 2017), and conditional embeddings of generative architectures for probability distributions (Sohn et al., 2015; Winkler et al., 2019; Nichol et al., 2021). Our goal is to enable mathematical operations from the underlying algebraic structure (e.g., set union when the underlying objects are sets) to be applied directly to latent embeddings in a way that respects axiomatic laws.

The importance of respecting mathematical structure has motivated machine learning developments of immense importance. Indeed, much of geometric deep learning is directly driven by symmetries in underlying objects (Bronstein et al., 2021). Graph neural networks learn functions that provably respect equivariance or invariance properties under node-relabeling graph isomorphisms (Maron et al., 2018; Azizian & Lelarge, 2020). The seminal DeepSet architecture enforces permutation invariance, reflecting the unordered nature of its finite set inputs (Zaheer et al., 2017). Convolutional filters are also known to be approximately equivariant to translations in input images—a structure which naturally mirrors that of the underlying image manifold (Cohen & Welling, 2016; Cohen et al., 2019; Kondor & Trivedi, 2018).

This work is a first attempt to transport known mathematical structure from input data onto learned latent embeddings. We outline a general procedure for defining algebraic operations on the latent space that respect laws on the source space (input space). Defining operations directly on latent space embeddings, rather than using the original source objects, is crucial for computational efficiency and compatibility with larger ML workflows. There has been some interest in algebraic and category theoretic approaches to the study of specific computational architectures and automatic differentiation (Martin-Maroto & de Polavieja, 2018; Shiebler et al., 2021; Sennesh et al., 2023), as well as in the application of ML to computational problems arising in algebra (He & Kim, 2023). However, to the best of our knowledge, our work provides the first general method to transport algebraic structures to learned embeddings.

We discuss our ideas using the language of universal algebra, which studies algebraic structures as general pairings of a set with a collection of operations (Burris & Sankappanavar, 1981). We note that universal algebra is subsumed within category theory. As the universal algebraic perspective is sufficient here, we avoid generalizing to more complex category-theoretic frameworks.

As our transport of algebraic structures relies on the construction of a bijection map, we leverage architectures from the invertible neural network literature. Our model of choice is the seminal NICE architecture, which uses coupling layers to enable easily-computable forward and inverse methods (Dinh et al., 2015). These coupling layers have been shown to be universal diffeomorphism approximators (Teshima et al., 2020), and are best known for their usefulness in
We focus on embeddings of positive-volume subsets of $\mathbb{R}^d$ as a working example. This is distinct from methods that consider finite sets, e.g., DeepSets (Zaheer et al., 2017). Our setting is motivated by the practical application of learning shapes for 3D modeling and graphics (Park et al., 2019). Typical approaches learn a signed distance function or simply regress on a shape indicator function (Park et al., 2019; Mescheder et al., 2019; Chen & Zhang, 2019). As the object surface is implicitly defined as a level set of the resulting network, this is termed an “implicit neural representation” (INR). A subsequent innovation that we adopt improves significant storage requirements of the corresponding networks to achieve strong performance for a variety of objects, the sinusoidal activations (Sitzmann et al., 2020). While implicit representations of shapes for 3D modeling and graphics (Park et al., 2019). The setting is motivated by the practical application of learning constructing normalizing flows (Papamakarios et al., 2021; Kobyzev et al., 2020).

In this section, we briefly recall the pertinent definitions and notations used throughout this paper. We refer the reader to Burris & Sankappanavar (1981) and Wechler (2012) for detailed texts concerning universal algebra.

1.1. Contributions

1. We develop a general procedure for transporting algebraic structure from the source data to the latent embedding space. This is accomplished via a learned bijection to a carefully designed mirrored algebra.

2. We illustrate the subtleties that arise with this procedure by considering algebras of sets as a case study. Namely, we mathematically prove that transporting all three basic set operations (union, intersection, and complementation) is infeasible and subsequently drop complementation, yielding a more tractable distributive lattice structure on the source space.

3. We experimentally validate Hypothesis 1 on this distributive lattice of sets, showing that adherence to source algebra laws is crucial for strong learned operation performance.

Hypothesis 1. Learned latent space operations will achieve higher performance if they are constructed to satisfy the laws of the underlying source algebra.

2. Universal algebra primer

In this section, we briefly recall the pertinent definitions and notations used throughout this paper. We refer the reader to Burris & Sankappanavar (1981) and Wechler (2012) for detailed texts concerning universal algebra.

Algebras and isomorphisms. Let $A$ be a nonempty set and $n$ a nonnegative integer. If $n = 0$, we define $A^n = \{\emptyset\}$. A function $f : A^n \rightarrow A$ is called an $n$-ary operation on $A$, and $n$ is called the arity of $f$. If the arity of $f$ is 1, then $f$ is called a unary operation, and if the arity of $f$ is 2, then $f$ is called a binary operation. If the arity of $f$ is 0, then $f$ is called a nullary operation, which may be identified with an element of $A$. We will commonly denote nullary operations, unary operations, and binary operations by $f = f(\emptyset)$, $f(a) = f(a, a)$, and $f(a, b) = f(a, b, b)$, respectively.

A type is a set $\mathcal{F}$, whose elements are called operation symbols, together with a function $ar : \mathcal{F} \rightarrow \mathbb{N} \cup \{0\}$. If $f \in \mathcal{F}$ and $ar(f) = n$, then an n-ary operation $f^A : A^n \rightarrow A$ is called a realization of $f$ on $A$.

An algebra of type $\mathcal{F}$ is an ordered pair $\mathcal{A} = (A, \mathcal{F}^A)$ with $A$ being a nonempty set and $\mathcal{F}^A = \{f^A : f \in \mathcal{F}\}$ being a family of realizations $f^A$ of operation symbols $f$ on $A$, and with $\mathcal{F}^A$ in one-to-one correspondence with $\mathcal{F}$.

One of the most fundamental algebras is a group, which is an algebra $(A, \ast, -1, e)$ whose operations satisfy

$$e \ast a = a,$$  \hspace{1cm} (G1)

$$(a^{-1}) \ast a = e,$$  \hspace{1cm} (G2)

$$(a \ast b) \ast c = a \ast (b \ast c),$$  \hspace{1cm} (G3)

for all $a, b, c \in A$. Here, $\ast$ is a binary operation, $^{-1}$ is a unary operation, and $e$ is a nullary operation. The equations (G1), (G2), and (G3) are the group’s underlying laws, which we will define shortly. We use the term algebraic structure to refer to a combination of a type and a collection of laws.

Consider two algebras $\mathcal{A} = (A, \mathcal{F}^A)$ and $\mathcal{B} = (B, \mathcal{F}^B)$ of type $\mathcal{F}$. A function $\varphi : \mathcal{A} \rightarrow \mathcal{B}$ is called an homomorphism from $\mathcal{A}$ to $\mathcal{B}$ if it satisfies

$$\varphi(f^A(a_1, \ldots, a_n)) = f^B(\varphi(a_1), \ldots, \varphi(a_n))$$

for all $f \in \mathcal{F}$ and all $a_1, \ldots, a_n \in A$, where of course $n = ar(f)$. If, additionally, $\varphi$ is bijective, then it is called an isomorphism from $\mathcal{A}$ to $\mathcal{B}$. If $\mathcal{A}$ is isomorphic to $\mathcal{B}$ (meaning there is an isomorphism $\varphi$ from $\mathcal{A}$ to $\mathcal{B}$), then we write $\mathcal{A} \cong \mathcal{B}$. Isomorphic algebras satisfy the same laws, and hence can be viewed as the same algebraic structures.

Two algebras may be of the same type yet not be isomorphic, and thus have fundamentally different structures. For example, rings and lattices are distinct algebraic structures of common type $\mathcal{F} = \{f_1, f_2\}$ with $ar(f_1) = ar(f_2) = 2$.

Terms and laws. For a set of variables $X$ and a type $\mathcal{F}$, the set $T_\mathcal{F}(X)$ is the set of terms of type $\mathcal{F}$ over $X$ and consists of all strings of variables in $X$ and nullary operations in $\mathcal{F}$, connected by $n$-ary operations. For example, consider a type $\mathcal{F}$ with one binary operation $\ast$ and a nullary operation.
We use \(R\). We call two terms \(A\) union, and complementation. The typical ML pipeline respects a commutative law, since \(A\) holds that \(B\) with respect to an algebra \(A\). Namely, \(A\) substitutes \(a_i \in A\) for \(x_i\) in the term \(p(x_1, \ldots, x_n)\), and recursively evaluates using the realized operations from \(A\). Continuing the previous example, let \(A\) be the group of the real numbers equipped with the standard addition operation. The term \(p(x, y) = x \cdot (y \cdot e)\) would yield the term function given by \(p^A(a, b) = a + (b + 0)\).

We call two terms \(p(x_1, \ldots, x_n), q(x_1, \ldots, x_n) \in T_F(X)\) equivalent with respect to an algebra \(A\) if, for all \(a_i \in A\), it holds that \(p^A(a_1, \ldots, a_n) = q^A(a_1, \ldots, a_n)\).

A law \(R\) for a type \(F\) is now defined as the equality of two terms \(p(x_1, \ldots, x_n), q(x_1, \ldots, x_n) \in T_F(X)\):

\[
R : p(x_1, \ldots, x_n) = q(x_1, \ldots, x_n).
\]

We use \(R\) instead of the more common letter \(L\), which we reserve for referring to latent spaces. Continuing with our running example, the commutative law for the underlying type \(F = \{\ast, \ast^{-1}, e\}\) over a set of variables \(X = \{x, y\}\) is given by

\[
x \ast y = y \ast x.
\]

Finally, we say that an algebra \(A\) of type \(F\) satisfies, or respects, a law \(R : p(x_1, \ldots, x_n) = q(x_1, \ldots, x_n)\) if the law holds for realizations of the terms as term functions:

\[
R^A : p^A(a_1, \ldots, a_n) = q^A(a_1, \ldots, a_n) \quad \forall a_i \in A.
\]

It is clear that the group of reals under addition satisfies the commutative law, since \(a + b = b + a\) for all \(a, b \in \mathbb{R}\).

### 3. Method

With the framework of universal algebra now developed, we may formally describe the goal of this paper. Consider a machine learning task in which input data is drawn from a source algebra \(S = (S, F^S)\) of type \(F\). The canonical example we consider is that where input data takes the form of a set, and hence has associated operations of intersection, union, and complementation. The typical ML pipeline embeds source data from the source space \(S\) into a Euclidean latent space \(L = \mathbb{R}^l\). However, such latent space embeddings do not respect the algebraic structures encoded in \(S\); they are only endowed with the unrelated vector space structure of \(\mathbb{R}^l\). Thus, the goal of this paper is as follows:

Transport the algebraic structure \(S\) of the source space \(S\) onto the latent space \(L\).

**Algorithm 1** Transport of algebraic structure from \(S\) to \(L\).

**In:** Source alg. \(S\), latent space \(L\), encoder \(E\), decoder \(D\).

**Out:** Latent algebra \(L\).

1. Select mirrored algebra \(M\) \# Same type as \(S\)
2. Parameterize bijection \(\varphi\)
3. Define induced latent algebra \(L\) \# Via (1)
4. Learn parameters of \(\varphi\) \# Via (2)

Specifically, we seek to transport both the operations and laws of \(S\) onto \(L\). We emphasize that our goal of structural transport is distinct from constructing an isomorphism (or even a nontrivial homomorphism) \(S \to L\), which is generally not possible as both spaces are fixed. We propose a method that achieves our goal, which we now turn to describing.

**Description of the method.** The general steps of our method are described in **Algorithm 1**, with a corresponding visualization in **Figure 1**. We assume that there is a fixed encoder \(E : S \to L\) mapping source data to latent embeddings, and a corresponding decoder \(D\) (e.g., a pretrained autoencoder-style network). To transport the algebraic structure from the source algebra \(S\) to the latent space \(L\), we propose to learn a bijective map \(\varphi\) from \(L\) to another space \(M = \mathbb{R}^l\) of the same dimension. We may consider \(M\) as an “alternative latent space,” albeit one in which we have complete design authority to impose operations that turn \(M\) into an algebra \(M = (M, F^M)\) of the same type \(F\) as \(S\).

Concretely, we endow our “mirrored space” \(M\) with an \(n\)-ary operation \(f^M\) for each \(n\)-ary operation \(f^S\) from the source algebra. For an exemplar \(S\) with group structure, we would define one binary operation \(\ast^M : \mathbb{R}^l \times \mathbb{R}^l \to \mathbb{R}^l\), one unary operation \((\ast^{-1})^M : \mathbb{R}^l \to \mathbb{R}^l\), and one nullary operation identified with some element \(e^M \in \mathbb{R}^l\).

We refer to the constructed \(M\) as the “mirrored algebra.” Although it is always possible to endow \(M\) with an algebra of the same type as \(S\), it is generally not possible to ensure that the resulting algebra \(M\) is isomorphic to \(S\). This may either be due to the fact that \(S\) has cardinality strictly greater than \(M\) (due to the embedding process \(E\)), or due to inherent incompatibilities between the laws of \(S\) and the natural Euclidean structure on \(M\). We discuss such incompatibilities in further detail with our case study in **Section 4**.

We now transport the structure of our designed mirrored algebra \(M\) to the latent space \(L\) via a learned bijection \(\varphi : L \to M\). Bijectivity is ensured by parameterizing \(\varphi\) as an invertible neural network using the architecture proposed in Dinh et al. (2015). This automatically induces an algebraic structure from \(M\) onto \(L\). Namely, for every \(n\)-ary operation \(f^M \in F^M\), we define the realization
\[ f^L : L^n \to L \] of the corresponding operation symbol \( f \) by
\[
f^L(z_1, \ldots, z_n) := \varphi^{-1}(f^M(\varphi(z_1), \ldots, \varphi(z_n))), \tag{1}\]
for \( z_1, \ldots, z_n \in L \) and \( \text{ar}(f) = n \). Intuitively, the operation \( f^L \) is implemented by mapping latent embeddings into the mirrored space \( M \), performing the corresponding operation \( f^M \) on these mirrored embeddings, and then pulling the result back to the latent space \( L \). Of course, if \( f^M \) is a nullary operation \( M \), then we define the corresponding operation \( f^L \) to be the nullary operation on \( L \) given by \( f^L(\emptyset) = \varphi^{-1}(f^M(\emptyset)) \).

**Learning \( \varphi \).** We briefly describe the process of learning \( \varphi \) to “align” the induced latent algebra \( L \) with the source algebra \( S \). Aligning \( L \) to \( S \) may be viewed as learning \( \varphi \) so that the laws of \( S \) are also satisfied by \( L \). To achieve this alignment, it suffices to align individual terms realized by \( S \) and \( L \), as laws are just equalities between terms. We propose the following procedure, which is illustrated in Figure 2.

Let \( p_i(x_1, \ldots, x_n) \in T_F(X_i) \) be a “sampled” term of type \( F \) over a variable set \( X_i \). The manner in which this term is sampled is task-dependent, but it suffices to identify this term as a random string involving operation symbols from \( F \) and variables from \( X_i \) — see Section 5 for concrete examples. Next, consider data \( s_1, \ldots, s_n \in S \) sampled from the source space. The term is first realized on this source data by computing \( p_i^S(s_1, \ldots, s_n) \). The term is then also realized by the induced latent algebra as \( D(p_i^L(z_1, \ldots, z_n)) \), with \( z_j = E(s_j) \). The loss between this prediction and the ground truth, as a function of the bijection \( \varphi \), is given by
\[
\mathcal{L}_i(\varphi) := \text{Loss} \left( D(p_i^L(z_1, \ldots, z_n)), p_i^S(s_1, \ldots, s_n) \right),
\]
for some appropriately chosen loss function \( \text{Loss} \).

For example, if \( S \) is the power set of \( \mathbb{R}^d \) equipped with intersection and union, the true sampled term might be realized as \( p_i^S(s_1, s_2, s_3) = s_1 \cap^S (s_2 \cup^S s_3) \) for some subset data \( s_1, s_2, s_3 \subseteq \mathbb{R}^d \), where \( \cap^S \) and \( \cup^S \) are actual set intersection and union operations, and the corresponding predicted term would be given by \( D(E(s_1) \cap^L (E(s_2) \cup^L E(s_3))) \), where \( \cap^L \) and \( \cup^L \) are the intersection and union realized in Euclidean space by efficient arithmetic operations. The final learning problem then amounts to solving
\[
\inf_{\varphi \in \Phi} \frac{1}{N} \sum_{i=1}^N \mathcal{L}_i(\varphi), \tag{2}
\]
for some parameterized class \( \Phi \) of bijections.

**Theoretical developments.** Our method comes equipped with theoretical guarantees that the induced latent algebra respects the underlying source algebra. First, we show that the induced algebra is always isomorphic to the mirrored algebra by construction. All proofs are given in Appendix A.

**Proposition 3.1.** Suppose that \( L, M = \mathbb{R}^d \) and that \( \varphi : L \to M \) is a bijection. Let \( M = (M, F^M) \) be an algebra of type \( F \) and define the family \( F^L := \{ f^L : f \in F \} \) of \( n \)-ary operations on \( L \) by (1). Then, \( \varphi \) is an isomorphism from the induced algebra \( L = (L, F^L) \) to \( M \).

As a consequence of Proposition 3.1, a well-constructed mirrored space induces an algebra \( L \) such that laws on the source space are satisfied.

**Theorem 3.2.** Consider a source algebra \( S = (S, F^S) \) of type \( F \), and let \( M = (M, F^M) \) be a mirrored space such that every law \( R \) satisfied by \( S \) is also satisfied by \( M \). Then, the induced latent algebra \( L \), defined by (1), also satisfies every such law \( R \), for any bijection \( \varphi : L \to M \).
Unfortunately, there is no general guarantee that an isomorphism, or even a nontrivial homomorphism, exists from the source algebra $S$ to the induced algebra on $L$, even when the mirrored algebra satisfies the same laws as $S$.

**Proposition 3.3.** There exists a source algebra $S = (S, F^S)$ and a mirrored algebra $M = (M, F^M)$ with $M = \mathbb{R}^l$, both of the same type $F$, such that $S$ satisfies every law $R$ that $M$ satisfies, and, for all bijections $\varphi : L \to M$, there is no nontrivial homomorphism $\chi : S \to L$ when $L = \mathbb{R}^l$ is equipped with the algebra induced by $M$ via (1).

On the other hand, under strong assumptions on the encoder and the expressibility of the source data within Euclidean space, we can guarantee the existence of a bijection $\varphi$ that recovers an isomorphism $S \cong M \cong L$, despite the fact that the encoder $E$ is fixed.

**Proposition 3.4.** Consider a source algebra $S = (S, F^S)$ of type $F$, the latent space $L = \mathbb{R}^l$, and an arbitrary encoder $E : S \to L$. If $E$ is bijective and there exists a mirrored algebra $M = (M, F^M)$ with $M = \mathbb{R}^l$ and an isomorphism $\psi : S \to M$, then there exists a bijection $\varphi : L \to M$ such that $\varphi \circ E$ equals the isomorphism $\psi$.

**Limitations.** There is a major challenge in transporting structure from $S$ to $L$: the mirrored space structure may not be amenable to the structure that we want, as we will demonstrate in the following section. Section 5 experimentally explores this challenge and shows that even satisfying a subset of source algebra laws can still yield substantial benefits. At this point, it is also worth mentioning that our method requires the mirrored space to have the same dimension as the latent space, since our transport of structure depends on the invertibility of $\varphi$. Generalizing past this restriction poses an interesting direction for future work.

**4. Case study: transporting algebras of sets**

We apply our framework to learning the algebra of subsets of Euclidean space. This would empower neural networks to operate directly on subsets of $\mathbb{R}^d$ (De Luigi et al., 2023). Conventional networks generally only operate pointwise, producing a single output for a single input in $\mathbb{R}^d$. Allowing for sets to be tractably encoded and operated on unlocks new approaches for a variety of downstream tasks, such as prediction with set-valued uncertainties (Mahjourian et al., 2022), reachable set computation (Meng et al., 2022), bin packing (Pan et al., 2023), and swept volume approximation in robotics (Michaux et al., 2023).

The purpose of our work is to illustrate the general principles behind structural transport nets, and to experimentally test Hypothesis 1. As such, we do not specialize to any particular downstream application. Instead, this section explores the procedure for constructing a mirrored algebra via a concrete example, and Section 5 provides controlled synthetic experiments which support Hypothesis 1.

**4.1. Lattices of sets**

We introduce here the algebraic structures that are considered in this section. A **Boolean lattice** is an algebra $(A, \land, \lor, \neg, 0, 1)$ such that the operations $\land$ and $\lor$ satisfy the laws listed in Table 1. In a Boolean lattice, the binary operations $\land$ and $\lor$ are read “meet” and “join,” respectively, and the unary operation $\neg$ is read “not” or “complement.” Since 0 and 1 are nullary operations, the “0” and “1” in the listed laws are to be interpreted as these operations’ images $0(\emptyset)$ and $1(\emptyset)$ as elements in $A$. If $S$ is a set and $P(S)$ is the power set of $S$, then $(P(S), \cap, \cup, \neg, 0, 1)$ is a Boolean lattice with $\neg$ denoting set complementation. Dropping complementation and nullary operations yields a **distributive lattice**, which is depicted in the upper section of Table 1.

We denote the Boolean lattice type as $F_{\text{Bool}}$, and the distributive lattice type as $F_{\text{Dist}}$.

**4.2. Boolean lattice infeasibility**

This section shows that it is impossible to define continuous operations on a Euclidean mirrored space $M = \mathbb{R}^l$ with the type $F_{\text{Bool}}$ such that the laws in Table 1 are satisfied. Specifically, it is impossible to define a continuous involution with no fixed point, conflicting with the complementation laws. We prove this using results from homology and pro-
Then, there exists no algebra \(\mathcal{A} = (A, \mathcal{F}^A)\) with \(\mathcal{F}^A\) a unary operation \(\square^A\). Assume \(\mathcal{A}\) satisfies laws \(R_1, \ldots, R_n\) which imply that \(\square(x) \neq x\). Furthermore, assume that one of the laws \(R_i\) is the involution law given by

\[
\square(\square(x)) = x.
\]

Then, there exists no algebra \(\mathcal{B} = (B, \mathcal{F}^B)\) on the Euclidean space \(B = \mathbb{R}^l\) such that \(\square^B\) is continuous and \(R_1, \ldots, R_n\) are all satisfied by \(\mathcal{B}\).

We provide a specific instantiation of the above theorem for our considered case of Boolean lattices, leveraging the fact that the complementation operation is unrealizable.

**Corollary 4.2.** The Boolean lattice type \(\mathcal{F}_{\text{Bool}}\) cannot be realized on \(M = \mathbb{R}^l\) with continuous operations such that the Boolean lattice laws in Table 1 are satisfied.

### 4.3. Relaxing to a distributive lattice

Section 4.2 shows that a Boolean lattice structure cannot be realized on \(M = \mathbb{R}^l\). We relax our requirements to that of a distributive lattice, and present a structure known as a Riesz algebra that realizes \(\mathcal{F}_{\text{Dist}}\) and satisfies all associated laws.

### 5. Experiments

This section details our experimental results on transporting structure from algebras of sets to latent embeddings. Following the infeasibility result and subsequent structural relaxation in Section 4, we seek to transport the distributive lattice defined by set intersection and set union, disregarding complementation. Our desired laws are listed in the upper section of Table 1, identifying \(\wedge\) with \(\cap\), and \(\vee\) with \(\cup\).

Our experiments explore the impact of different choices for mirrored algebra operations \(\cap^M\) and \(\cup^M\). Section 5.1 shows that operations that are well-aligned with source algebra laws outperform those that satisfy few laws, affirming Hypothesis 1. Section 5.2 shows that well-designed mirrored algebras are crucial for ensuring self-consistency: the property that equivalent terms produce the same prediction. We now introduce the shared portions of the experimental setup, with further details deferred to Appendix B.

**Candidate operations.** Our distributive lattice of sets contains two binary operations: \(\cap\) and \(\cup\). We must realize these on the mirrored space as binary vector operations \(\cap^M\) and \(\cup^M\). We restrict ourselves to closed-form operations that are well-conditioned (as opposed to elementwise division or exponentiation, for example). The list of candidate operations in Table 2 includes the Riesz algebra \(\min\) and \(\max\) operations, as well as the standard vector operations of addition, subtraction, and Hadamard product. For diversity, we include an operation that is commutative but not associative (scaled addition), associative but not commutative (matrix product), and neither (cyclic addition).

We define the function \(\text{res} : \mathbb{R}^l \to \mathbb{R}^{l \times l}\) to reshape a vector into a square matrix (assuming \(l\) is a square number), and \(\text{roll} : \mathbb{R}^l \to \mathbb{R}^l\) to cycle vector elements by one index. We denote the set of all candidate operations by

\[
\mathcal{C} = \{\min, \max, +, -, \oplus, +_s, \times_{\text{mat}}, \times_c\}.
\]
Transport of Algebraic Structure to Latent Embeddings

Table 2. List of candidate operations on $M$.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elementwise min (min)</td>
<td>$f(a, b) \mapsto \min(a, b)$</td>
</tr>
<tr>
<td>Elementwise max (max)</td>
<td>$f(a, b) \mapsto \max(a, b)$</td>
</tr>
<tr>
<td>Addition (+)</td>
<td>$f(a, b) \mapsto a + b$</td>
</tr>
<tr>
<td>Subtraction (-)</td>
<td>$f(a, b) \mapsto a - b$</td>
</tr>
<tr>
<td>Hadamard product (⊙)</td>
<td>$f(a, b) \mapsto a \odot b$</td>
</tr>
<tr>
<td>Scaled addition (+,s)</td>
<td>$f(a, b) \mapsto 2a + 2b$</td>
</tr>
<tr>
<td>Matrix product (×_{max})</td>
<td>$f(a, b) \mapsto \text{res}(a) \cdot \text{res}(b)$</td>
</tr>
<tr>
<td>Cyclic addition (+,c)</td>
<td>$f(a, b) \mapsto \text{roll}(a) + b$</td>
</tr>
</tbody>
</table>

Dataset. To generate a synthetic random subset of $\mathbb{R}^d$ for $d = 2$, we first uniformly sample two random integers $n_a, n_o$ from $\{1, 2, \ldots, 10\}$. We then restrict ourselves to the zero-centered square and sample $n_i$ and $n_o$ points from $[-1, 1]^{2}$ to yield $I = \{v_1^i, \ldots, v_n_i^i\}$ and $O = \{v_1^o, \ldots, v_n_o^o\}$. We then generate a set $U$ from these points as follows:

$$U = \left\{ u \in [-1, 1]^2 : \min_{i \in I} \|v_i - u\|_2 \leq \min_{i \in O} \|v_i - u\|_2 \right\}.$$

We generate $10^4$ such random sets with an 80% training, 10% validation, and 10% testing split. For each set, an INR is trained on evaluations of the set indicator function using a SIREN architecture (Sitzmann et al., 2020). An int2vec architecture (De Luigi et al., 2023) is then trained over this dataset, resulting in: 1) an encoder $E : S \to L$ mapping a set (as represented by the raw weight matrices of an INR) to a latent embedding space $L = \mathbb{R}^l$ with $l = 1024$, and 2) a decoder $D : [-1, 1]^2 \times L \to \mathbb{R}$ that predicts whether a particular point is in the set associated with a latent.

With some abuse of notation, we let $E(U) \in L$ denote the embedding of the INR trained on a set $U \subseteq [-1, 1]^2$ as described above. We precompute and store latent embeddings for all INRs, after which the encoder is no longer required. Decoder weights are also fixed for our later experiments.

Parameterizations. A particular training run starts with a fixed choice of operations $\land^M, \lor^M : M \times M \to M$ on the mirrored space (e.g., $\land^M = \min$ and $\lor^M = \max$ for the Riesz mirrored algebra). The learned bijection $\varphi : L \to M$ is constructed as a modified NICE architecture (Dinh et al., 2015). At training time, $\varphi$ is the only learned component. Importantly, $\varphi$ induces latent space operations $\land^L, \lor^L : L \times L \to L$ from $\land^M, \lor^M$ via (1).

For reference, we also try to directly parameterize operations on the latent space as $\land^L = f_\land$ and $\lor^L = f_\lor$, with $f_\land, f_\lor : L \times L \to L$. These functions are either parameterized directly as multilayer perceptrons (no law guarantees) or in a symmetric, commutativity-preserving manner by taking the form $f(z_1, z_2) = h(g(z_1) + g(z_2))$, which we annotate using “sym” in our plots (see Zaheer et al. (2017)).

Loss and metrics. The training loss and evaluation metrics are computed over randomly constructed terms with a random number of starting symbols $\ell \in \{1, 2, \ldots, \ell_{\text{max}}\}$ (in our experiments, $\ell_{\text{max}} = 10$). We generate these by recursively combining random pairs of terms with either $\land$ or $\lor$, starting with $f$ singleton terms (i.e., variables) and ending after $\ell - 1$ operations when only the final combined term remains.
For a particular such term \( p(x_1,\ldots,x_{\ell}) \), we fetch \( \ell \) sets \( U_1,\ldots,U_{\ell} \) from data with corresponding precomputed \( \text{in2vec} \) latent embeddings \( z_1,\ldots,z_{\ell} \), recalling that \( z_i = E(U_i) \in L \). We evaluate the ground truth set \( U_{\text{true}} \subseteq [-1,1]^2 \) via the realized term value
\[
U_{\text{true}} = p^S(U_1,\ldots,U_{\ell}),
\]

taking \( \cap^S \) and \( \cup^S \) to be standard set-theoretic intersection and union. We similarly evaluate the predicted latent
\[
z_{\text{pred}} = p^C(z_1,\ldots,z_{\ell}),
\]
using \( \cap^C \) and \( \cup^C \), that are induced from \( \cap^M \) and \( \cup^M \) via (1). The predicted set is then given by
\[
U_{\text{pred}} = \{ u \in [-1,1]^2 : D(u, z_{\text{pred}}) \geq 0 \}.
\]

All metrics are then approximated using uniformly sampled \( u \in [-1,1]^2 \). Our loss is the expectation of the binary cross-entropy loss against the ground truth set indicator function

\[
\text{Loss}(U_{\text{pred}},U_{\text{true}}) = E_u \left[ \text{BCE}(D(u, z_{\text{pred}}), I_{U_{\text{true}}}(u)) \right],
\]

and our intersection over union (IoU) metric is written as

\[
\text{IoU}(U_{\text{pred}},U_{\text{true}}) = \frac{E_u[I_{U_{\text{true}} \cap \cup^M(U_{\text{true}})}]}{E_u[I_{U_{\text{true}} \cup \cap^M(U_{\text{true}})}]},
\]

The IoU score ranges from zero to one (perfect prediction).

5.1. Operation performance vs. structure choice

This experiment tests various candidate realizations of \( \cap \) and \( \cup \) on \( M \), with the aim of evaluating whether satisfying distributed lattice laws induces superior performance. We consider all possible assignments \( (\cap^M, \cup^M) \in \mathcal{C} \times \mathcal{C} \) with \( \cap^M \neq \cup^M \), excluding flipped assignments (e.g., \( (\max, \min) \) versus \( (\min, \max) \)) due to the exact symmetry of distributive lattice laws and our data generating process. This results in \( \binom{|\mathcal{C}|}{2} = \binom{2}{2} = 28 \) possible combinations. For each assignment \( (\cap^M, \cup^M) \), we determine which distributive lattice laws from Table 1 are satisfied using numerical testing. We summarize these in Table 3 in the appendix.

Our results are depicted in Figure 3a. Each dot represents a particular choice of operations (i.e., a particular mirrored algebra). The \( x \)-axis groups together algebras which satisfy the same number of distributive lattice laws (# column in Table 3). The \( y \)-axis reports the mean IoU performance of a particular algebra, averaged over random terms.

Figure 3a provides clear experimental support for Hypothesis 1: the accuracy of learned set operations is strongly tied to the number of satisfied source algebra laws. The Riesz algebra completely satisfies all 8 laws and achieves the best performance, while operations with few satisfied laws struggle, including the direct latent parameterizations.

Interestingly, algebras that only violate a few laws substantially outperform algebras that violate most or all; there is a notable increasing trend in performance. Thus even when not all laws can be satisfied, a reasonably well-aligned mirrored algebra can still provide substantial benefits.

5.2. Consistency under equivalent terms

This experiment adopts the same setting as above, but considers a different question: how self-consistent are the predictions of a model for terms that are distinct but equivalent with respect to \( F_{\text{Det}} \)? Naturally, we expect a good model to provide the same predicted set for \( A \cap B \) and \( B \cap A \).

Consider a random term \( p(x_1,\ldots,x_{\ell}) \), with sampled latents \( z_1,\ldots,z_{\ell} \) yielding a predicted set \( U_{\text{pred}} \) via (3) and (4). Instead of comparing \( U_{\text{pred}} \) to \( U_{\text{true}} \), we generate a family of equivalent terms \( q_i(x_1,\ldots,x_{\ell}) \) by randomly selecting laws and substituting their expressions into \( p(x_1,\ldots,x_{\ell}) \) if such expressions are present in \( p(x_1,\ldots,x_{\ell}) \). For each equivalent term, we compare the new predicted set \( U_{\text{pred}} \) (computed via (3) and (4) as before) with the original prediction \( U_{\text{pred}} \) and compute the corresponding IoU metric.

Figure 3b summarizes our results. The \( x \)-axis represents the number of law applications, and the \( y \)-axis represents the self-consistency IoU. The solid lines represent the median performance for each choice of candidate operations, with the shaded areas representing the direct parameterizations’ 25-to-75th interquartile ranges.

Our Riesz mirrored algebra is perfectly self-consistent, experimentally validating Proposition 3.1. While the median performance of the learned baselines degrades moderately as the terms diverge, the bottom quartile drops sharply with even just two random symbolic manipulations. Interestingly, the direct parameterizations have a higher self-consistency than most other algebras, despite satisfying only zero or two laws. This suggests that the flexibility of their parameterization somewhat mitigates their lack of algebraic structure, although we note that the Riesz algebra is decidedly superior to both across all our experiments.

6. Conclusion

Many ML workflows produce latent embeddings of mathematical objects with algebraic structure (e.g., sets, functions, etc.). This paper examines the possibility of learning latent space operations that provably satisfy the same structural laws as the source algebra of input data. We provide a general procedure for constructing structural transport nets to carry out such transport of structure, and we illustrate the method in a concrete case study by considering the algebra of sets. Experiments support our key hypothesis: stronger alignment between latent space operations and source algebra laws improves the performance of learned operations.
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A. Proofs

A.1. Proofs for Section 3

**Proposition 3.1.** Suppose that \( L, M = \mathbb{R}^l \) and that \( \varphi: L \to M \) is a bijection. Let \( \mathcal{M} = (M, \mathcal{F}^M) \) be an algebra of type \( \mathcal{F} \) and define the family \( \mathcal{F}^\mathcal{L} := \{ f^\mathcal{L} : f \in \mathcal{F} \} \) of \( n \)-ary operations on \( L \) by (1). Then, \( \varphi \) is an isomorphism from the induced algebra \( \mathcal{L} = (L, \mathcal{F}^\mathcal{L}) \) to \( \mathcal{M} \).

**Proof of Proposition 3.1.** Let \( f \in \mathcal{F} \), let \( n = \text{ar}(f) \), and consider the realization \( f^\mathcal{M} \) on \( M \) and the realization \( f^\mathcal{L} \) on \( L \) induced by (1). Let \( z_1, \ldots, z_n \in L \). We have that
\[
\varphi(f^\mathcal{L}(z_1, \ldots, z_n)) = \varphi(\varphi^{-1}(f^\mathcal{M}(\varphi(z_1), \ldots, \varphi(z_n)))) = f^\mathcal{M}(\varphi(z_1), \ldots, \varphi(z_n))
\]
by construction of the operation \( f^\mathcal{L} \). Hence, we see that \( \varphi \) is an isomorphism from the induced algebra \( \mathcal{L} \) to the algebra \( \mathcal{M} \).

**Theorem 3.2.** Consider a source algebra \( S = (S, \mathcal{F}^S) \) of type \( \mathcal{F} \), and let \( \mathcal{M} = (M, \mathcal{F}^M) \) be a mirrored space such that every law \( R \) satisfied by \( S \) is also satisfied by \( \mathcal{M} \). Then, the induced latent algebra \( \mathcal{L} \), defined by (1), also satisfies every such law \( R \), for any bijection \( \varphi: L \to M \).

**Proof of Theorem 3.2.** Let \( \varphi: L \to M \) be a bijection, and let \( \mathcal{L} \) be the induced latent algebra defined by (1). Let \( R \) be a law that is satisfied by \( S \) (and hence satisfied by \( \mathcal{M} \)), given by
\[
p(x_1, \ldots, x_n) = q(x_1, \ldots, x_n).
\]
By Proposition 3.1, \( \varphi \) is an isomorphism from \( \mathcal{L} \) to \( \mathcal{M} \). Let \( f \in \mathcal{F} \) be an arbitrary operation symbol. Then, by the properties of isomorphisms, it must be that
\[
\varphi(f^\mathcal{L}(z_1, \ldots, z_n)) = f^\mathcal{M}(\varphi(z_1), \ldots, \varphi(z_n))
\]
for all \( z_1, \ldots, z_n \in L \). Thus, it holds that
\[
\varphi(p^\mathcal{L}(z_1, \ldots, z_n)) = p^\mathcal{M}(\varphi(z_1), \ldots, \varphi(z_n))
\]
for all \( z_1, \ldots, z_n \in L \), and similarly,
\[
\varphi(q^\mathcal{L}(z_1, \ldots, z_n)) = q^\mathcal{M}(\varphi(z_1), \ldots, \varphi(z_n))
\]
for all such \( z_1, \ldots, z_n \). Therefore, since \( \mathcal{M} \) satisfies the law \( R \), we conclude that
\[
\varphi(p^\mathcal{L}(z_1, \ldots, z_n)) = \varphi(q^\mathcal{L}(z_1, \ldots, z_n))
\]
for all \( z_1, \ldots, z_n \in L \). Hence, by invertibility of \( \varphi \), we also find that
\[
p^\mathcal{L}(z_1, \ldots, z_n) = q^\mathcal{L}(z_1, \ldots, z_n)
\]
for all \( z_1, \ldots, z_n \in L \), and therefore \( \mathcal{L} \) satisfies the law \( R \).

**Proposition 3.3.** There exists a source algebra \( S = (S, \mathcal{F}^S) \) and a mirrored algebra \( M = (M, \mathcal{F}^M) \) with \( M = \mathbb{R}^l \), both of the same type \( \mathcal{F} \), such that \( \mathcal{M} \) satisfies every law \( R \) that \( S \) satisfies, and, for all bijections \( \varphi: L \to M \), there is no nontrivial homomorphism \( \chi: S \to L \) when \( L = \mathbb{R}^l \) is equipped with the algebra induced by \( \mathcal{M} \) via (1).

**Proof of Proposition 3.3.** We prove the claim by constructing a counterexample. Consider the source algebra \( S = (\mathbb{R}, \bullet) \), with a sole binary operation \( \bullet \) defined by
\[
s_1 \bullet s_2 = |s_1|s_2,
\]
where, of course, $|s_1|$ represents the absolute value of the real number $s_1$, and $|s_1|s_2$ represents the usual product of the two real numbers $|s_1|$ and $s_2$. This source algebra is a semigroup, namely, $\mathbb{R}$ is closed under the binary operation $\circ$, and $\circ$ satisfies the associativity law, since

$$s_1 \circ (s_2 \circ s_3) = |s_1|(s_2 \circ s_3) = |s_1|(s_2)s_3 = |s_1|s_2s_3 = (|s_1|s_2)s_3 = (s_1 \circ s_2)s_3$$

for all $s_1, s_2, s_3 \in \mathbb{R}$. Now, consider the mirrored algebra $M = (\mathbb{R}, +)$, with $+$ being the standard addition operation on the real numbers. Obviously, $M$ is also a semigroup, since $\mathbb{R}$ is closed under $+$, and $+$ is associative. Thus, $M$ satisfies every law $R$ that $S$ does (namely, the associativity law).

Now, let $\psi: S \to M$ be a homomorphism from $S$ to $M$. Then, it holds that

$$\psi(s_1 \circ s_2) = \psi(s_1) + \psi(s_2)$$

for all $s_1, s_2 \in S = \mathbb{R}$. Therefore, for $s_1 = 0$ and $s_2 = s$ with $s \in S$ arbitrary, we conclude that

$$\psi(0) = \psi(0|s) = \psi(0 \circ s) = \psi(0) + \psi(s),$$

and hence

$$\psi(0) + \psi(s) = \psi(0) + \psi(t)$$

for all $s, t \in S$. However, since $+$ is the standard addition operation on $\mathbb{R}$, this is only possible if

$$\psi(s) = \psi(t)$$

for all $s, t \in S$, meaning the homomorphism $\psi$ must be the trivial mapping $\psi: s \mapsto C$ with $C = \psi(0)$.

Now, let $\varphi: L \to M$ be an arbitrary bijection. Equip $L$ with the algebra $L$ induced by $M$, as defined by (1). Let $\chi: S \to L$ be a homomorphism from $S$ to $L$. Then, since $\varphi$ is an isomorphism from $L$ to $M$ (per Proposition 3.1), the composition $\varphi \circ \chi$ is a homomorphism from $S$ to $M$. Therefore, by our analysis above, $\varphi \circ \chi$ must be a trivial homomorphism given by $\varphi \circ \chi: s \mapsto C$ with $C = \varphi \circ \chi(0)$. Hence, for all $s \in S$, we conclude that

$$\chi(s) = \varphi^{-1}(C),$$

implying that $\chi$ must be a trivial homomorphism from $S$ to $L$. This concludes the proof.

**Proposition 3.4.** Consider a source algebra $S = (S, F^S)$ of type $F$, the latent space $L = \mathbb{R}^l$, and an arbitrary encoder $E: S \to L$. If $E$ is bijective and there exists a mirrored algebra $M = (M, F^M)$ with $M = \mathbb{R}^l$ and an isomorphism $\psi: S \to M$, then there exists a bijection $\varphi: L \to M$ such that $\varphi \circ E$ equals the isomorphism $\psi$.

**Proof of Proposition 3.4.** Suppose that $E$ is bijective and that there exists a mirrored algebra $M = (M, F^M)$ with $M = \mathbb{R}^l$ and an isomorphism $\psi: S \to M$. Define $\varphi: L \to M$ by $\varphi(z) = \psi \circ E^{-1}(z)$, which is well-defined since $E$ is bijective. Then, it holds that

$$\varphi \circ E(s) = \psi(E^{-1}(E(s))) = \psi(s)$$

for all $s \in S$, which proves the result.
A.2. Proofs for Section 4

Continuity of complementation. We briefly explain why we only consider continuous operations on the mirrored space to represent the complementation operation $\neg$ in the Boolean lattice type $\mathcal{F}_{\text{Bool}}$. Consider the complementation operation $c : \mathcal{P}(\mathbb{R}^d) \to \mathcal{P}(\mathbb{R}^d)$. As there is no ambient topology on $\mathcal{P}(\mathbb{R}^d)$, the continuity of $c$ is not well-defined in this context. However, a natural topology arises by passing first to the Borel sets $\Sigma$ on $\mathbb{R}^d$ and then quotienting by the null ideal $\Sigma \cap \mathcal{N}$, with set intersection, union, and complementation inherited in the natural way. Following Fremlin (2000), this allows us to define a topology via the symmetric difference metric:

$$d(A, B) := A \triangle B \quad \forall A, B \in \Sigma/\Sigma \cap \mathcal{N}.$$  

Since the symmetric difference between $A$ and $B$ satisfies $A \triangle B = (A^c) \triangle (B^c)$, it is immediate that the inherited complementation operation is continuous with respect to this topology.

Negative result. Before proving our main result, we first present a key result from the algebraic topology literature.

Proposition A.1. Any continuous involution on $\mathbb{R}^n$ has a fixed point.

Proof of Proposition A.1. This is an easy application of Theorem 9 in Jaworowski (1956). Namely, $\mathbb{R}^n$ is a separable metric space, and it is acyclic because it is contractible. \hfill $\square$

Lemma A.2. Consider a Boolean lattice $\mathcal{A} = (A, \land, \lor, \neg, 0, 1)$ of type $\mathcal{F}_{\text{Bool}}$ and its associated laws in Table 1. Then, it holds that $\neg$ is an involution with no fixed points.

Proof of Lemma A.2. Clearly, the Boolean lattice laws in Table 1 imply that $\neg(\neg a) = a$ for all $a \in A$, and thus $\neg$ is an involution. Now assume for the sake of contradiction that $\neg$ has a fixed point $b \in A$, so that $\neg b = b$. Then, by the Boolean lattice laws,

$$(\neg b) \land b = 0 \implies b \land b = 0 \implies b = 0,$$

and, similarly,

$$(\neg b) \lor b = 1 \implies b \lor b = 1 \implies b = 1.$$  

This is a contradiction. \hfill $\square$

We are now ready to prove a general negative result.

Theorem 4.1. Consider an algebra $\mathcal{A} = (A, \mathcal{F}^A)$ with a unary operation $\square^A$. Assume $\mathcal{A}$ satisfies laws $R_1, \ldots, R_n$ which imply that $\square(x) \neq x$. Furthermore, assume that one of the laws $R_i$ is the involution law given by

$$\square(\square(x)) = x.$$  

Then, there exists no algebra $\mathcal{B} = (B, \mathcal{F}^B)$ on the Euclidean space $B = \mathbb{R}^l$ such that $\square^B$ is continuous and $R_1, \ldots, R_n$ are all satisfied by $B$.

Proof of Theorem 4.1. Suppose for the sake of contradiction that there exists an algebra $\mathcal{B} = (B, \mathcal{F}^B)$ on $B = \mathbb{R}^l$ such that $\square^B$ is continuous and the laws $R_1, \ldots, R_n$ are all satisfied by $B$. Then, by assumption it must be the case that $\square^B(b) \neq b$ for all $b \in B$. However, since $\square^B$ is a continuous involution on $B = \mathbb{R}^l$, by Proposition A.1, $\square^B$ has a fixed point, i.e., $\square^B(b) = b$ for some $b \in B$. This is a contradiction, and hence the result is proven. \hfill $\square$

Corollary 4.2. The Boolean lattice type $\mathcal{F}_{\text{Bool}}$ cannot be realized on $M = \mathbb{R}^l$ with continuous operations such that the Boolean lattice laws in Table 1 are satisfied.

Proof of Corollary 4.2. This follows directly from Lemma A.2 and Theorem 4.1. \hfill $\square$
B. Experiments

This appendix describes our experimental setup and provides additional figures conveying our results.

Reproducing these experiments takes approximately 5 GPU-days on an RTX A6000 GPU with an i7 core CPU. Our codebase was developed against PyTorch 2.1.2.

B.1. Hyperparameters and metrics

This section details the training hyperparameters and model architectures for reproducing our results. When training any model, we later reload model weights from the checkpoint with the best validation loss. All of our reported metrics are evaluated against a separate testing set.

Implicit neural representations. We train each INR using binary cross-entropy loss over the provided shape indicator function (Section 5) sampled at 5000 points in $[-1, 1]^2$. Our INR function is a standard sinusoidal activation SIREN network, with 128 hidden neurons, 3 layers, and $\omega_0 = 30$. Training uses the Adam optimizer with a learning rate of 0.01 and batch size of $10^3$ for 10 epochs. These hyperparameters were chosen to enable fast convergence (on the order of seconds), as this training process is repeated $10^4$ times in total. All INRs were trained using the same weight initialization for easier downstream embedding (De Luigi et al., 2023).

Latent embeddings (inr2vec). After producing the dataset of INRs, we train one latent embedder over the training split. We reuse the architecture of De Luigi et al. (2023) to train a model which takes in all MLP weights for the input INR for completeness (as opposed to just the hidden layer weights). Our latent embedding dimension is 1024—all other architecture hyperparameters are as in De Luigi et al. (2023). We use the Adam optimizer for 50 epochs with a learning rate of $10^{-4}$, weight decay of $10^{-3}$, and batch size of 16.

Structural transport nets. When learning a structural transport net, we have a fixed decoder $D$ and fixed mirrored algebra $M$. The only learned parameters are those defining the map $\varphi : \mathbb{R}^l \to \mathbb{R}^l$, which must be a bijection in order to achieve transport of structure and the isomorphism $L \cong M$. We parameterize $\varphi$ as a series of additive coupling layers to enable easy differentiation through both the forward and inverse maps. We reuse the seminal NICE architecture, reducing the number of additive coupling layers to 2 and the number of nonlinear layers to 3 for efficiency (Dinh et al., 2015). Since our application requires differentiation through the function inverse, other architectures which rely on solving fixed-point iterations to compute inverses are not considered (Behrmann et al., 2019). Training runs for 10 epochs using Adam with a learning rate of $10^{-3}$.

Direct latent space-parameterized baselines. Latent space-parameterized baselines are instantiated as functions $f_\cap, f_\cup : \mathbb{R}^l \times \mathbb{R}^l \to \mathbb{R}^l$. As described in Section 5, we compare two parameterizations:

1. Let each $f$ be realized by a standard multilayer perceptron (MLP) with six hidden layers of 256 neurons and ReLU nonlinearities.
2. Let each $f$ take the form
   
   $$f(z_1, z_2) = h(g(z_1) + g(z_2)),$$
   
   with each corresponding $g : \mathbb{R}^l \to \mathbb{R}^{256}$ now a three-hidden-layer MLP with 256 neurons per layer, and each corresponding $h : \mathbb{R}^{256} \to \mathbb{R}^l$ with the same number of hidden layers.

Notably, the second option satisfies commutativity via commutativity of the operation $+$, and thus satisfies 2 of the distributive lattice laws. All other hyperparameters are left the same as for the structural transport nets.

Computed metrics. We discuss a few details of our reported metrics. While the IoU metric is standard, it can occasionally be undefined if the union volume is zero; we exclude these datapoints from our computed statistics. We also tested an accuracy metric

$$\text{Acc}(U_{\text{pred}}, U_{\text{true}}) = \mathbb{E}_u \left[ \mathbb{1}_{U_{\text{pred}}(u)} \overset{?}{=} \mathbb{1}_{U_{\text{true}}(u)} \right],$$

where $? = 1$ for equality and 0 otherwise. The results were qualitatively similar to that of the IoU metric so we omit them for simplicity.
B.2. Procedures

**Random term generation.** Section 3 and Section 5 describe a procedure for generating random terms of a particular type. Algorithm 2 provides more detailed pseudocode for the set distributive lattice type $\mathcal{F}_{\text{Dist}}$. We also work through an example for $\ell = 5$ starting symbols.

\[
\begin{array}{cccccc}
  v & w & x & y & z \\
  v & w & x & (y \lor z) \\
  v & (w \land x) & (y \lor z) \\
  (v \lor (w \land x)) & (y \lor z) \\
  (v \lor (w \land x)) \land (y \lor z)
\end{array}
\]

The final line is the finished random term.

**Equivalent term generation.** The experiment in Section 5.2 outlines a scheme for randomly generating a term $q(x_1, \ldots, x_\ell)$ which is equivalent to some original term $p(x_1, \ldots, x_\ell)$. At a high level, this works by successively substituting terms from distributive lattice laws. Algorithm 3 provides informal pseudocode for this procedure, and rests on the idea of applying laws to manipulate terms; a formal treatment of this is outside the scope of our paper, and we will explain our ideas informally.

Whether a law applies to a particular expression and how a law is then applied to that expression depends on which law is considered. We provide a concrete example for the distributive laws, with other laws following similarly.

Consider the distributive laws

\[
x \lor (y \land z) = (x \lor y) \land (x \lor z) \quad \text{and} \quad x \land (y \lor z) = (x \land y) \lor (x \land z).
\]  

(5)

Let $X$, $Y$, and $Z$ be unspecified terms—either single variables, or more complicated compound terms—and consider a particular term $\tilde{p}(X, Y, Z)$. Then we say that the distributive law applies to $\tilde{p}(X, Y, Z)$ if $\tilde{p}(X, Y, Z)$ is of one of the following forms:

\[
\begin{array}{c}
  X \lor (Y \land Z) \quad \text{or} \quad (X \lor Y) \land (X \lor Z) \\
  X \land (Y \lor Z) \quad \text{or} \quad (X \land Y) \lor (X \land Z).
\end{array}
\]  

(6)

If this is the case, we say that the distributive law is then applied to $\tilde{p}(X, Y, Z)$ by applying the appropriate symbolic substitution to $\tilde{p}(X, Y, Z)$ from (5). If multiple forms from (6) are appropriate, one is chosen at random.

Algorithm 3 essentially randomly applies a certain number of these transformations to random subterms of a particular starting term, yielding a chain of equivalent terms. We provide an example of such a chain here, starting from the operational polynomial $p(x, y, z) = x \land (y \lor z)$ and proceeding for three steps:

\[
x \land (y \lor z) = x \land (z \lor y) \quad \text{(commutativity)} \\
= (x \land z) \lor (x \land y) \quad \text{(distributivity)} \\
= ((x \land (x \lor y)) \land z) \lor (x \land y) \quad \text{(absorption)} \\
=: q(x, y, z).
\]

In our self-consistency experiments, we then compare the realizations of our learned operations on the final term $q(x, y, z)$ against those of the starting term $p(x, y, z)$.
Algorithm 2 Random term generation

In: Number of symbols $\ell$

Out: Term $p(x_1, \ldots, x_\ell)$

5 $\hat{P} \leftarrow (x_1, \ldots, x_\ell)$ # Initialize list of terms

6 while length($\hat{P}$) > 1 do

7 $i \leftarrow$ random integer in $\{1, \ldots, \text{length}(\hat{P})\}$ # Extract $i$th term and remove from list

8 $\hat{p}_i \leftarrow \text{pop}(\hat{P}, i)$

9 $j \leftarrow$ random integer in $\{1, \ldots, \text{length}(\hat{P})\}$ # Extract $j$th term and remove from list

10 $\hat{p}_j \leftarrow \text{pop}(\hat{P}, j)$

11 sym $\leftarrow$ random operation symbol in $\{\cap, \cup\}$ # Select operation symbol

12 $\hat{q} \leftarrow \hat{p}_i \text{sym} \hat{p}_j$ # Apply operation symbol

13 append($\hat{P}, \hat{q}$) # Append new term to list

14 end

15 return $\hat{P}[1]$ # Return remaining term in list

Algorithm 3 Equivalent term generation

In: Starting term $p(x_1, \ldots, x_\ell)$, number of law applications $J$

Out: Equivalent term $q(x_1, \ldots, x_\ell)$

16 for $j \leftarrow 1$ to $J$ do

17 Recursively extract all subterms of $p$ into a collection (tree search) as follows:

18 $\hat{P} \leftarrow (\hat{p}_1, \ldots, \hat{p}_n)$ # Specific subterms in $p$

19 $\hat{I} \leftarrow (\hat{i}_1, \ldots, \hat{i}_n)$ # Indices for each $\hat{p}$ in $p$

20 laws $\leftarrow \text{"associativity","commutativity","absorption","distributivity"}$

21 Randomly shuffle $\hat{P}$ and $\hat{I}$ (with the same shuffle)

22 Randomly shuffle laws

23 for $j \leftarrow 1$ to length(laws) do

24 law $\leftarrow$ laws[$j$]

25 for $k \leftarrow 1$ to length($\hat{P}$) do

26 $\hat{p}, \hat{i} \leftarrow \hat{P}[k], \hat{I}[k]$

27 if law applies to $\hat{p}$ then

28 $\hat{q} \leftarrow$ law applied to $\hat{p}$

29 $p \leftarrow \hat{q}$ substituted for $\hat{p}$ at $\hat{i}$ in $\hat{P}$

30 end

31 end

32 end

33 return $\hat{P}$
B.3. Additional visualizations

This section provides additional tables and graphics for our experiments.

**Table of operations.** Table 3 lists all combinations of candidate operations that we trained. For each combination, we numerically tested whether the 8 distributive lattice laws in Table 1 are satisfied. Summing the number of satisfied laws for a particular pair of combination yields the count (#) column.

The symmetric directly parameterized baseline satisfies two laws (commutativity in both directions), while the naive MLP satisfies no laws. These are not listed in the table.

**Table 3.** Candidate operations on the mirrored space with the satisfied distributive lattice laws. Due to distributive lattice symmetries, we have two laws for each column (e.g., $a \cap^M b = b \cap^M a$ and $a \cup^M b = b \cup^M a$). The first row imposes a Riesz algebra structure on the mirrored space. The second column counts how many laws are satisfied by a particular pair of candidate operations.

<table>
<thead>
<tr>
<th>Operations</th>
<th>#</th>
<th>Commutativity (*)</th>
<th>Associativity (*)</th>
<th>Absorption (*)</th>
<th>Distributivity (*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\cap^M = \max$</td>
<td>8</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \min$</td>
<td></td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cap^M = \max$</td>
<td>6</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \min$</td>
<td>6</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cap^M = \min$</td>
<td>5</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \max$</td>
<td>5</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cap^M = +$</td>
<td>5</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \cap$</td>
<td>4</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cap^M = \min$</td>
<td>4</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \times\text{mat}$</td>
<td>4</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = +_s$</td>
<td>4</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \cap$</td>
<td>3</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \times\text{mat}$</td>
<td>3</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = +_s$</td>
<td>3</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \cap$</td>
<td>2</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \times\text{mat}$</td>
<td>2</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = +_s$</td>
<td>2</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \cap$</td>
<td>1</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
<tr>
<td>$\cup^M = \times\text{mat}$</td>
<td>1</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
<td>✓✓</td>
</tr>
</tbody>
</table>
Operation performance and self-consistency scatter plots. We supplement our plots in Figure 3 with two in-depth scatter plots which elucidate interesting details in the data.

Figure 4a presents the same Section 5.1 experimental data as in Figure 3a. Namely, Figure 4a teases apart the influence of the length ℓ of the random symbol term, which is simply averaged in Figure 3a. The IoU performance metric, originally on the y-axis of Figure 3a, is now visualized in the color bar. The y-axis of Figure 4a starts with two-symbol terms (either x ∪ y or y ∪ x) up to terms with 10 symbols. Each “column” in Figure 4a corresponds to one specific choice of algebra operations, which is represented as just a dot in Figure 3a. We annotate a few explicitly in both plots. These algebras are then grouped by how many distributive lattice laws they satisfy, which can be found in Table 3.

Figure 4a shows a moderate performance degradation as the length of the random term increases. This is less pronounced for methods with a low IoU to begin with, but can be more easily seen with better-performing methods, especially in the algebras with 5 and 6 satisfied laws. These algebras perform similarly to the Riesz algebra for terms with only a few symbols; however, as the length of the term increases the Riesz algebra emerges as a favorite. We believe this is attributable to the fact that the Riesz algebra exclusively satisfies all the desired distributive lattice laws.

Figure 4b similarly corresponds to Figure 3b and the experiment in Section 5.2. Each column in Figure 4b is a particular algebra, corresponding to one line in the line plot of Figure 3b. The color bar encodes the same self-consistency metric discussed in Section 5.2 and plotted on the y-axis of Figure 3b. However, the y-axis of Figure 4b corresponds to the x-axis of Figure 3b, and the x-axis of Figure 4b simply serves to arrange the different algebras in order with their alignment to the source algebra.

Figure 4b shows that all methods besides the Riesz algebra struggle to maintain self-consistency for equivalent terms. Naturally, for unchanged terms (0 on the y-axis) all methods are deterministic and hence self-consistent. The Riesz algebra is also perfectly self-consistent for all equivalent terms, as a direct consequence of Theorem 3.2. All other algebras degrade significantly as the equivalent terms become more complex. This stems from the fact that, unlike the Riesz algebra, all other operations must implicitly learn the underlying source algebra laws. This is always an inexact process and produces compounding errors for more complex terms.

Figure 4. a) Average learned operation performance, plotted on the color bar, against number of satisfied distributive lattice laws and random term length. b) Average self-consistency, plotted on the color bar, against number of satisfied distributive lattice laws and number of random law applications.
Breakdown of specific laws. This series of plots breaks down the Section 5.1 data, plotted in Figure 3a and Figure 4a, at a more granular level. Instead of only considering the aggregate number of laws satisfied, Figure 5 analyzes the satisfaction of specific laws and its impact on learned operation performance.

Each point in any of the Figure 5 subplots represents a single algebra, with its color encoding the mean operation performance averaged over different term lengths, as in the y-axis of Figure 3a. For two particular distributive lattice laws, we group the algebras by the degree to which they satisfy each of the laws: this can include both of the forms in Table 1 (✓✓), just one or the other (✓✗/✗✓), or neither (✗✗). As with the other plots, we annotate our best-performing structural transport net and the two direct latent parameterization baselines.

Figure 5 broadly shows that satisfaction of any laws is positively related to learned operation performance. Specifically, moving from left-to-right and from bottom-to-top generally results in an increased average IoU score. However, conditioned on a particular law being satisfied, certain other laws seem to be less important. We enumerate a few such observations here:

1. Conditioned on the level of distributivity, increasing commutativity seems to yield minimal benefits (Figure 5f).
2. Conditioned on the level of distributivity, increasing associativity seems to yield minimal benefits (Figure 5c).
3. Conditioned on the level of commutativity, increasing absorption seems to yield minimal benefits (Figure 5d).
4. Completely satisfying both commutativity and associativity is highly indicative of strong performance, but only partial satisfaction of either results in substantial degradation (Figure 5e).

Certain combinations of law satisfaction were not covered by our set of candidate operations. For example, no operations in \( C \times C \) resulted in an algebra which was completely distributive and not at all absorptive Figure 5a. Future work can consider more sophisticated methods for constructing a set of candidate operations \( C \) which results in complete coverage of all possible law satisfactions.
Figure 5. The performance of different algebras, grouped by their satisfaction of specific law combinations.