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Abstract. An algorithm is presented which randomly selects a labelled graph with specified vertex 
degrees from a distribution which is arbitrarily close to uniform. The algorithm is based on 
simulation of a rapidly convergent sfochastic process, and runs in polynomial time for a wide 
class of degree sequences, including all regular sequences and ali n-vertex sequences with no 
degree exceeding vm. The algorithm can be extended to cover the selection of a graph with 
given degree sequence which avoids a specified set of edges. One consequence of this extension 
is the existence of a polynomial-time algorithm for selecting an J-factor in a sufficiently dense 
graph. A companion algorithm for rorrrrting degree-constrained graphs is also presented; this 
algorithm has exactly the same range of validity as the one for selection. 

1. Synopsis 

This paper addresses the following problem: given a sequence d = (d, , . . . , d,,) 

of non-negative integers, select, uniformly at random, a labelled undirected graph 
on n vertices whose vertex degrees are precisely d,, . . . , d,,. We shall exhibit an 

algorithm which, for 2 wide class of degree sequences, efficiently selects such 2 

graph from 2 distribution which is arbitrarily close to uniform. The class includes 
all regular degree sequences, and all n-vertex sequences with maximum degree 
m. Here, as elsewhere in the paper, the word “efficient” is used to describe 
algorithms whose execution time is bounded by a polynomial in n. 

This problem has recently received a considerable amount of attention, motivated 
in part by the increasingly important role played by the random regular grap 
in probabilisti; graph theory [4]. The earliest technique for uniform generation 
g:aphs with given degree sequence is implicit in the work of Bender 2nd Canfie 
[2] and Bollobiis [3], and is made explicit in an aigorith 
[ 151; this algorithm is efficient only for degrees up t 
case (and in practice only for very small dq,rees). 
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specialised exact algorithms for cubic and 4-regular graphs, but these do not seem 
to genera& to higher degrees. By an indirect method based on approximate 
counting, the present authors [14] give an almost uniform generation algorithm 
which runs in polynomial time for regular graphs up to degree O(n”“). Finally, two 
very recent papers [6,12] handle degrees up to o( n”5) and ~(n”~), respectively, 
using more direct methods. (In the latter case, the output distribution of graphs is 
e~uctly uniform.) We should also mention that generators for labelled graphs with 
given degrees can be used in the uniform generation of ml&&d graphs [16]. 

The approach we describe here not only handles all regular degree sequences for 
the first time, but also has the merit of being extremely simple to describe. It is 
based on a Markov chain simulation technique wh& has recently proved to be a 
powerful tool for the random generation of various combinatorial structures 
[5,7, 141. The idea is as follows: for a degree sequence d, let S(d) denote the set 
of labelled undirected graphs with vertex set { 1, . . . , n} in which the degree of vertex 
i is d,. We set up a Markov chain A’%(d) whose states include the elements of g(d), 
together with some auxiliary structures, and whose transitions correspond to simple 
random perturbatio;ls (edge additions and deletions). This process will turn out to 
converge asymptotically to a stationary distribution which is uniform over the states. 
Moreover, and crucially, for many values of d the convergence will turn out to be 
fast in the sense that the distribution gets very close to uniform after only poly- 
nomially many steps. This strong property is known as rapid mixing [ 1,131. Thus 
we can generate elements of 3(d) almost uniformly by simulating the evolution of 
A%(d) for some small number of steps and outputting the final state. 

The Markov chain we use is one which we have already studied extensively in a 
different context in [7], and has as its states the perfect and “near-perfect” matchings 
of a given graph. This chain is relevant here because we may identify elements of 
C!?(d) with perfect matchings in a suitably constructed graph. We may then appeal 
to the analysis of [7] to establish the rapid mixing property, under a certain condition 
on the degree sequence d. The methods of [7] also yield an efficient algorithm for 
testing this condition for an arbitrary degree sequence. Moreover, we can show that 
the condition is certainly satisfied by all k-regular sequences for k 4 n/2, and all 
n-vertex sequences with maximum degree m. By complementation, we can 
therefore handle all regular degree sequences. Our technique can be extended to 
handle the uniform generation of graphs with given degree sequence which avoid 
a specified set of edges (a so-called excluded graph); for this the only additional 
condition we require is that the maximum vertex degree of the excluded graph 
should not be too !arge. 

We also observe that the generation procedures lead imimediately to efficient 
algorithms for estliraating the number of graphs on a given degree sequence d, under 
the same conditions on al. This problem has also been the subject of much recent 
research: asymptotic estimates have been obtained for a class of sequences with 
maximum degree o(n”‘) [IO]. (Graphs of high degree are studied in [ll].) 
range of validity of our algorithmic method is therefore much wider. 
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2. Degree sequerrces an 

14 genei*ation prcblem is defined by a function Sp, which maps a set, of instances 

to 2: set of possible solutions. For example, the function Y may have as its domain 
the set of all undirected graphs, and may associate with each graph r the set of all 
perfect matching: in I’. We shall assume that each problem instance x has a 
well-defined size. An almost uniform generator for Y is a probabilistic algorithm 
whi.ch, given an instance x and a positive real bias E, outputs an element of Y(x) 
such that the probability of each element appearing approximates ]Y(x)l- within 
rati? I+ E.’ The generator is fuliy golynomial if its execution time is bounded by a 
polynomia! in lg F-’ and the size of x. (For a fuller treatment of almost uniform 
generation see [8,14].) 

Red that g(d) denotes the set of all labelled graphs with degree sequence 
d=(d,,..., d,,). We assume in the sequel that the sequence d is graphical, that is 
to say j%(d)] > 0; note that there are simple polynomial-time algorithms for testing 
this condition (see, for example, exercise 7.50 of [9]). Define W(d) to be Ud, %(d’), 
where the union ranges over vectors d’~ N” which satisfy d’s d and Cy=, Idj - d;i s 2. 
Call a class of degree sequences P-stable if there exists a polynomial p such that 
]%‘(d)]/]%(a)] d p( n) for every sequence d = (d, , . . . , t-l,,) in the class. Informally, a 
degree sequence d is P-stable if I%(d)] does not change radically when d is slightly 
perturbed. Although the class of ail graphical degree sequences is not Pstable, there 
are natural subclasses which are. We shall return to this issue in the next section. 

Our aim is to construct a fully polynomial almost uniform generator for 3(d), 
which is valid for all sequences d within a specified P-stable class. Our approach 
is to reduce this generation problem to the previously studied problem of generating 
perfect matchings in an undirected graph. For any undirected graph f, let J!(r) 
denote the set of perfect matchings in r, and let K(F) denote the set of new-perfect 

matchings in II, i.e., those matchings which leave unmatched precisely two vertices 
of E From Theorem 3.6 of [7], and the comment immediately preceding that theorem, 
we know the following. 

Theorem 2.1. Let q( *) be any polynomial. There is a fully polynomial almost uni- 
form generator for A(r), which is valid for ali m-vertex graphs r which satisfy 
IJuVWl-NOl Q s(m). 

As indicated earlier, the generator is obtained by simulating a rapidry mixing 
Markov chain with state space A(T) u .K( r) and uniform stationary distribution. 
The bound on the ratio (~H-(r)j/l~X(f )I is necessary both to establish the ra 
mixing property and to ensure that the chain visits perfect matchings reasonably 
often. A full discussion can be found in [7]. 

tie are now in a position to state and prove the main result of t 

’ For non-negative real numbers a, c?, F, we say that ,y approximares a within ralio 1 + t- if a( I +  F  )-‘s  

a’Sa(l+F). 
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Theorem 2.2. There is a fulZy polynomial almost uniform generator for %( 
the degree sequence d is drawn from some P-stable class. 

roof. For given egree seqtience d = (d, , . . . , d,), let r = i ‘(dab be t 

graph with vertex set 

V(f)=(vik: lSi<n and ISkSdi}u(U,: ISi, Jon and i#j) 

and edge set 

E(~‘)=((u,~,z+): l<i,j<n,l<ksdd,, and i#j} 

w{(uij,taji): ISi, jSn and i#j}. 

The intention is to set up a correspondence between perfect matchings M in r and 
elements of ‘3(d). Informally, r contains an edge (u,, uj,) corresponding to each 
potential edge (i, j) in a graph G E S(d); the presence of the edge ( u,~, u,;) in M 
models the absence of the edge (i, j) in G. Additionally there are n clusters of 
vertices of the form ( vjk: I s k s 6,) which, together with their incident edges, enforce 
the degree constraints at each vertex i in 6. 

Let 4 be the function, from matchings in f to (undirected) graphs on vertex set 
(I ,e-., n), which maps the matching M E E(T) to the graph with edge set 

{(i, j): i #j and (u,, uji)ti AI}. 

Denote the set of all perfect matchings in r by Ju = J!(l(r). It is a straightforward 
task to verify that 4(.&f = S(d) and, moreover, that each graph in 93(d) is the image 
of precisely n:“=, d,! elements of .&. Thus, to generate elements of 9(d) almost 
uniformly, it is enough to generate perfect matchings in T(d) almost uniformly. By 
Theorem 2.1, this will be possible provided I.K(f (d))l/(~ti(T(d))l d q(m), where 
m = 1 V(r)! and q is some fixed polynomial. (The polynomial q will depend on the 
polynomial p in the definition of P-stable.) 

Call a matching M of f normalised iff either (i) M is a perfect matching, or (ii) 
M is a near-perfect matching whose unmatched vertices are both cluster vertices. 
Denote the set of all normalised matchings of r by N(r). Let A4 E J!-(f) be a 
matching in which the vertex uij is unmatched. By adding the edge (I+, Uji) to M, 
and removing the edge from M which was previously incident at vii, we succeed 
in moving one unmatched vertex into the set of cluster vertices. Two such operations 
are sufficient to normalise any near-perfect matching. (If vertices uij and uji are both 
unmatched, then M can be normalised by adding the single edge (uv, z+).) 

The normalising operation maps at most ti’ distinct matchings onto a single 
normalised matching; hence (Al-(f )I G n’lX(f )I. It is straightforward to check that 
4(N(r)) = Y(d) and that each element of S’(d) is the image of at most ny=, d;! 
elements of N(f ). Putting these facts together we have 
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The proof is completed by appealing to Theorem 2.1; the degree of the polynomial 
q in the statement of that theorem can be taken as ]f deg p] -t 1. 0 

Whenever an efhcient almost uniform generator exists for a class of combinatorial 
structures, we may reasonably expect that an efficient approximation algorithm will 
exist for counting those structures [S]. Let f be a function from problem instances 
to natural numbers. A rundomised approximation scheme for f is a probabilistic 
algorithm which, when presented with an instance x and a real number E > 0, outputs 
a number which, with probability at least z, approximates f(x) within ratio (1 + E). 
The approximation scheme is filly polynomial if it runs in time bounded by a 
polynomial in E-’ and the size of x. From Corollary 3.7 of [7] we learn the following. 

2.3. Let q( - ) be any polynomial. There is a fully polynomial randomised 
approximation scheme for IAt< r)[, which is valid_for all m-vertex graphs I’ which satisfy 
I.WWl.W?l s q(m). 

We therefore have immediately, by the reduction of Theorem 2.2, the following 
theorem. 

Theorem 2.4. There is a f&/y polynomial randon ised approximation scheme for I%( d) 1 

provided the degree sequence d is drawn from some P-stable class. 

The proof of Theorem 2.2 hinged on the fact that a polynomial bound on the 
ratio ]%‘(d)]/l%(d)[ implies a polynomial bound on the ratio I~4-(f(d))l/l~4(f(d))l; 
in fact the reverse implication also holds. P-stability is therefore not merely a 
sufficient, but also a necessary condition for our reduction to be applicable. 

It is interesting to observe that, in Theorems 2.2 and 2.4, it is not necessary to 
know a priori the specific polynomial p implicit in the requirement of P-stability. 
A polynomial time randomised algorithm presented in Section 5 of [7] may be used 
to estimate the ratio I~H-(r)l/l_lu(r)] within a constam tactor; the resulting estimate 
then determines how long the Markov chain simulation should run before the 
probability distribution over states is sufficiently uniform. 

In the next section, we will develop a simple numerical condition on degree 
sequences which is sufficient to guarantee P-stability. 

emark. The algorithms we have described involve transforming a given degree 
sequence d into a graph T(d), and simulating a Markov chain which has a natural 
interpretation in t,rms of matchings in r(d). We might ask whether a more direct 
attack is possible. For a given degree sequence d, consider the Markov chain with 
state space %I’( ) and transitions as follows: in state GE %‘( ), select an ordered 
pair i, j of vert es uniformly at random and then 

(i) if G E g(d) and (i, j) is an edge of G, delete (i, j) from G, 
(ii) if G & %?I( d), the degree of i in G is less than 

G, add (i, j) to 6; uses the degree of j to 
uniformly at rando 
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It is easy to verify that this Markov chain converges to a uniform stationary 
distribution. (This follows because it is irreducible, aperiodic and symmetric.) Using 
techniques very similar to those developed in [7,13], it can be shown that the chain 
is rapidly mixing under certain conditions on : in particular, the criterion given 
in Theorem 3.1 of the next section is certainly sufhcient. This Markov chain therefore 
yields an alternative, and arguabiy more natural version of the generation algorithm 
described here. However, we prefer not to obscure our presentation with a detailed 
analysis of the modified chain. 

3. A criterion for P-sta 

For a graphical degree sequence (3 = (d, _ . . . , d,, ), define d,,, = max, di and e(d) = 
1 I:‘_, d,. Note that e(d) is integral. We now derive a very useful sufficient condition 

to be P-stable in terms of the quantities d,,, and e(d). 

Theorem 3.1. 77~ clss of al! degree sequences d which satisfy e(d) > di,, - d,,, is 
P-stable. 

roof. Let d be a degree sequence satisfying the above condition. We will show 
how to associate with each graph G E Y?(d) a graph G E s(d) which is “close to” 
G, in the sense that C can be transformed into G via a simple edge exchange 
operation. The result ~111 then follow from the observation that no graph in g(d) 
can be close to too many graphs in C!?‘(d). 

If G E 93(d) we simply set G = G, so assume that GE %‘( ) - (e(d). We describe 
the operation first in the case that G has degree sequence d’ of the form 

d! = di-1 for iE {k, I}, 
I 

4 otherwise. 

If G does not contain the edge (k, I), we just add this edge to G to form G. If on 
the other hand the edge (k, I) is already in G, we look for a pair x, y of vertices 
such that (x, y) is an edge of G and 

(i) x, y, k, I are all distinct, 
(ii) (x, k) and (y, I) are not edges of G. 

Then the graph 6 is formed by adding to G the edges (x, k) and (y, 1) and deleting 
the edge (x, y). We claim that such a pair x, y can always be found. To see this, 
note that there are 2e(d’) = 2( e(d) - 1) candidates for the ordered pair x, y among 
endpoints of edges of G, some of which are excluded by requirements (i) and (ii). 
Elementary counting reveals that the number of candidates excluded by (i) is at 
most 2(dL + dj) - 2s 2(2d,,, -3). Similarly, the number excluded by (ii) is at most 

,,,;ly- 1). The total number of excluded candidates therefore does not 
exceed 2(&,, - d,,, - I). It follows that a suitable pair x, y can be found provided 
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that 

which is equivalem to the condition on stipulated in the theorem. 
It remains to describe G when the degree sequence of G is 

d+ 
1 

4-2 for i=k, 

di otherwise. 

In this case, we seek an edge (x, y) of G for which (i) x, _v # k, and (ii) (x, k), (y, k) 
are not edges of 6. The graph G is then obtained from G by adding the edges 
(x, k) and (y, k) and deleting (x, y). Using similar reasoning to the above, the reader 
may easily verify that a suitable edge (x, y) always exists under the stated condition 
on d. 

Now for any graph H E S(d), define the set 

X(H) = (GE W(d): e = H}. 

Note that the sets 3$(H) partition W(d). It is a straightforward task to verify that 
each element of X(H) can be coded by a unique tuple (x, y, k, 1), and hence that 
IX< H)! s n*. We therefore conclude that /9Y(d)~//%(d)f s n*, so this class of degree 
sequences is indeed P-stable. Cl 

Informally, Theorem 3.1 says that a degree sequence belongs to a P-stable class 
provided its maximum and average degrees do not differ by too much. Let us mention 
two important types of degree sequence which satisfy this condition: 

(i) Letd=(k, k,. . . , k), i.e., d is k-regular, with k 6 n/2. Then setting e(d) = nk/2 
and d,,, = k, we see at once that the hypothesis of Theorem 3.1 is satisfied. 

(ii) Suppose all degrc.,s in rl lie in the range [I, J$?]. Then setting e(d)> 
$( d,,, + n - 1) and d,,, s m, r’ne hypothesis of Theorem 3.1 is again seen to hold. 

Note also that there is an obvious bijection between the sets g(d) and s(d), 
where d is the complement of d, i.e., 3 = 9 - 1 - d;. Hence for the purposes of 
generation and counting d and d are equivalent. We summarise these observations 
in the following corollary. 

Corollary 3.2. There exists a fully polynomial almost uniform generator for S(d), and 
u fully polynomial randomised approximation scheme for I%( d)l, provided fhe degree 
sequence d satisjies e(d) > d I,, - d,,,,, . In particular, such algorithms exisf for 

(i) all regular degree sequences, 
(ii) all n-vertex sequences with maximum deg,ee at most m and no isolated 

vertices (and hence, by complementation, all n-vertex sequences with minimum degree 
at least n -&@-- 1 and no vertices of degree n - 1). 

emark. The class of all graphical degree sequences is not P-siabie. To see t 

consider the family of degree sequences on 2k vertices oft 

rA)=(lF2,..., k-l,k,k,k+l,..., 2k-8) 
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fork=3,4,.... Observe that the selection of a graph with any given degree sequence 
&-I=(&,..., d,,) can be viewed recursively as follows: 

(I) select a set of d,, neighbours for vertex n; 
(2) recursively !cct 3 graph with degree sequence I= (dl,. . . , LB:,_,), where d’ 

is obtained from by deleting the final component nd decrementing by 1 the 
components which correspond to the d,, chosen neighbours for vertex n. 

Adopting this view, it is clear that there is a unique graph with degree sequence 
d’“’ . 

Now modify d’“’ by decrementing by 1 the final two components. Note that 
graphs on the modified degree sequence are members of %‘(d’“‘). Applying the 
recursive selection procedure we therefore have 

I%‘(d’“‘)[+9(1,2 ,..., k, k, k+l,. ..,2k-3,2k- 3,2k-2)j/ 

al%(l, 1,2, . . . . k-l,k-l,k, . . . . 2k-4,2k-4)/ 

+(l, 1,1,2 ,..., k-2,k-2,k-l,..., 2k-5)( 

~3x(%(l,l,l,2 ,... _k-3,k-3,k-2,...,2k-7)! 

~3’x(%(l,1,1,2 ,..., k-4,k-4,k-3 ,..., 2k-9)1 

. 

>3’;-‘)re(l, l,l,l)l 
= 3h-‘* 

(The factor of 3 arises at each stage from the freedom to choose one of three 
degree-one vertices to be ad_iacent to the vertex of largest degree.) The ratio 
I~(d’“‘)(/(~(d’x’)l is exponential in k, and hence in n = 2k, the number of vertices. 

By appropriately refining the above counterexample, it is possible to demonstrate 
that Theorem 3.1 is quite close to being a best possible characterisation of P-stability 
in terms of the quantities e(d) and d,,,,,. 

xclu~ed graphs 

As remarked in the Synopsis, our technique can be extended to the generation 
of graphs with given degree sequence which avoid a specified set of edges. Suppose 
d=(d,, . . . , d,) is a degree sequence and X is a graph with vertex set (1,. . . , n}. 
Let %(d, X) denote the set of all graphs G E C!?(d) for which the edge sets of G and 
X are disjoint. Our goal is to provide a fully polynomial almost uniform generator 
for %(d, X), subject to appropriate conditions on d and X. The motivetior! for 
considering this generalisation is twofold. First, it encompasses some pr&dems of 
independent interest, such as generating f-factors in an undirected graph. Second, 
the generalisation extends the class of structures under consideration from one, 
namely 9(n), which is apparently not self-reducible in the sense of SC 
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The required modification to the reduction of Section 2 is straightforward: selected 
parts of the graph r are simply omitted in accordance with the sp-cified excluded 
graph X. More precisely, the definition of the vertex set of f = f ( X) is amended 

to read 

u{u,: l~i,j~n, i#j and (i,j)aE(X)}, 

where E(X) denotes the edge set of X. The edge set of I’ is also revised, so that it 
includes precisely those edges of the old edge set which have both endpoints in the 
new vertex set. As before, there is a correspondence between elements of %( 
and perfect matchings in r(d, X). 

Proceeding by analogy with the definition of P-stability in Section 2, define 
%‘(d, X) to be the set of all graphs G in %‘(;S) for which the edge sets of G and X 
are disjoint. Say that a class of degree sequence/excluded graph pairs ( 
P-stable if there is a polynomial p such that 1 %‘(d, X J//j %(d, X)1 G p( n) for every 
pair (d, X) in the class. (Here, n denotes the number of components in the degree 
sequence d.) An analogue of Theorem 2.2 holds for the extended notion of P-stability, 
with the pair (d, X) taking the role of the singleton d; indeed the proof of Theorem 
2.2 can be carried across virtuahy unchanged. Now let xmax denote the maximum 
vertex degree of the excluded graph X. Working through the proof of Theorem 3.1, 
taking into account the excluded graph X, we obtain the following theorem. 

Theorem 4.1. The class of all degree sequence/excluded graph pairs ( 

satisfy e(d) > d,,,( d,,, I- xmax - 1) is P-stable. 

Notice that this is a proper extension of the previous result, since we can recover 
Theorem 3.1 by setting X = 0 and xmax = 0. The analogue of Corollary 3.2 is the 
following. 

Corollary 4.2. 7iSere exists a fully polynomial almost uniform generator for %(d, X), 
and u fully polynomial randomised approximation scheme for ( %?( WI, provided the 

pair (d, X) satisfies e(d) > d,,,(d,,,+ x,,,- 1). 

It is worth noting two special cases of Corollary 4.2. Setting 
confirms the existence of a fully polynomial almost uniform generator for the set 
of perfect matchings in a graph G, provided the minimum degree of G excee 
$I - 1. This fact had been observed earlier [7]. owever, going further and setting 
d=(LL..J) we obtain a new result: there exists a fully polylnomiai almost 
uniform generator for the set of f-factors in a gra 6, p-c -Ii i~~rn~ 

egree of exceeds in + f  -  2.  
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