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Abstract

The paper studies the problem of counting the number of coverings of a d-dimensional

rectangular lattice by a speci�ed number of monomers and dimers. This problem arises in

several models in statistical physics, and has been widely studied. A classical technique due

to Fisher, Kasteleyn and Temperley solves the problem exactly in two dimensions when

the number of monomers is zero (the dimer covering problem), but is not applicable in

higher dimensions or in the presence of monomers. This paper presents the �rst provably

polynomial time approximation algorithms for computing the number of coverings with any

speci�ed number of monomers in d-dimensional rectangular lattices with periodic bound-

aries, for any �xed dimension d , and in two-dimensional lattices with �xed boundaries.

The algorithms are based on Monte Carlo simulation of a suitable Markov chain, and,

in contrast to most Monte Carlo algorithms in statistical physics, have rigorously derived

performance guarantees that do not rely on any assumptions. The method generalizes to

counting coverings of any �nite vertex-transitive graph, a class which includes most natural

�nite lattices with periodic boundary conditions.

Keywords: monomer-dimer problem, dimer coverings, lattice statistics, Monte Carlo

methods, relaxation time, mixing time, approximation algorithm,Fisher-Kasteleyn-Temperley

algorithm, perfect matchings, monomer-dimer correlations, vertex-transitive graphs.
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1 Introduction

1.1 Historical background

A fundamental problem in lattice statistics is the monomer-dimer problem, in which the sites

of a regular lattice are covered by a non-overlapping arrangement of monomers (molecules

occupying one site) and dimers (molecules occupying two sites that are neighbors in the lattice).

The three-dimensional problem occurs classically in the theory of mixtures of molecules of

di�erent sizes [11] and the cell-cluster theory of the liquid state [4]. In two dimensions, the

problem serves as a model for the adsorption of diatomic molecules on a crystal surface [36].

(In this last example, `monomers' correspond to empty sites.)

Most thermodynamic properties of the system can be deduced from knowledge of the num-

ber of ways of covering the lattice with given numbers of monomers and dimers. Suppose the

lattice has 2m sites, and consider coverings consisting of s dimers and 2(m � s) monomers;

the ratio p = s=m is the dimer density. The essential problem is to compute the number

of coverings as the lattice size m increases, for various values of p . Considerable e�ort has

been invested in this problem over the past sixty years. In the remainder of this subsection we

present a rather incomplete survey; for further information see, for example, [17, 29, 42] and

the references given there.

The monomer-dimer problem gained prominence in 1937 through the early paper of Fowler

and Rushbrooke [8]. A breakthrough was achieved in 1961, when, independently, Fisher, Kaste-

leyn and Temperley provided an analytic solution for the case of dimer coverings (i.e., arrange-

ments with dimer density 1) on a two-dimensional rectangular lattice [6, 27, 39]. The key idea

is to express the number of dimer coverings as a Pfa�an, which in turn can be evaluated as the

square root of an associated determinant. These calculations give precise asymptotics for f(n),

the number of dimer coverings of an n � n rectangular lattice (with n even); speci�cally,

1

n

2

ln f(n) ! � as n ! 1 , where � =

1

�

X

r�0

(�1)

r

(2r+ 1)

2

= 0:29156:::

Moreover, since the problem is reduced to evaluation of a determinant, the quantity f(n) can

be computed numerically for any value of n in an e�cient manner. In fact, this technique is
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more general and allows the number of dimer coverings of any planar graph (or indeed, of any

family of graphs with �xed genus) to be computed e�ciently [28].

Unfortunately, these methods do not extend to two-dimensional lattices with dimer density

less than 1, or to lattices in higher dimensions even when the dimer density remains 1. This

limitation was formalized by Hammersley et al [15] and, in a di�erent sense, by Jerrum [18].

Indeed, the three-dimensional dimer covering problem, which asks for the number, f(n), of ways

of �lling an n � n� n rectangular lattice with dimers, is one of the classical unsolved problems

of solid-state chemistry. A few facts are known: for example, ln(f(n))=n

3

tends to a �nite

limit � as n tends to in�nity [12]. Hammersley [13] proved the lower bound � � 0:418347,

while the early paper by Fowler and Rushbrooke [8] showed the upper bound � � 0:54931. It

has been conjectured that � lies between 0:43 and 0:45. In other work, Bhattacharjee et al [1]

studied the phase transition behavior of the three-dimensional model. Notwithstanding these

e�orts, no reliable method is known for computing f(n) to good accuracy. A similar lack of

rigorous results holds for the problem at dimer densities less than 1, even in two dimensions.

Notable exceptions are series expansions valid at low densities [10] and lower bounds on the

free energy [2, 16].

1.2 Results

This paper makes progress on the monomer-dimer problem in cases where the technique of

Fisher, Kasteleyn and Temperley fails. Speci�cally, we give a polynomial time algorithm for

computing, to arbitrary precision, the number of coverings of a rectangular lattice in any

dimension with any speci�ed dimer density. Our algorithm applies to the case of periodic

boundary conditions, i.e., the edges of the lattice are \wrapped around" to make it toroidal.

To make the behavior of the algorithm precise, for a �xed dimension d , let f(n; s) denote

the number of coverings of the d-dimensional rectangular lattice [1; : : : ; n]

d

(with periodic

boundary conditions) by s dimers and n

d

� 2s monomers.

De�nition. A fully polynomial randomized approximation scheme (fpras) for f is a proba-

bilistic algorithm which, on inputs n; s and �; � 2 (0; 1), always runs in time polynomial in n ,
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�

�1

, and log �

�1

, and outputs a number A (a random variable) that, with probability at least

1� � , satis�es

f(n; s)(1+ �)

�1

� A � f(n; s)(1+ �):

The probabilistic algorithm can be thought of as performing a suitable Monte Carlo ex-

periment (see Section 1.4 below) and using it to obtain a statistical estimate of f(n; s). The

parameter � determines the accuracy required of the estimate, while � controls the con�dence

level. A fpras provides an e�cient means of numerically computing f , in the sense that its

running time grows only slowly (i.e., polynomially) with the lattice size n , the accuracy pa-

rameter � , and the con�dence parameter � . This is widely accepted in Computer Science as a

robust criterion for algorithmic e�ciency; for a justi�cation of this de�nition, see, for example,

[9, 26]. (By contrast, note that na��ve algorithms based on exhaustive enumeration of coverings

have a running time that is exponential in n , and are thus computationally useless in practice

unless n is very small.)

The main result of this paper is a fpras for computing the above function f(n; s) for

rectangular lattices of any dimension d . This extends previous computational techniques in

two ways. First, it enables one to compute the number of dimer coverings in lattices in three

and higher dimensions. And second, it enables one to count coverings with dimer density

less than 1, a problem that was not approachable by the methods of Fisher, Kasteleyn and

Temperley even in two dimensions.

Our algorithm provides a feasible approach to numerical computation of such quantities

as f(n), the number of dimer coverings of an n� n � n rectangular lattice in three dimensions.

This is apparently the �rst such method whose running time provably grows only polynomially

with n . We should, however, inject three qualifying remarks here. First, the running time of the

algorithm, though polynomial, is not quite small enough to be genuinely practical; nonetheless,

we strongly suspect that careful honing of the algorithm and its analysis will lead to a practical

method. Secondly, the algorithm provides only statistical estimates of f , rather than precise

values; we stress, however, that the error bars on these estimates can be made arbitrarily small,

and, in contrast to previous Monte Carlo approximation methods, are completely rigorous
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and require no assumptions of any kind. Thirdly, although the algorithm allows f(n) to be

computed e�ciently for each n , we do not provide bounds on the time required to compute the

asymptotics of f(n) as n tends to in�nity, and therefore the entropy lim

n!1

ln(f(n))=n

3

. This

would require, in addition, bounds on the rate of convergence of this series.

As we have stated, the above result holds for lattices with periodic boundary conditions. In

the two-dimensional case, the method extends to lattices with �xed boundaries: i.e., we again

get a fpras for computing the number of coverings with any speci�ed dimer density. This result

again goes beyond the technique of Fisher, Kasteleyn and Temperley for planar graphs, which

holds only for dimer density 1.

1

Finally, we can extend the above results to a much broader class of lattices, or to any

family of graphs with su�ciently strong symmetry properties. Speci�cally, we get a fpras for

counting coverings, with any speci�ed dimer density, of any �nite vertex-transitive graph.

2

(A

graph G is vertex-transitive if, for any pair of vertices u and v , there is an automorphism of G

that maps u to v .) This class includes most other commonly studied lattices with periodic

boundary conditions, such as the triangular lattice, the hexagonal lattice

3

, and the body- and

face-centered cubic lattices.

1

If the number of monomers is some �xed constant 2c (so that the dimer density tends to 1 as n ! 1)

then the Fisher, Kasteleyn and Temperley technique can in principle be used, as follows. For each possible set

of 2c positions for the monomers, use the technique to count dimer coverings in the graph formed by removing

these sites from the lattice: this works because the graph remains planar. Now sum over all possible positions

for the monomers. However, this approach no longer runs in polynomial time if c is allowed to grow with n ,

and is extremely ine�cient in practice even for quite small �xed values of c .

2

For graphs, as opposed to rectangular lattices, the de�nition of fpras must be modi�ed so that the input is

a 2m -vertex graph G together with a number s , and the running time is a polynomial function of m , �

�1

and

log �

�1

.

3

An analytic solution to the dimer covering problem for this lattice has been known for some time [41, 28]. In

contrast to the rectangular lattice, the assumption of periodic boundary conditions is important here: Elser [5]

has solved the dimer covering problem on a hexagonal lattice with �xed boundaries, and shown that the result

depends signi�cantly on the shape of the boundary.
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1.3 Techniques

The algorithms mentioned above are all based on a Monte Carlo procedure due to Jerrum and

Sinclair [20, 38], originally inspired by the approach of Broder [3], for approximating the number

of matchings in a graph. A matching in a 2m-vertex graph G = (V;E) is any subset M of

the edge set E such that no two edges in M have a common endpoint. Clearly, matchings

of cardinality s correspond precisely to monomer-dimer arrangements in G with s dimers

and 2(m� s) monomers. The classical monomer-dimer problem discussed in the previous two

subsections is the special case in which G is the d-dimensional rectangular lattice [1; : : : ; n]

d

for some d . The Monte Carlo algorithm simulates a reversible Markov chain whose state space

is the set of all matchings in the graph, and which converges to an equilibrium distribution in

which each matching has a certain natural weight (see section 1.4 for details).

To quantify the behavior of the Monte Carlo procedure, we require some further terminology.

Matchings in G of cardinality m are called perfect matchings, and those of cardinality m� 1 are

called near-perfect matchings : these correspond respectively to dimer coverings and coverings

with precisely two monomers. We de�ne the quantity �(G) to be the ratio of the number of

near-perfect matchings to the number of perfect matchings in G (assuming the latter is non-

zero). An application of the Monte Carlo procedure of Jerrum and Sinclair yields the following

result.

Theorem 1 (Jerrum and Sinclair [20, Theorem 5.3]) There exists a fpras for the number of

matchings of any cardinality in any family of 2m-vertex graphs G that satis�es �(G) � q(m),

for a �xed polynomial q .

In fact, the running time of the fpras is intimately related to �(G), and actually depends

linearly on it. We shall sketch the algorithm and explain this connection in Section 1.4. For

the moment, however, we merely note that a good upper bound on �(G) will give us an e�cient

approximation algorithm for the number of monomer-dimer coverings.

The ratio �(G) measures the factor by which the number of near-perfect matchings in G

exceeds the number of perfect matchings. Note that this ratio is always at least m , since the
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removal of any edge from a perfect matching yields a unique near-perfect matching. For an

e�cient algorithm, we want the ratio to be not too much larger than m : in particular, for

a fpras it must be bounded above by a polynomial function of m for the family of graphs in

question. Note that this is not a trivial property: it is not hard to construct a family of 2m-

vertex graphs, m = 1; 2; : : :, for which the ratio grows exponentially with m . We will discuss

this issue in more detail in Section 4.

Our main technical contribution in this paper is to prove that the ratio �(G) is small

for lattices and, more generally, for any family of graphs with su�ciently strong symmetry

properties. Speci�cally, we show that if G is the d-dimensional rectangular lattice [1; : : : ; n]

d

with periodic boundary conditions (so that m =

1

2

n

d

), then �(G) � m

2

=

1

4

n

2d

. This ensures

that the Monte Carlo algorithm is in fact a fpras: i.e., its running time grows only polynomially

with n for any �xed dimension d . A similar bound holds for arbitrary vertex-transitive graphs:

namely, if G is a vertex-transitive graph with 2m vertices, then �(G) � 4m

3

, and �(G) � m

2

if in addition G is bipartite.

We stress that our Monte Carlo algorithm di�ers from earlier ones for monomer-dimer

systems (see, e.g., [14]), and indeed for many other problems in statistical physics, in that it is

guaranteed (independent of any heuristic arguments) to provide statistically reliable estimates

in a running time that grows only polynomially with the number of lattice sites. Monte Carlo

algorithms with this property have recently been devised for various other problems, such as the

Ising model [21] and the ice model [32]. In all cases, the key to the analysis is to prove a good

bound on the rate of convergence to equilibrium of the Markov chain being simulated (often

called the relaxation time, or mixing time, of the chain). For recent surveys of the analytical

technology developed for estimating mixing rates of Markov chains, see, e.g., [22, 24, 38].

Our proofs of the above bound for lattices and general vertex-transitive graphs, presented

in the next two sections, are elementary and construct explicit injections from pairs of near-

perfect matchings to pairs of perfect matchings. The proofs also make crucial use of the strong

symmetry properties of the lattice (and of arbitrary vertex-transitive graphs), which allow any

matching (monomer-dimer con�guration) to be translated. We conjecture that this technique
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may shed more light on other quantities related to monomer-dimer systems, and in particular

the correlation between monomers at two speci�ed sites, as studied in two dimensions by Fisher

and Stephenson [7].

The remainder of the paper is organized as follows. In Section 1.4, for the sake of com-

pleteness, we sketch the Monte Carlo algorithm of [20] upon which this paper is based. Sec-

tions 2 and 3 contain our technical contributions: in Section 2 we prove upper bounds on �(G)

for rectangular lattices with periodic boundary conditions in any dimension, and with �xed

boundaries in two dimensions; in Section 3 we extend our techniques to handle arbitrary �nite

vertex-transitive graphs. Finally, in Section 4 we conclude with some further remarks on the

physical and combinatorial signi�cance of the ratio �(G), together with some open problems.

1.4 Overview of the algorithm

This subsection is devoted to a sketch of the Monte Carlo algorithm of Jerrum and Sinclair [20],

which counts monomer-dimer coverings in any family of graphs G for which �(G) is small.

This material is not essential to the technical development of the paper, but is included for the

bene�t of the reader interested in the background to Theorem 1.

Let G = (V;E) be a graph with jV j = 2m that contains a perfect matching. Let �

be any positive real number, and associate with each matching M in G a weight w(M) =

�

jM j

, where jM j denotes the cardinality of matching M . De�ne the monomer-dimer partition

function (or generating function) of G by

Z

G

(�) =

X

M

w(M) =

m

X

s=0

a

s

�

s

;

where the coe�cient a

s

is the number of matchings in G of cardinality s . Thus, in the

monomer-dimer problem on G , we are trying to compute the coe�cients a

s

for various values

of s . In what follows, when G is understood we shall suppress the subscript and write Z in

place of Z

G

.

The Monte Carlo method described in [20, Section 4] simulates a Metropolis-style Markov
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chain whose state space is the set of matchings in G and whose equilibrium distribution �

�

is

�

�

(M) =

�

jM j

Z(�)

:

Thus the equilibrium probability of a matching M is proportional to its weight, and the

normalizing factor is the partition function. In this chain, a transition is possible between

two matchings if and only if they di�er up to the addition, deletion or exchange of one edge.

The standard Metropolis acceptance rule is applied to proposed transitions so as to obtain the

desired equilibrium distribution �

�

. Thus, more precisely, transitions from any matching M

are made according to the following rule:

1. with probability

1

2

let M

0

= M ; otherwise,

2. select an edge e = fu; vg 2 E u.a.r. and set

M

0

=

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

M � e if e 2 M ;

M + e if both u and v are unmatched in M ;

M + e� e

0

if exactly one of u and v is matched in M

and e

0

is the matching edge;

M otherwise;

3. go to M

0

with probability minf1; �

�

(M

0

)=�

�

(M)g .

Note that implementing one step of this process is simple; in particular, the probability in

Step 3 involves only the ratio of the weights of M

0

and M , namely �

jM

0

j�jM j

, which is easy

to compute. It is not hard to verify that this Markov chain is ergodic and reversible, with

equilibrium distribution �

�

.

By simulating the above Markov chain for su�ciently many steps until it reaches equilib-

rium, and observing its �nal state, one is e�ectively able to sample from the distribution �

�

.

By repeated independent sampling at suitable values of � , good statistical estimates of any

desired coe�cient a

s

can be computed, as follows.

First, we show how to reduce the problem of computing a

s

to that of computing the partition

function itself at a suitable value � =

b

� . So suppose we know Z(

b

�). Then we sample from the

8



distribution �

b�

and observe the proportion of matchings of cardinality s in the sample; clearly,

this is an unbiased estimator of the quantity a

s

b

�

s

=Z(

b

�), enabling us to read o� the value of a

s

.

The value � =

b

� is chosen so as to ensure that the proportion we are trying to estimate is not

prohibitively small: that this is always possible follows from the fact that the coe�cients a

s

are log-concave, i.e., a

s�1

a

s+1

� a

2

s

[17, 20]. This fact implies that there is a value � =

b

�

for which a

s

b

�

s

= max

s

0

fa

s

0 b

�

s

0

g , i.e., the matchings of cardinality s have largest aggregated

weight in the distribution �

b�

. (The ideal value is

b

� = a

s�1

=a

s

; in practice a suitable value can

be determined experimentally by adjusting � until the observed distribution �

�

peaks around

matchings of cardinality s .) This means that the proportion we are trying to estimate is at

least (m+ 1)

�1

, so by a routine variance calculation a sample of size only O(m) su�ces for a

good statistical estimate.

4

It remains to describe how to compute the partition function itself at a given point � =

b

� .

The strategy is to express Z(

b

�) as the product

Z(

b

�) =

Z(�

r

)

Z(�

r�1

)

�

Z(�

r�1

)

Z(�

r�2

)

� � � �

Z(�

2

)

Z(�

1

)

�

Z(�

1

)

Z(�

0

)

� Z(�

0

);

where 0 = �

0

< �

1

< � � � < �

r

=

b

� is a suitably chosen sequence of values. Note that

Z(�

0

) = Z(0) = 1. We can then estimate each factor Z(�

i

)=Z(�

i�1

) in this product by

sampling from the distribution �

�

i

(obtained from the Markov chain in equilibrium with � =

�

i

), as follows. Consider the random variable f

i

(M) = (

�

i�1

�

i

)

jM j

, where M is a matching

chosen from the distribution �

�

i

. The expectation of this random variable is

E

f

i

=

X

M

�

�

i�1

�

i

�

jM j

�

jM j

i

Z(�

i

)

=

1

Z(�

i

)

X

M

�

jM j

i�1

=

Z(�

i�1

)

Z(�

i

)

:

Thus the ratio Z(�

i�1

)=Z(�

i

) can be estimated by sampling matchings from the distribu-

tion �

�

i

and computing the sample mean of f

i

. The sequence of values �

i

needs to be chosen

to make the expectation Z(�

i�1

)=Z(�

i

) not too small, so that the sample size required for a

statistically good estimate is not too large. In practice, a suitable sequence can be determined

4

For simplicity, in this sketch we omit the dependence of the various quantities on the accuracy � and

con�dence � , and treat these as constants.

9



by experiment; however, by analyzing the variance of the estimator it is possible to prove that

the sequence �

1

= (2jEj)

�1

and �

i

= (1 +

1

m

)�

i�1

for 1 < i < r , with a sample size of only

about

e

O(m) for each ratio, su�ces. (The tilde in the O-expression hides small logarithmic

factors as well as constants.) In this case, the number of ratios, r , is also only

e

O(m). For the

details, see [22, Section 4] (or [20, Section 5] for an alternative, slightly less e�cient approach).

From the above description, it should be clear that a modest number (at most

e

O(m

2

)) of

independent samples from the Markov chain in equilibrium are enough for a good statistical

estimate of any coe�cient a

s

. However, in order to obtain each sample, the Markov chain must

be simulated for su�ciently many steps that it is close to equilibrium: indeed, this turns out to

be the dominant factor in the running time of the algorithm. To quantify this, one must prove a

good a priori bound on the relaxation time, or mixing time of the chain, which is a challenging

task. This was done in [20, 38], where the mixing time was shown to be a polynomial function

of m and the parameter � , speci�cally

e

O(�

0

4

mjEj

2

), where �

0

= maxf�; 1g . This bound has

since been substantially improved to

e

O(�

0

m

2

jEj): see [22, Section 4].

Examining the algorithm described above we see that, in order to compute the coe�cient a

s

,

we have to use the Markov chain with various parameters � � a

s�1

=a

s

. (By log-concavity,

this ratio increases with s .) Hence the time required for each sample will be no more than

e

O(m

2

jEja

s�1

=a

s

). Thus the sampling time will be largest for the highest coe�cient a

m

(i.e.,

the number of dimer coverings of G), and is bounded by

e

O(m

2

jEj�(G)). Putting this together

with our earlier analysis, we deduce that the coe�cient a

m

(and hence any coe�cient a

s

) can be

computed in time

e

O(m

4

jEj�(G)).

5

This expression will be polynomial in m i� �(G) � q(m)

for some polynomial q , which explains Theorem 1. Note also that the running time of the

approximation algorithm is linear in �(G), as we claimed in the previous subsection.

5

Note that the quantity �(G) appears only by virtue of the highest coe�cient a

m

. For lower coe�cients a

s

, it

is replaced by the smaller ratio a

s�1

=a

s

. It follows that one can obtain all the coe�cients a

s

with s � (1� �)m

in time polynomial in m

1=�

, regardless of the value of �(G) . However, this running time grows exponentially

with (1� p)

�1

, where p = 1� � is the maximum dimer density. Note also that the above algorithm provides

a fpras for the entire partition function Z

G

| though of course not for all its coe�cients | regardless of the

value of �(G) .
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2 Rectangular Lattices

We begin by introducing some de�nitions and notation concerning lattices. We will be in-

terested in two classes of lattices: the �rst class are those with �xed boundary conditions, in

which the lattice is not perfectly regular but has distinguished boundary vertices. Thus, we

consider the d-dimensional rectangular (or cartesian) lattice L(n; d), where the vertices are

the n

d

integer lattice points in [1; n]

d

, and two points x; y are connected by an edge i� they

are unit distance apart. The second class is lattices with periodic boundary conditions, in which

the lattice includes wrap-around edges to make it toroidal; that is, we augment L(n; d) with an

edge between (x

1

; : : : ; x

i�1

; n; x

i+1

; : : : ; x

d

) and (x

1

; : : : ; x

i�1

; 1; x

i+1

; : : : ; x

d

), for each i . We

will write

e

L(n; d) for the periodic lattice.

Throughout the remainder of the paper, we shall adopt the terminology of graphs and

matchings introduced in Section 1.3. Thus we view L(n; d) and

e

L(n; d) as graphs with 2m =

n

d

vertices, and we always assume that n is even, so that both L(n; d) and

e

L(n; d) contain

a perfect matching (dimer covering). In the next section, we will be working with general

vertex-transitive graphs with an even number, 2m , of vertices; it is known that all such graphs

contain a perfect matching [31]. For any graph G , we will denote by M the set of perfect

matchings in G and by N the set of near-perfect matchings (monomer-dimer coverings with

exactly two monomers). In any matching (monomer-dimer covering), we refer to the set of

unmatched vertices in the graph as holes, and we write N (u; v) for the set of near-perfect

matchings with holes u and v .

In this section, all the graphs we consider will be bipartite, with m vertices on each side

of the bipartition. It will sometimes be convenient to view the vertices on one side of the

bipartition as being colored white, and those on the other side black. (In the case of the

two-dimensional lattice, this coloring corresponds to the usual black and white coloring of the

checker-board squares which form the dual graph.) Note that in any near-perfect matching,

one hole is white and the other black.

Recall that our aim is to construct e�cient approximation algorithms for the number of

monomer-dimer coverings of various lattice graphs with any speci�ed number of dimers. This

11



notion of e�cient approximation algorithm is formalized as a fully-polynomial randomized ap-

proximation scheme (fpras), as de�ned in Section 1.2. All our algorithms will appeal to Theo-

rem 1 of Section 1.3, which says that it is su�cient to demonstrate a suitable upper bound on

the quantity �(G) = jN j=jMj , the ratio of the number of near-perfect matchings to the num-

ber of perfect matchings in the lattice graph G . (Note that � is well-de�ned for all the graphs

we consider because jMj > 0.) Speci�cally, to get a fpras we need to show that �(G) � q(m)

for 2m-vertex lattices G , where q is a polynomial.

We now proceed to prove that such a relationship holds for families of rectangular lattice

graphs, and (in the next section) for more general vertex-transitive graphs. The technique that

we use in our proofs relies on the structure of the union of two matchings in a graph. Consider

the subgraph C consisting of the union of the edges in two perfect matchings M

1

and M

2

. If

we color the edges from M

1

red and those from M

2

blue, we �nd that every vertex is adjacent

to exactly one red edge and one blue edge, so C is the union of even-length cycles, each of which

alternates colors. (Some of these cycles may be trivial, consisting of a single edge colored both

red and blue.) Clearly the converse is also true, i.e., any covering of the graph with even-length

cycles which alternate colors de�nes two perfect matchings: the set of red edges and the set of

blue edges.

Similarly, suppose we have two near-perfect matchings, N

1

with holes u and v , and N

2

with holes u

0

and v

0

, where u; u

0

; v and v

0

are distinct vertices. Then in the subgraph C

de�ned by the union of the red edges N

1

and the blue edges N

2

, vertices u; u

0

; v and v

0

all

have degree one and all other vertices have degree two. So C consists of even-length alternating

cycles, plus two alternating paths whose endpoints are u; u

0

; v and v

0

. Moreover, either both

of these paths have even length or both have odd length. See �gure 1.

Our proofs rely on the observation that, if u

0

is a neighbor of u and v

0

is a neighbor

of v , then by augmenting C with edges fu; u

0

g and fv; v

0

g , we can ensure that every vertex

has degree two. When the graph is bipartite, the resulting subgraph must consist solely of

even-length cycles, and therefore the cycle containing u and u

0

must also contain v and v

0

.

By recoloring some of the edges on this new cycle, we can force it to alternate colors so that

12
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Figure 1: The union of two near-perfect matchings.

the cycle cover de�nes two perfect matchings. We use this observation to de�ne a mapping

from the set of pairs N (u; v)�N (u

0

; v

0

) to the set of pairs M�M that is injective, which in

turn, by virtue of the symmetry properties of the lattice, implies that jN j is not much larger

than jMj .

We are now in a position to state our �rst result.

Theorem 2 For the d-dimensional periodic lattice

e

L(n; d), the ratio �(

e

L(n; d)) is bounded

above by n

2d

=4.

Before proving this theorem, we combine it with Theorem 1 to obtain the following imme-

diate corollary.

Corollary 3 There exists a fpras for the number of monomer-dimer coverings with any speci-

�ed number of dimers in the d-dimensional periodic lattice

e

L(n; d), for any �xed dimension d.

Proof of Theorem 2. Let M and N be the sets of perfect and near-perfect matchings

respectively in

e

L(n; d). First we �x two holes, u and v . We will show that, regardless of the

choice of u and v , it is the case that jN (u; v)j � jMj . Summing over all choices of a white

hole u and a black hole v , this implies that jN j � n

2d

jMj=4, so that �(

e

L(n; d)) = jN j=jMj �

n

2d

=4, as claimed.

To prove the above bound on jN (u; v)j , note �rst that we may assume that u and v are

not adjacent in G : if they are then trivially jN (u; v)j � jMj , since any matching in N (u; v)

13



can be extended to a perfect matching by adding the edge fu; vg . Now, let u

0

be the neighbor

one to the right of u , i.e., u

0

= u+ (1; 0; :::; 0) mod n . Similarly, let v

0

be the neighbor one to

the right of v . Our assumption that u and v are not adjacent ensures that u; u

0

; v; v

0

are all

distinct.

We proceed to construct an injection � from N (u; v)� N (u

0

; v

0

) into M�M . To do this,

let N

1

2 N (u; v) and N

2

2 N (u

0

; v

0

), and consider the subgraph C of

e

L(n; d) de�ned by the

union of red edges N

1

, blue edges N

2

and special edges fu; u

0

g and fv; v

0

g . If we color the

special edges red, then u

0

and v

0

are each adjacent to two red edges, and every other vertex

is adjacent to one edge of each color; if we now ip the colors of the edges along one of the

paths from u

0

to v

0

, every vertex will be adjacent to exactly one edge of each color. To avoid

ambiguity, we choose the path from u

0

to v

0

which does not pass through u . As we saw earlier,

the sets of colored edges now de�ne two perfect matchings (see �gure 2).
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Figure 2: Mapping two near-perfect matchings to two perfect matchings.

We need to check that this map � is injective: given any pair of perfect matchings (M

1

;M

2

)

in the image of the map, we show that we can uniquely reconstruct the pair of near-perfect

matchings, one with holes u and v and the other with holes u

0

and v

0

, that are mapped by �

to (M

1

;M

2

). Note that the union of any pair of matchings in the image of � always contains

an alternating cycle that includes both of the edges fu; u

0

g and fv; v

0

g . Now color the edges

of the matching containing fu; u

0

g red, and the edges of the other matching blue. By ipping

the colors of the edges along the path from u

0

to v

0

(again choosing the path which avoids u ,

14



for consistency), we make u

0

adjacent to two red edges. Since u

0

and v

0

are the holes of some

near-perfect matching, they lie on opposite sides of the bipartition and any path between them

must have odd length. Therefore, after the ipping operation v

0

must be adjacent to two red

edges as well, while all other vertices are still adjacent to one edge of each color. If we now

remove the edges fu; u

0

g and fv; v

0

g , the colored edges must correspond to the two near-perfect

matchings that are mapped by � to (M

1

;M

2

).

The above construction demonstrates that jN (u; v)j jN (u

0

; v

0

)j � jMj

2

. To �nish the proof,

we use the structure of the lattice

e

L(n; d): in a periodic lattice, the operation of shifting a

matching one position to the right is a bijection between the sets N (u; v) and N (u

0

; v

0

), so

jN (u; v)j = jN (u

0

; v

0

)j . Thus the above relationship gives jN (u; v)j

2

� jMj

2

, which implies

jN (u; v)j � jMj as required.

Remark. It should be clear from the above proof that Theorem 2 (and hence Corollary 3)

generalizes to \hybrid" lattices that have �xed boundary conditions in some dimensions pro-

vided there exists at least one dimension in which the lattice has periodic boundary conditions

(thus allowing shifting to the right). It also holds in more general bipartite rectangular lattices

of size n

1

� n

2

� :::� n

d

with periodic boundary conditions (i.e., for any dimension i in which

the boundary is periodic, n

i

must be even).

The following theorem extends the above technique to handle two-dimensional lattices with

�xed boundaries. Again we show that in these lattices the number of near-perfect match-

ings cannot be too large compared to the number of perfect matchings, and then appeal to

Theorem 1.

Theorem 4 For the two-dimensional lattice with �xed boundaries L(n; 2), the ratio �(L(n; d))

is bounded above by n

4

=4.

Corollary 5 There exists a fpras for the number of monomer-dimer coverings with any speci-

�ed number of dimers in the two-dimensional lattice with �xed boundaries L(n; 2).
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Proof of Theorem 4. Let � be a map which shifts the lattice L(n; 2) one position to the

right in Z

2

; that is, for a vertex w = (w

1

; w

2

), de�ne �(w) = (w

1

+ 1; w

2

). We extend this

map to matchings in the natural way: if N is a matching in L(n; 2), then �(N) is the matching

in [2; n+ 1]� [1; n] de�ned by (�(x); �(y)) 2 �(N) i� (x; y) 2 N .

Let M and N be the sets of perfect and near-perfect matchings respectively in the lat-

tice L(n; 2). As in the last proof, we will �x holes u and v and show that jN (u; v)j � jMj .

We do this by de�ning an injection � : N (u; v) � N (u; v) ,! M � M as follows. Let

N

1

; N

2

2 N (u; v) be two near-perfect matchings. Consider the subgraph C obtained by taking

the union of N

1

with a shifted version of N

2

and adding the two special edges as before, i.e.,

C = N

1

[ �(N

2

) [ ff(u; u

0

g; fv; v

0

gg , where u

0

= �(u) and v

0

= �(v). Then all the vertices

in the leftmost column 1 and the rightmost column n+ 1 have degree one in C , and all other

vertices have degree two. Thus C is the union of cycles of even length and paths with each

endpoint in either the �rst or (n + 1)st column (see �gure 3). Color the edges from N

1

red

and the edges from �(N

2

) blue.
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Figure 3: Union of N

1

and �(N

2

).

We will argue that any path or cycle which passes through u and u

0

must also pass through

v and v

0

. Since C is bipartite, this is immediate if u and u

0

lie on a cycle, so we focus on the

case where u and u

0

lie on a path; here the planarity of L(n; 2) will play a crucial role. The

proof is by contradiction, and there are two cases to consider (see �gure 4).

First, suppose that we have a path P from the �rst column to the (n+ 1)st column which
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Figure 4: Proof of Theorem 4.

passes through u and u

0

, and not through v and v

0

. Without loss of generality we can assume

that v and v

0

lie below P . Then P starts with a red edge, ends with a blue edge, and has one

special edge, so it has odd length. It follows that if P starts at a black (respectively, white)

vertex then it ends at a white (respectively, black) vertex. Therefore, the number of vertices

in the �rst column above P has opposite parity to the number of vertices in the (n + 1)st

column above P . (Since n is even, corresponding vertices in each of these columns fall on

the same side of the black-and-white bipartition.) But consider the set of all vertices that lie

above the path P . There must be an even number of these vertices lying in the �rst through

nth columns, since these vertices are matched in N

1

, and an even number lying in the second

through (n+ 1)st columns, since these vertices are matched in N

2

. This is a contradiction.

Second, suppose that P , the path going through u and u

0

, starts and ends in the �rst

column. By interchanging the roles of u; u

0

and v; v

0

if necessary, we may assume without loss

of generality that v and v

0

lie outside the cycle de�ned by the path P and the �rst column.

Now P starts and ends with a red edge and has one special edge, so it must have even length.

If it starts at a black (respectively, white) vertex then it must end at a black (respectively,

white) vertex, so there are an odd number of vertices in the �rst column that lie between these

endpoints. Let S be the set of points that lie strictly inside the path P . Then jSj must be

even since N

1

matches all the vertices in S . But N

2

matches all the vertices in S except those

which lie in the �rst column, a contradiction since this number is odd.
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Therefore we can conclude that u; u

0

; v; v

0

all lie on the same even-length cycle or the same

path. In either case we can proceed as in the proof of Theorem 2: color the special edges red

and then ip the colors of the edges along the path between u

0

and v

0

(in the case of a cycle,

where this is ambiguous, we always choose the path which does not pass through u). The sets

of colored edges then de�ne two perfect matchings M

1

and �(M

2

).

Furthermore, given any two matchings in the image of the map � we can uniquely recon-

struct the pair of near-perfect matchings which are their preimage, so � is injective. To see

this, note that any element in the image of � consists of two perfect matchings M

1

and M

2

such that M

1

[ �(M

2

) contains a cycle or path which passes through all of u; u

0

; v; v

0

, and from

here we can reconstruct N

1

with holes u and v and �(N

2

) with holes u

0

and v

0

by reversing

the color ipping operation as in the proof of Theorem 2. Thus we have jN (u; v)j � jMj .

Summing over choices of u and v , we get jN j � n

4

jMj=4, which yields the required bound

on �(G).

Remark. The above proof, and hence Theorem 4 and Corollary 5, extends in obvious fashion

to n

1

� n

2

lattices with �xed boundaries where n

1

is even.

3 Other Lattices

The following theorem extends the techniques from the last section to handle other lattices.

More precisely, we can, in polynomial time, approximately count the number of monomer-dimer

coverings with any speci�ed number of dimers in any �nite vertex-transitive graph.

Recall that a graph G is vertex-transitive if, for any two vertices u and v in G , there exists

an automorphism of G (i.e., a bijection from the vertex set to itself that preserves adjacency)

which maps u to v . This class of graphs includes most other commonly studied lattices with

periodic boundary conditions, such as the triangular lattice, the hexagonal lattice, and the

body- and face-centered cubic lattices, as well as all �nite Cayley graphs. It does not, however,

include lattices with �xed boundary conditions.
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Theorem 6 Let G be a vertex-transitive graph with 2m vertices. Then �(G) � 4m

3

, and

�(G) � m

2

if in addition G is bipartite.

Note that this theorem, applied to the bipartite vertex-transitive graph

e

L(n; d), yields precisely

the same bound on � as Theorem 2.

Corollary 7 There exists a fpras for the number of monomer-dimer coverings with any speci-

�ed number of dimers in any �nite vertex-transitive graph.

Proof of Theorem 6. Let x; y be a pair of vertices in G such that jN (x; y)j =

max

u;v

jN (u; v)j . Now consider any pair of holes u and v , and let v

0

be a neighbor of v

such that d(u; v

0

) < d(u; v), where d(� ; �) denotes distance in G . Since G is vertex-transitive,

there exists a mapping of the vertex set which sends x to v

0

and preserves adjacency in G ; let

u

0

be the image of y under this mapping. Clearly the mapping is a bijection between N (x; y)

and N (u

0

; v

0

), so jN (u

0

; v

0

)j is also maximum.

We �rst consider the simpler case when G is bipartite. We will construct an injection �

from N (u; v)�N (u

0

; v

0

) to N (u; u

0

)�M , implying that

jN (u; v)j jN (u

0

; v

0

)j � jN (u; u

0

)j jMj;

and hence that jN (u; v)j � jMj since jN (u

0

; v

0

)j is maximum. Summing over all pairs (u; v)

we get jN j � m

2

jMj , which veri�es the second claim in the theorem.
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Figure 5: De�nition of � (shown on a region of the periodic hexagonal lattice).
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The injection � is de�ned as follows: let N

1

2 N (u; v) and N

2

2 N (u

0

; v

0

), and consider

the subgraph C = N

1

[N

2

[ ffv; v

0

gg . Color the edges of N

1

red and the edges of N

2

blue.

In C , all vertices have degree two except for u and u

0

, which both have degree one. Since

G is bipartite all cycles in C have even length, so the edge fv; v

0

g , which is adjacent to one

red edge and one blue edge, cannot close a cycle. Therefore fv; v

0

g must lie on the path P

with endpoints u and u

0

. By coloring the edge fv; v

0

g red, and then ipping the colors of the

edges along the portion of P between u

0

and v

0

, we can ensure that P has alternating colors,

starting and ending with blue edges. Now the blue edges form a perfect matching, and the

red edges form a near-perfect matching with holes u and u

0

, i.e., an element of N (u; u

0

) (see

�gure 5). This completes the de�nition of � . Injectivity follows by an argument very similar

to that in the proof of Theorem 2.
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Case 1: u; u

0

; v and v

0

lie on a single path.

Case 2: v and v

0

lie on a cycle.

Figure 6: De�nition of  (shown on a region of the periodic triangular lattice).

In the general case, where G is not necessarily bipartite, the above injection breaks down

because we cannot assume that the edge fv; v

0

g lies on the path between u and u

0

. However,
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as we shall see in a moment, it is possible to construct an injection  from the set N (u; v)�

N (u

0

; v

0

) into the somewhat larger set

�

N (u; u

0

) �M

�

[

�

N (u; v

0

) � N (u

0

; v)

�

. This implies

that

jN (u; v)j jN (u

0

; v

0

)j � jN (u; v

0

)j jN (u

0

; v)j + jMj jN (u; u

0

)j;

and hence, since jN (u

0

; v

0

)j is maximum,

jN (u; v)j � jN (u; v

0

)j+ jMj: (1)

Now from equation (1) it is easy to deduce that

jN (u; v)j � d(u; v)jMj: (2)

To see this, use induction on d(u; v): the claim is immediate when d(u; v) = 1; when d(u; v) >

1, the induction hypothesis gives jN (u; v

0

)j � d(u; v

0

)jMj = (d(u; v)� 1)jMj , which together

with (1) implies that jN (u; v)j � d(u; v)jMj . Finally, summing (2) over all pairs (u; v), we

obtain jN j �

P

u;v

2mjMj � 4m

3

jMj , and hence the �rst claim of the theorem.

It remains only to construct the injection  . Let N

1

2 N (u; v) and N

2

2 N (u

0

; v

0

), and

again consider the subgraph C = N

1

[ N

2

[ ffv; v

0

gg , with the edges of N

1

colored red and

those of N

2

colored blue. If the edge fv; v

0

g lies on the path with endpoints u and u

0

, we

perform the same construction as in the bipartite case and obtain an element of N (u; u

0

)�M .

If, on the other hand, the edge fv; v

0

g lies on a cycle, we remove it and ip the colors of all

edges along the path from v to v

0

; the e�ect of this is to create a red matching with holes u

and v

0

, and a blue matching with holes u

0

and v , i.e., an element of N (u; v

0

)� N (u

0

; v) (see

�gure 6). Checking that  is injective is again similar to the proof of Theorem 2.

4 Concluding Remarks and Open Problems

In this paper, we have used elementary combinatorial techniques to show that, for any vertex-

transitive graph G , the quantity �(G) is small, i.e., the number of near-perfect matchings

(monomer-dimer coverings with twomonomers) exceeds the number of perfect matchings (dimer
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coverings) in G by only a small polynomial factor. This allowed us to deduce rigorous polyno-

mial time bounds for a Monte Carlo algorithm for counting coverings in such graphs with any

speci�ed number of dimers.

Our results show that, for a vertex-transitive graph G with 2m vertices, the quantity �(G)

lies in the range [m;m

2

] when G is bipartite, and [m; 4m

3

] in general. (The upper bounds

come from Theorem 6, while the lower bound is trivial|see Section 1.3.) It would be interesting

to know whether either of these bounds can be improved for general vertex-transitive graphs,

and to determine the precise value of � for the d-dimensional rectangular lattice

e

L(n; d).

Apart from their inherent interest, these bounds would a�ect the e�ciency of the Monte Carlo

algorithm since the quantity �(G) enters into the running time as explained in Section 1.4.

Our technique appears to break down in the case of lattices with �xed boundary conditions

(in dimensions higher than two). Arguments similar to those we have presented can be used to

reduce the question of bounding � (at least in the bipartite case) to that of establishing the local

property that the number of near-perfect matchings with �xed holes u and v is polynomially

related to the number of matchings with holes u

0

and v

0

, where u

0

is a neighbor of u and v

0

is a neighbor of v . However, we have been unable to use this observation to obtain a proof for

�xed boundary conditions in higher dimensions.

One can go further and ask for a precise characterization of those families of graphs for

which the ratio � is polynomially bounded, and hence for which the monomer-dimer problem

is tractable using the above Monte Carlo approach. This question is also of considerable

combinatorial interest, since counting perfect matchings (dimer coverings) in a bipartite graph

is equivalent to computing the permanent of a 0-1 matrix [33]. This is a widely studied problem

in combinatorics for which the existence of an e�cient approximation algorithm is an important

open question in the theory of computation [40]. The Monte Carlo algorithm sketched above

runs in polynomial time for a wider class of graphs than any other currently known algorithm,

so it is of interest to establish precisely which graphs are amenable to it. (For other simpler, but

apparently less widely applicable approximation algorithms, see [25, 19] and [35].) Moreover, it

is conceivable that any graph G for which �(G) is large can be e�ciently decomposed in such
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a way that the resulting components have a small value of � , and hence fall within the scope

of the Monte Carlo algorithm; this idea was used in [23] to obtain an approximation scheme for

general graphs whose running time, though still exponential, improves substantially on na��ve

deterministic methods.

The question of whether � is polynomially bounded for a given family of graphs is ap-

parently rather subtle. It is not hard to construct \bad" examples. Consider, for example,

the family of graphs fG

n

: n = 1; 2; : : :g de�ned in �gure 7, where G

n

has 2m = 4n + 2

vertices. It is easy to see that G

n

has only one perfect matching but more than 2

n

= 2

(m�1)=2

near-perfect matchings (consider just those with holes at u and v ), so the ratio �(G

n

) > 2

n

is exponentially large. On the other hand, � is known to be polynomially bounded for all

su�ciently dense graphs, all graphs with su�ciently good \expansion" properties, and almost

every random graph in a suitable model [20,34]. Interestingly, the technique used to prove

this property in all these cases is not applicable to lattices since it involves constructing short

augmenting paths for near-perfect matchings; such paths do not exist in lattice graphs, which

have large diameter. The injective mapping technique presented in this paper is therefore a

new approach, and we hope that it will lead to a better understanding of the behavior of the

ratio � in general graphs.

u v

r r r r r r r

r r r r r r

q q q

q q q

r r r

r r

1 2 3 n

Figure 7: The \bad" graph G

n

Finally, in the case of lattices, we conjecture that the explicit mappings we have exhibited

between near-perfect matchings with two �xed holes and perfect matchings might shed light

on the behavior of the number of near-perfect matchings as a function of the positions of the

holes. In physical terms, this corresponds to the correlation between a pair of monomers in a

23



sea of dimers, a quantity for which partial results were obtained in two dimensions by Fisher

and Stephenson [7]. For example, our techniques immediately yield a simple and rigorous proof

that, for the rectangular lattice

e

L(n; d) in any dimension d , the number of con�gurations

with two monomers at any �xed pair of vertices u; v is bounded by n

�d

times the number of

con�gurations with two adjacent monomers. A more careful analysis may enable one to make

more precise statements about this correlation.
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