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‘Unlocking the new next frontier’: UC Berkeley researchers
develop innovative Al ‘Gorilla’
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& Gorilla: Large Language Model Connected with Massive APIS

Shishir G. Patil®, Tian';ur-u‘;!hang', Xin Wang, Joseph E. Gonzalez
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An AP| Appstore for LLMs

KAYLA SIM | STAFF
The team behind Gorilla trained it on a specific training recipe and designed it to connect large language models, or LLMs, with
services accessed through application programming interfaces, or APls, according to Patil.
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Researchers from the Sky Computing lab and the Berkeley Al Research, or BAIR, Lab recently released Gorilla, a

arge language model, or LLM, designed to revolutionize the way Al algorithms function, according to Shishir Patil,
campus computer science doctoral student and project lead.

Since the release of OpenAl's ChatGPT in November 2022, researchers around the world have been
brainstorming ways to increase the efficiency and abilities of LLMSs.

ChatGPT generates a response to the question a user asks based on what it learned during its training phase.

While this question and answer function is popular given its novelty, Patil said looking forward, there are more

useful functions for this technology.

“One example could be you want to book a flight ticket, right? Or you want to book a reservation at a restaurant.
Now today, an LLM cannot do that because it cannot interact with the rest of the world. So that's where Gorilla

comes in. Gorilla is a large language model that trains LLMs how to interact with the rest of the world through

tools,” Patil said.

The "tools” being used to teach this model are application programming interfaces, or APIls, which allows
systems to communicate with one another, according to Patil.

The team behind Gorilla trained it on a specific training recipe and designed it to connect LLMs with services

accessed through APls, according to Patil. The models and code the team used for training are all open sourced
— meaning they are available in the public domain — allowing for quick processing times.

Just this morning, the team released a newer model with an Apache-2.0 license, allowing it to be used
commercially, according to Patil.

“We are studying ways to automatically integrate with the millions of services on the web by teaching LLMs to find
and then read AP| documentation,” said Joseph Gonzalez, a professor in the electrical engineering and computer
sciences department and the director of the Sky Computing lab, in an email.

In addition to Gorilla’s AP| capabilities, Patil noted the model can measure how much it “hallucinates,” or how
often it relays made-up information.

Because LLMs are trained to generate their own answers, hallucinations are rather common. Gorilla, however,
orovides scientifically rigorous ways to determine exactly how much the model is hallucinating while also being
oroven to hallucinate less often than ChatGPT, according to Patil.

"As we are serving Gorilla to the outside world. We have multiple requests from Korea, Israel, obviously India,
China and the Bay Area dominates,” Patil said. "All of this is being sold on infrastructure that's being provided by
UC Berkeley and more specifically the Skylab that we're all part of.”

The researchers behind Gorilla include Patil and Tianjun Zhang, a campus computer science doctoral students;

Gonzalez, who is the lead faculty member on the project and Xin Wang, a senior researcher at Microsoft who was
a doctoral student of Gonzalez's at UC Berkeley.

Gonzalez noted the collaboration with Wang and her colleagues at Microsoft were “instrumental” to the success
of Gorilla.

Patil noted the team named the project “Gorilla” because the animals use tools similarly to how they want their
| LM to be used.

“This is like unlocking the new next frontier,” Patil said. “"Before, LLMs were this closed box that could only be used

within this domain. Now by teaching LLMs how to write thousands of APIs, we are, in some sense, unlocking what

an LLM can do. Now It's like there are no limits.”

Contact Natasha Kaye atnkaye@dailycal.org
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