Strategic Games.

$N$ players.

Each player has strategy set: 

$\{S_1, \ldots, S_N\}$.

Vector valued payoff function: $u(s_1, \ldots, s_n)$ (e.g., $\in \mathbb{R}^N$).

Example: 2 players

Player 1: $\{\text{Defect, Cooperate}\}$.

Player 2: $\{\text{Defect, Cooperate}\}$.

Payoff:

$\begin{align*}
\text{CD} & : (3, 3) \\
\text{DC} & : (0, 5) \\
\text{DD} & : (5, 0) \\
\text{CC} & : (1, 1)
\end{align*}$
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Theorem: There is a Nash Equilibrium.
Brouwer Fixed Point Theorem.

**Theorem:** Every continuous function from a closed compact convex (c.c.c.) set to itself has a fixed point.
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“Graph with an unbalanced node (indegree $\neq$ outdegree) must have another.”

Exponentially large graph with vertex set $\{0, 1\}^n$.
Circuit given name of graph finds previous, $P(v)$, and next, $N(v)$.
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**END OF THE LINE.** Given circuits $P$ and $N$ as above, if $O^n$ is an unbalanced node in the graph, find another unbalanced node.
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