Design and Implementation of a Sensor Network
System for Vehicle Tracking and Autonomous
Interception

Cory Sharp  Shawn Schaffert  Alec Woo  Naveen Sastry  Chris Karlof
Shankar Sastry  David Culler

University of California, Berkeley

Abstract objects must be disambiguated and used to make continual

We describe the design and implementation of PEG, PArsuer course corrections.
networked system of distributed sensor nodes that detectd "€ autonomous interception problem concretely mani-
an uncooperative agent called tlwader and assists an fests many of the capabilities envisioned for sensor net-
autonomous robot called tiirsuerin capturing the evader. Works [1], [2], including several levels of in-network process-
PEG requires services such as leader election, routing, rigg. routing to mobile agents, distributed coordination, and
work aggregation, and closed loop control. Instead of usi,q%c;sed-loop control. We address these issues in terms of the
general purpose distributed system solutions for these s@pole system design, rather than as isolated subproblems.
vices, we employ whole-system analysis and rely on Spaﬂgpeed, this whole-system view yields pragmatic solutions
and physical properties to create simple and efficient medhat are more simple than what is generally found in the
anisms. We believe this approach advances sensor netw#gature for individual subproblems.
design, yielding pragmatic solutions that leverage physicalwe t_)gllt and.demonstrated a working purser/evader system
properties to simplify design of embedded distributed sy§°MPrising a field of 100 motes spread ovel®@m” area
tems. in July 2003. The evader was a four-wheeled robot driven by

We deployed PEG on a 400 square meter field usifgPerson using remote control. The pursuer was an identical
100 sensor nodes, and successfully intercepted the evaddiofPt With laptop-class resources. This paper describes the
all runs. While implementing PEG, we confronted practic:ﬂeSigna implementation, and experience with PEG. Section I
issues such as node breakage, packaging decisions, in diggusses our overall design philosophy with respect to re-
debugging, network reprogramming, and system reconﬁgu}gted work. Section |1l describes the application, the hardware
tion. We discuss the approaches we took to cope with thgdatform, and the overall software system design. Section IV

issues and share our experiences in deploying a large serfisicribes the in-network processing components for local
network system. detection and aggregation into a position estimate. Section V

focuses on effective mobile-to-mobile routing, including ef-
[. INTRODUCTION fective tree formation and efficient landmark routing. Section
The problem of vehicle tracking with autonomous interV! describes the design of the navigation and control of
ception provides a concrete setting in which to advandéke pursuer. Section VII evaluates our system design, and
sensor network and control system design. In our case, wifésction VIII outlines several of the experiences that have an
less sensor nodes containing magnetometers are distribugagact on the overall system design and implementation.
throughout a large physical area to form a diffuse sensingOur main contributions are:
field. An uncooperative agent, tlevader enters and moves « We describe the design and implementation of PEG,
within this area, where it is detected by the magnetometers. a networked system of distributed sensor nodes that
Unlike environmental monitoring, it is not enough to obtain  detects an evader and aids a pursuer in capturing the
measurements of the physical disturbance caused by evader; evader.
we want to process the readings within the network and takee We employ whole-system analysis and utilize spatial
action in a timely matter. Thpursuer a cooperative mobile and physical properties to design efficient and simple
agent, enters the field and attempts to intercept the evader distributed algorithms. We believe this approach is ap-
using information obtained from the sensor network and its plicable to a variety of applications.
own autonomous control capabilities. « We demonstrate one of the first operating large-scale
Local signal processing can be performed at each node to tracking and pursing system that uses computationally
distill higher-level events given magnetic-field measurements and bandwidth limited sensor nodes.
due to motions of multiple vehicles. Clusters of nodes thate We share practical advice for deploying large sensor
sense sufficiently strong events can collectively compute an network applications, including package design, debug-
estimate of the position of the vehicle causing the distur- ging techniques, and high-level network management
bance. These potentially noisy estimations from multiple services.
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Fig. 2. Logical flow of information in PEG. After the nodes calibrate their
sensors, they listen for events in the network. When events are sensed near
several nodes, a leader is elected to aggregate the data into one packet. This
packet is routed to the moving pursuer via multi-hop routing. After data
filtering and interception planning, the pursuer chases the evader.

Fig. 1. lllustration of an intruder interception system using sensor networks_ . t that bstract . to simolifv d |
to detect the intruder (arrow) and convey such information to the pursuiﬁdwwonmen at uses abstract regions to simp |fy evelop-

robots. Each pursuer matches the sensor data to its local map for paent of sensor applications [13]. Recently, other researchers
estimation and interception of the intruder. have begun to focus on the use of very simple outputs from
dense networks of sensors. For example, Aslam et al. [14]
explore tracking where each sensor reports only a single bit
of information of whether the disturbance is getting closer.
Variants of the pursuer-evader problems have been wellWe adopt a light-weight approach that stems from two
studied from a theoretical point of view [3], [4] and have beekey observations. First, the autonomous interception problem
used for distributed systems research [5]. Sophisticated algaimits a natural hierarchy. The lowest-tier of nodes, which
rithms [6], [7] have been developed to associate readings wéte the most numerous and most resource constrained, are
logical tracks of multiple objects. Elaborate data structuressponsible for simple detection functions and for provid-
are used to deal with dynamic track creation and eliminatiang distilled information to a higher-tier. The higher-tier is
of potential tracks caused by input noise. In addition, theredapable of doing more substantial processing and initiating
work [8] on closed loop control for the autonomous pursu@ctions based on the information. In a basic tracking problem,
starting with various assumptions about what information tee higher tier might include computer-controlled cameras,
provided to the robot. whereas in the interception problem it is a mobile pursuer.
The early work on wireless sensor nets observed that diements in the lower tier generally do not need to know
tributing intelligence throughout the sensor array dramaticaliguch about the track or the identity of the object, as
simplified the tracking problem [2]. When dense sensing tbeir behavior does not change based on that information.
employed, each patch of sensors only has to deal withThe robots are power intensive and require substantial local
few objects in a limited spatial region. Signal processing j{gocessing, hence they are a natural point of concentrated
greatly simplified because the sensors are close to the souprecessing.
so the SNR is high. Physical constraints, such as speed oSecond, in-network processing at the lowest tier is essential
movement, allow for low-level filtering of false positives. to conserve bandwidth, thereby reducing contention and
Others have studied a decentralized form of the problékgeping notification latency low. The processed results need
where object tracking, classification, and path estimation anet be perfect as they will be further analyzed by the higher
performed by a network of wireless sensors [9], [10]. In thier. For example, an inconsistent leader election may cause
formulation, sensing and detection are performed by lodavo closely related position estimations for an object at nearly
collaborative groups, each responsible for tracking a singfee same time. This is easily addressed in the higher level
target. The solution is cast in traditional distributed systeprocessing. Inconsistency is far more benign here than in the
terms with an explicit representation of the group associateéttings where distributed consensus is typically used, for
with each object. Movement of the object involves nodegxample to avoid multiple financial transactions [15], [16].
joining and leaving the group. Leader election is performed
so that a particular node represents the object at any point . SYSTEM ARCHITECTURE
in time and typically as the root of the collaborative signal To provide pursuers with accurate detection events quickly
processing. Recent work optimizes a single objective functi@md often, we developed services for detection, routing, data
that combines the cost of signal processing and tracking wighocessing, and pursuit. We provide a sense of the overall in-
the benefits of obtaining the given data [11]. Sophisticaté@rmation flow and describe the constituent system services.
programming environments have been proposed [12] to ma#dditional issues of power management and authentication
tain the distributed data structure representing each logi@ld encryption are beyond the scope of this paper.
entity and the set of nodes associated with its track. Unsur-
prisingly, these studies suggest that quite powerful nodes &ye Software Services
required to perform distributed tracking. In addition, Welsh Figure 2 illustrates the information flow from the lower-
and Mainland have proposed a higher-level programmitigr sensing field to the higher-tier processing unit at the

Il. APPROACH
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the demonstration (left), and a schematic of its basic elements (right). The
Fig. 3. Hardware and functional division of services. The dotted linkeight between the plastic end caps is precisely 3.0 inches (7.6 cm), and the
separates services running on the pursuer from services running in the sehséght from the bottom spring base and top of the ultrasonic cone is slight
network. less than twice that distance.

pursuer. The sensor network detects the evader and rouggstem parameters that are useful for system tunings. The
this information to the pursuer, and the pursuer acts on thiiede management component is used for node identification,
data to intercept the evader. Figure 3 shows the overall systdabugging, and network-wide power cycle management. Fi-
architecture of the services required to implement PEG. Thally, network reprogramming allows rapid reprogramming
sensor tier basically performs two high-level services: selfae entire system over the wireless medium, which is valuable
localization and vehicle detection. The first core servicégr rapid update of code image. We discuss these deployment
localization, is used to build a coordinate system of the entiigsues in Section VIII.
network upon which the pursuer can map the collected de-
tection events to meaningful physical locations. Ad-hoc self- )
localization is achieved using time-of-flight ultrasonic rangB- Sensor Tier Platform
ing technology with anchor-based localization algorithms. The sensor tier of our system consists of Berkeley
The system architecture supports self-localization, but it watica2Dot motes [18], a quarter-sized unit with an 8-bit
not used in the live demonstration due to sporadic errors; tlisViHz Atmel ATMEGA128L CPU with 128 kB of instruc-
is redressed in later work [17]. tion memory and 4 kB of RAM. Its radio is a low power
When a vehicle is present, the sensing and detection coBhipcon CC1000 radio that delivers about 2 kB/s application
ponent (Section IV-B) of nearby nodes will trigger detectiobandwidth with a maximum communication range of around
events and invoke the leader election algorithm (Section IYhirty meters for our particular antenna and environment.
D) for data aggregation. The process of leader election Esch node uses a magnetometer to detect changes in a mag-
realized over a tuple-space neighborhood service (Section Rétic field, presumably caused by a nearby moving vehicle.
C). The elected leader will propagate the aggregated datafte ultrasound transceiver at 25kHz is used for time-of-flight
the pursuers using landmark routing, which operates overanging. A reflector cone is situated above the transceiver
simple tree building mechanism (Section V). to diffuse the ultrasonic waves for omni-directional ranging
When sensor readings reach the pursuer, the pursuer ugbih significantly reduces the ranging radius to about 2
an entity disambiguation service to determine the cause rogters.
the event: the evader, the pursuer, or noise. Sensor readingsigure 4 shows the complete packaging of a sensor node.
that are determined to correspond to the evader are senfAtcdhe bottom of the node is a base that secures the node to
the evader position estimation service. The pursuer positithe ground and extends it a few inches above the ground. The
estimation service uses data from the GPS unit to determin&ttery, voltage conversion board, magnetic sensor, and the
an estimate of the pursuer position. Estimates of the positibtica2Dot are all protected by the plastic enclosure. The side
of the pursuer and evader are sent to the interception servioskthe enclosure has a hole that allows a quarter-wavelength
which generates a interception destination for the pursuprano wire antenna to be connected to the Mica2Dot. The
This destination is processed by the path planning servicedoly sensor exposed is the ultrasound transceiver at the top,
generate a feasible route. Finally, the route is submitted woth the cone securely mounted above it. The complete
the path following service that tightly controls the pursuguackaging is robust against impact from vehicles, and the
along this route. These mechanisms are further developedspring at the base keeps the node upright even after collisions
Section VI. to elevate the node a few inches above the ground plane for
Beside the core functionally required for PEG, new systegffective radio communication.
services are also implemented to ease the difficulty in man-All nodes at the sensor tier run TinyOS [18], an event-
aging and configuring the network at the time of deploymerdriven operating system for networked applications in wire-
The Config component allows run-time configuration dfess embedded systems. The implementation of all the core



services shown in Figure 3 consumes about 60 kB of programompassing) as well as, for instance, underground metal

memory and about 3 kB of RAM. pipes, the metal in a desk chair, or rebar in the concrete of a
parking garage structure. To detect changes in the magnetic
C. Higher Tier Platform field caused by a moving vehicle, this static environment must

be accounted for in each node’s measurements. Each node

Our ground robots are essentially mobile off-road IFmto%%btracts the output of an moving average from each reading.

equu_)ped with GP.S' Each robot runs Linux on a 2(.36 MH‘T’his sets a minimum detectable speed on a vehicle, because
Pentium2 CPU with 128 MB of RAM, 802.11 wireless . . . . s .

: . . : a sufficiently slowly moving object will be indistinguishable
radio, a 20 GB hard drive, all-terrain off-road tires, a motor-Om the static environment
controller subsystem, and high-precision differential GPg. :

. . . ) . . ~"One interaction that we did not expect is a relationship
This platform s sufficient to execute the simple h'gh(:“r't'exﬁetween the radio communication and the magnetometer. Be-
services shown in Figure 3. The GPS typically provide

: 01 d ith ¢ ab ause of the proximity of the radio chip and the magnetome-
estimates every 0.1 seconds with an accuracy of abql chip, which is in part a result of the small package design

O'.02 .meters. The top speed of the robot is about O'Sml{ﬁ!t also exacerbated by our hardware design, radio transmis-
with independent velocity control for each wheel. In OUions excite significant readings from the magnetometer. As
deployment, we used one pursuer and one evader, eaChe{r\ﬁorkaround, we invalidate magnetometer readings for a
same model robot. short period whenever a radio packet is sent or received at
the node.
IV. VEHICLE DETECTION
Detecting a vehicle in the network begins with a nodé- Local Detection Reports
gathering and processing data leading up to the formation ofTo decide if a node should share its calibrated reading with
a position estimate report. In this section, we show howi& neighbors, the node compares the 1-norm of its magnetic
bandwidth analysis of the overall system drives the desigeading against a preset threshold value. If the detected

of our phases of vehicle detection. value exceeds this threshold, the node sends a message
including the magnetic magnitude and its ofun y)-position
A. Bandwidth-Driven Design as 8.8 fixed point values in meters. To limit a node’s local

. . detection report rate to 2 packets per second, each node is

We design our sensor network to provide full, redundant, : : . ) o
. k .sibject to a reading timeout of 0.5 seconds during which it

sensor coverage — for sensors placed in a grid, a vehicle .

IS not allowed to share a new reading.

excites at least four and up to nine sensors. From this .
. . . “To share data among a neighborhood of nodes, we evolved
coverage requirement, we design the rest of the detection

: : . new programming primitive called Hood [19]. A neighbor-
Zﬁtizirgnlvm ‘:‘; igzgﬂ)s;ﬁg\?\/lirﬁh?{rr:irt‘se impact of IOW'Ie\“ﬁood in Hood defines a set of criteria for choosing neighbors
. 9 " and a set of variables to be shared. The neighborhood
Presuming a local aggregate bandwidth of 40 packets %etrambership data sharing, data caching, and messaging is

second, a single ner can prowde up to four reports PS5 aged by the Hood abstraction, allowing the developer
second before a region of nine nodes saturates the sha{rbe(ir'

. cus on the properties of a neighborhood instead of its
channel. If each node sends these detection events, the loca : . .
. : ; mechanics. Hood exploits the cheap broadcast mechanism
channel will be saturated leaving no bandwidth for other . :
S : . of a sensor network to allow asymmetric membership —
communications such as routing these readings to the pursuer. : .
. ; a node broadcasts changes to its neighborhood values and
Additionally, as more vehicles are added to the syste , . )
. - . . besn’t know or care what other nodes consider it a member,
routing the data will increasingly tax the bandwidth of the , =~ ", = .
. which is different from the group collaboration work found
system. Clearly, we must use some techniques to conserv 2 . .
bandwidth in T9], [10]. Overall, our design is well suited for unreliable

. . c?mmunication channels such as those in sensor networks,
We use local aggregation to reduce many detection events

. o . -and defers concerns of reliability and consistency to the
into one position report, We allocate half the total bandwidth " .~ . y Y
application level.

for exchanging local detection reports and the remainin For PEG, we created MagHood that manages the mes-
bandwidth for system wide behaviors such as routing positi Egng and'caching of local detection reports and prescribes

estimatefs to pursuers. Even though sharing local detecticg neighborhood membership criteria. Because the magne-
uses a significant portion of the local bandwidth, the pursugr . cior neighborhood represents a local physical relation-
still receives frequent position updates. We decompose t

. - i oo ip, and because radio connectivity doesn’'t have a clean
overall process into three distinct phases: calibration an ationship with respect to physical distance, membership
sensing, local detection reports, and leader election anl '

nosition estimation the neighborho.od. is restricted to on!y those node_\s within
' 3 meters. And, similar to the report timeout, readings are
invalidated after timeout of 0.5 seconds, which sets a time
B. Calibration and Sensing window on the validity of a neighbor’s reading.
The magnetometer measures the entire magnetic envirbh-Leader Election and Position Estimation
ment. This includes static structures such as the Earth’sWe cast leader election as primarily a bandwidth reduction
magnetic field (these magnetometers are often used for digitthnique and relax the usual requirement of correlating a



single leader with a single entity, unlike [9], [10] whereA. Design Approaches

vehicle classification is done on the sensor node. High level ) ) )
processing on the pursuers imposes model constraints t1&Pne design approach is to treat the entire network and the

correlate position estimates with individual entities. Thig1oPile pursuers as one ad-hoc mobile system, and deploy
decomposition allows us to construct a significantly mor&€ll-known mobile routing algorithms such as DSR, AODV,
simple and robust leader election protocol. and TORA [23], [24], [25] to provide an any-to-any routing

Using MagHood, h nod - : f th §er_vice. These protqcols are de_signed to s_up_port any pairs
sing Magrioog, each node gams a view ot fhe recer f independent traffic flows while the traffic in PEG are

detection reports from nodes in its neighborhood. At thid lated and directed onlv ¢ ; d point
point, the leader election protocol requires no addition ir)]rreae and directed only to a tfew moving end points
e pursuers). Nonetheless, the resulting routing paths with

communication — a node elects itself leader if it has the. - . -
maximum magnetometer magnitude among the nodes in is approach would be efficient as these algorithms optimize
qutes based on the shortest path metric.

neighborhood. This lightweight mechanism embodies th :
idea of loose consistency: in the worst case, every node thaf\nother approach is to decouple the network from the
detects the location of a vehicle reports it. mobile pursuers and exploit the static network topology to
The pursuer receives reports about all position estimat%%crease the communication compIeX|'ty for 'routlng. Th|s
in the network — those caused by the evader, by itself, or g,sembles the home-agenF work_ found in mobile computing
noise. Even with this policy, redundant leaders for a sing 6], Wdhere every pursger IS aSS|g:IJned a home-zT(gent for data
object are the exception not the rule, because Ieadersr%rBNar INg purposes. -or example, refcent wor to support
changes smoothly over time given the physical interactio oup communlci'ugn arr;)ong d"’.l setbo r;:ovmbg agents ove:j
Additionally, this design implicitly supports muIti—objecta sensor network in a bounding box has been propose

tracking by providing all the data necessary for the pursu[grn' It assumes that any-to-any rc_Jutlng comes free by using
to do centralized filtering and correspondence. geographical routing and maintains a horizontal backbone

The position estimate report contains an 8.8 fixed- Oia{;ross the bounding box. Through these home agents on the
(2,1)- gsition calculated az a center of ma.ss the Fftotg?ckbone, communication between the moving agents and
' Y)-P o ' e network is achieved. Mobile agents need to register with
number of nodes contributing to the report, and the sum of t ee backbone to discover new home agents as they move:
detection magnitudes. Similar to previous timeouts, a nOdethsese miarating home agents allow mgre efficient ?/outin '
only allowed to become leader and send a position estimate 9 g n 9 o . 9
; . ... paths to be established. The communication complexity thus

report at most every 0.5 seconds. This estimated position’ s .
X . : , . dépends on the overhead of backbone maintenance and home
again a loosely consistent value — instead of using a tlrgeent miaration frequenc
synchronization service to guarantee that all readings happeq?: or eﬁ?ciency an?j sim)glicity the approach we use also

within a strict epoch, the cache timeout establishes a notion' )
of a weak epoch. exploits the static network topology, but we do not assume

Within an epoch, a node elects itself leader the instafit” geographical routing support. Furthermore, we minimize

it determines it has the largest detection magnitude. As QFPIOCOI communication overhead by distributing soft state

alternative, if a node would have waited a period of tim cross the network apd slightly saprificing routing efficiency.
for additional readings, there exist certain vehicle paths that. uselandmark routing28] to split _the many-fo-few rout-
prevent any node from becoming a leader, which would? problem into two subproblems: many-to-landmark and
produce no position estimates for the pursuer. Furthermor%ndmark'to'few' Landmark routing is a simple mechanism

this protocol ensures that a node can become a leader if gt uses a known rendezvous point to route packets from

detection exceeds the threshold, meaning that the maxim{Jif Y Sources to a few destlpatlons. For a node n t'he
anning tree to route a detection event to a pursuer, it first

f the vehicle is onl function of the properti .
speed of the vehicle is only a function of the properties 0ends a message up a spanning tree to the root node, the

the sensor and the allocated bandwidth for position repor%’ndmark. Then the landmark forwards the message to the

pursuer. The original landmark paper discusses the scalability
V. ROUTING of this approach using a hierarchy of landmarks. In this work,
we only consider a single landmark. This approach results
The primary routing requirement in PEG is to deliver thén longer routing paths as traffic must be relayed through
evader detection events, as sensed by the network, to the landmark, which hurts latency, but requires less control
mobile pursuers. That is, we must route packets from mahgndwidth to maintain routes to the moving target than other
sources to a few mobile destinations. This differs from therotocols such as AODV.
typical many-to-one data collection traffic model found in For the many-to-landmark routing, we first considered
other sensor network applications [20], [21], [22]. Howevenysing a simple grid-based routing such as [29] since loca-
it resembles some of the work found in the mobile computirtgpn information of each node is known and the network
literature, which provides different approaches to suppdgyout is a grid. However, we did not pursue this direction
this mobile routing service. In this section, we first explorsince it does not address link reliability issues, which is
these approaches and then discuss a simple and efficesgential for creating reliable routing over unreliable links.
landmark routing approach to arrive with a solution, whicur approach to the many-to-landmark routing is based on a
is potentially applicable to systems other than PEG. simple flooding mechanism that can rapidly build spanning
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In exploring the different routing algorithms that use flood-
ing for route discovery, not all of these issues are addressed
by the protocols together. Empirical data in real sensor
networks have shown that if these issues are not addressed,
the resulting topology will be ill-formed and the routing paths
are likely to be composed of long unreliable links not suitable
for multihop communication [31]. Following our simplicity
guideline, we devised two simple mechanisms that interact

with the routing layer and the link layer to address these two
issues together.
Our first challenge in building spanning trees is route
selection. The goal is to ensure a high end-to-end packet
transmission rate while minimizing the tree’s depth. A node
must consider both the quality of the link to its parent and
its parent’s tree depth. Without any rapid link estimation
mechanism, we rely on the received signal strength indicator
(RSSI). Recent studies for both sensor networks [32] and
802.11 networks [33] showed that RSSI is not a good
g dictor of link quality. However, we can exploit spatial
dpformation to our advantage to rely on RSSI values. With
all nodes on roughly a grid configured to transmit at the
same power and the fact that signal strength decays at least
1/d? when close to the ground, it is possible to use RSSI
trees with efficient routes and reasonable communicatigtreshold filter to scope the neighborhood relative to the
reliability. This approach of rapid tree-building provides @hysical distance. By empirically measuring the relationship
quick fail over to cope with the flakiness found in sensdsetween link reliability and RSSI values among all the nodes
networks, and maintains the soft-state design principle. at different grid distances beforehand, we determine a high
confidence RSSI value for the entire network that maximizes
communication distance while reliably preserving bidirec-
tional link reachability. This is essential for our landmark
For many-to-landmark routing, we rely on a spanning tregpproach since it utilizes the reverse paths on the self-
rooted at the landmark. All packets received or generatéiscovered spanning tree. When receiving messages, a node
by a node are forwarded to its parent until they reach thmly accepts it if it is greter than the RSSI threshold value,
landmark. even if it was able to properly decode the message. The rout-
A common approach to building a spanning tree is to floddg layer can be a simple algorithm that selects the shortest
the network with a beacon, and each node marks its parenhisp-count parent that passed the RSSI filter. Section VII
the tree as the first node from which it receives the beacqresents measurements of the end-to-end reliability of the
and then rebroadcasts the beacon. This approach of floodiogting paths discovered by this approach.
the network and routing using the reversed paths is usedThe second challenge is to alleviate the broadcast storm
in ad-hoc routing algorithms such as AODV [24] and DSRroblem. We used a time-delayed back off that adapts to the
[23] to build a topology quickly and trade off optimality for observed cell density. Broadcast storms occur because several
handling mobility. nodes simultaneously attempt to rebroadcast the beacon.
In such a topology formation process using flooding, twBuppose, instead, each node waits a random time before re-
potential problems must be addressed: quality route selectlmoadcasting the beacon, then network congestion decreases.
and the broadcast storm problem [30]. The routing protocdlith random back-off, the number of nodes in a radio cell
must avoid selecting bad links for routing; in particularshould be proportional to the number of potential wait times:
asymmetric connectivity should be avoided if routing pathess node density increases, nodes must wait longer periods
are formed by reversing the path discovered by floodingf time. Choosing the maximum wait time, then, requires
Route selection solely using hop count cannot address th&sewledge of the density; by choosing a sufficiently large
issues. The second issue is related to the broadcast stdmerval, we can guarantee that each node has sufficient time
which occurs when many nodes receive a beacon simultat@broadcast its announcement without preventing other nodes
ously and attempt to rebroadcast the beacon immediately. #f@m doing so.
a result, a storm of packet collisions is created and significantAn alternative extends the prior idea to result in a more
message losses would occur, which leads to an ill-formadaptive technique. Upon the reception of a broadcast mes-
topology containing manypack edgesBack edges occur sage, each receiver starts a timer to fire in a random amount
when nodes miss a beacon message because of collisi@fisime less tharR. Every time the node receives a broadcast
but later overhear it from nodes further down the tree. Backessage before its timer expires, it resets the timer to fire in
edges create unnecessarily long routes. a new random time. Thus, th® interval from which nodes

to (2,8) fo ,10)noc.onn.nog>nn.

8) to(5,8) to(14,6) toA14,6)46714,6)
L 3hops 2hops 1hop 1Hop 42

hefs 2 hops

y position (meters)

8) to(3,8) to (3, to-( 4,6) to (14,6)

to (2,6) 1o to (b¥) to (8,8 to (4.8 oY 8
1 hop op \, 1 hop 1hop Qps 2 hops

L 3hops 2hops Qp ho

to (6,4) to(b,4) (G (eMPNMONE.8) to(b4) fb(8,8)\to(8,8) to 2,4)noc.onn.to 4,6)
L 2hops 2hop Rops42hops 1hop 2hops \l hop 2 hops 2 hops

to(6,4) to(6,4) to (6,4 to(,4) to(10,2) Jgff.8) to BBIIERLZ2) to (12,2) to (12,2)
L 2hops 2hops 2hop§ 2hpps 2 hops hbps 1 Hop A\ 263D hops 2 hops

o = N WA U N ®
T T T T T

to (4,0)
3 hops
P

01 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18
X position (meters)

to (4,0)" 1o (6,4) to (6,4) to (10,2) to (10,2) to (12,2) to (12,2) to (12,2) to (12,2)
3hops 2hops 2hops 2hops 2hops 2hops 2hops 2hops 2hops
T T T Y I

Fig. 5. Spanning tree generated by PEG using 100 mica2dot nodes.
uses a basic flooding algorithm that adapts to different node densities
parent selection algorithms for better trees.

B. Building Good Trees



wait is significantly smaller than in the naive protocol sincthe spanning tree can be built rapidly, it is easy to switch
the total wait time is now adaptive and inversely proportionalver to another landmark if the original fails. Additionally,
to the radio cell density, which is the number of times thi¢ is simple to maintain two separate instances of landmark
same broadcast message is heard. In both sparse and demgéng with independent crumb trails and landmarks. This
networks, then, propagation within local cells finishes iguick switch over capability is important to cope with the
R - n/2 time, wheren is the cell density and? is chosen flakiness inherent in sensor networks.
uniformly.

One typical spanning tree is in Figure 5. The data was VI. NAVIGATION AND CONTROL
collected from 100 mica2dot nodes with 2m spacing in either The pursuer must decide how to assimilate an aggregated
direction. The landmark is located near the center of the fieggnsor packet to minimize evader capture time. In this sec-
at position (8,8). The tree has depth three, considerably Igis®, we will describe the difficulties in designing this control
than if grid routing were used. Four nodes did not join thgystem, the techniques used to overcome these difficulties,
spanning tree because they are broken; Section VIl addresaegd the final architecture. Although the control architecture
breakage. Additionally, most nodes’ parents are physicallye present is not new, the modality of the sensor network
closer to the landmark. In those cases where this is not tr@@ta is significantly different than those of traditional control
such as at (0,10), the physically closer parent is not any closgstems. We will discuss how these concerns are addressed
by the hop-count metric. with our implementation.

A. Design Issues

Classical feedback control design [34] typically assumes
With the spanning tree built using the previous mechanisiihat periodic sensor readings occur and arrive at their des-
any nodes in the network can send messages to the landmgfgtion in zero time, that the computation of the control
which must then be able to forward the messages to thgy is instantaneous, and that control signals are applied to
moving pursuers. To accomplish this, the pursuer periodicatiye actuators immediately. These requirements are typically
informs the network by picking a node in its proximity tonecessary to analyze a controller’s stability and performance.
route a special message to the landmark, thereby layings@veral techniques have been studied to relax these assump-
“‘crumb trail.” Instead of maintaining all the routing statesions [35], and some researchers have suggested that new
at the landmark, this message deposits a “crumb” with eagdthniques need to be developed [36]. However, in practice,
intermediate router on the spanning tree so that messagfi§se constraints are typically approximated by using a
destined to the pursuers at the landmark can reverse the pafficiently high frequency of sensor readings, by minimizing
that the crumb message took. Since each node along #ging jitter and latency, and by reducing computation time of
crumb trail knows its next hop, communication overhead tfe control law. Typical implementations of control systems
smaller as it is not necessary to include the entire revergehieve these approximations through the use of locally
path in each packet. resident sensors, actuators, and powerful computational hard-
We support multiple concurrent crumb trails, allowing foware. However, due to the distributed, low-power nature of
many mobile destinations. Each crumb trail is identified byensor networks, many of these assumptions are violated.
the pursuer’s ID when it deposits its crumb. In PEG, we can approximate instantaneous control com-
The pursuer increments a sequence to give a time @utation by assuming that the pursuer is a powerful node
mension to these crumb trails such that these paths a@at performs all the control computation. However, the
dynamically track pursuer’s position. All such routing stategpplication of classical control techniques is frustrated by
are soft in that they become stale over time, and thus, stghe tendency of the sensor network data to be noisy, arrive
crumb trails prune themselves automatically. late, lack time-stamps, and arrive without periodicity. High
Our approach to solving the many-to-few routing problerspeed controllers, such as a path follower, further highlight
is efficient. The tree-building overhead is &(N) opera- the difficulty of control using only sensor network data. In our
tion. As discussed earlier, ad-hoc protocols requif@V) case, a feedback implementation using only sensor network
overhead to route to a mobile destination. In our landmadata would require artificially slowing down the dynamics of
scheme, the overhead in maintaining mobility is solely thie system.
crumb messages, which has a communication complexity ofFurthermore, nodes will fail at times due in part to faulty
O(d), whered is the network diameter. This means that weardware and collisions with robots. This presents another
can route to a pursuer with significantly less overhead. characteristic of sensor networks that differ from a typical
Note that there is no explicit coupling between the landontrol setting. When operating in a sensor network, a
mark and the moving pursuers as in the case of the howentroller must additionally compensate for sporadic sensor
agent approach. In fact, the pursuers do not even know tteadings due to badly behaving nodes. For such problems, it
address of the landmark. This is a nice property, allowing tle not always possible for a controller to maintain a constant
landmark node to move over to another node if the first faillevel of performance. We seek to provide high performance
A shortcoming of this approach is that the landmark is @f the controller while allowing for a graceful degradation
central point of failure. However, there are many techniqués performance as the data qualitatively deteriorates, while
to eliminate this vulnerability. Since the crumb trails anénsuring safety properties such as not leaving the field.

C. Efficient Landmark Routing



Sensor and the coordinate system relative to the mote network.
Network To work within a single coordinate system as soon as
possible, we immediately convert GPS measurements into
the mote coordinate system. GPS provides estimates of the

S
o,

gps
P

Y; z2,Y?

/ T Coordinate Filter A pursuer’s position in GPS coordinatdsg?*, y97*|”. Using
a fixed, knownhomogeneous coordinate transformatidn
v imy we compute the pursuer's estimated position in the mote
 Site st >L§W ses  COOFdinate system ds,,, y,, 10T = ®x[zgrs, yovs, 1]7. Using
vemesa trace of these values, .., [zF, yb]7, [zhtt oA+ 1T ),
Zps Uy Opr Dp P we can compute a full state estimation for the pursuer, which
Jigh, T : includes estimations of the position, the velocity, and the
Dyr?:riics< Pollt Navigation | Strategle orientation.
ontrol \ j . . i . .
1m0 ns Yo tnan Maqy_techn|ques exist fqr state estlr_nat|on [37], [38], in our
case, it is enough to use simple techniques. For the estimated
Motor position [, 9,]7, we simply use an average of the two most
recent GPS positions. These estimated positions then form
another trace\ = (..., [&F, g&]", [2E+1 gh+1T ). For
\ the orientation estimaté,,, we use an average of the angle

between pairwise combinations of the last four estimated po-
Fig. 6. Block diagram view of the hierarchical multi-rate pursuer controllegitions; i.e., the four most recent entriesAin The magnitude

All variables except those with & P.S superscript represent values relative ; ; s - :
to the mote coordinate system. Furthermore, the subsgrigtgie, indicate and direction of the VeIOCIWY’ is estimated by using the two

pursuer and evader respectively. Finally, represents the set-point for MOSt recent entries iA. o _ _
velocity of thek!" wheel Turning to the evader’s state estimation, we first receive

an estimate of an unknown object’s position in the network,
(z7,y7). Using a previous estimation of the evader’s position

B. Design Choices (&.,7.) and a current estimation of the pursuer’s position

To overcome the aforementioned difficulties, we make seléy, 7p), @ filter determines if the reading corresponds to
eral design choices for the pursuer control. First, we clearflje evader, the pursuer, or noise in the system. A simple
separate the control system from the sensor network as mgbiategy for doing this is a probabilistic confidence system.
as possible. To this end, the network provides sensor readitigge let a be the average error of the sensor network due to
to the pursuer, but all processing and control computatidite positives, i.e., not including error due to false positives.
occurs on the pursuer. Second, we apply more traditionEien, we can safely disreguard sensor reports withiof
control techniques to the pursuit algorithm, changing tHBe pursuer’s estimated location, since these reports must
design where necessary for sensor network data. correspond to the pursuer or a captured evader (assuming that

A pursuit control system ultimately consists of a systefur capture radius is greater thai). Sensor reports within
for estimating the position of the evader, for strategically * @ + [Vmaz| * t Of the previous estimate of the evader’s
deciding where the pursuer should go next, for planningR@sition are assumed to be the evader, whesethe elapsed
path to the next destination, and for following that path. Téme since the previous estimate ang,, is the maximum
achieve the best estimation of the evader’s position, we pre#glocity of the evader.
a model for the evader's dynamics with unknown control If the new sensor reading is determined to be the evader,
input. However, this is an unnecessary burden considerifitis value is used to update the state estimate of the evader
the specification of our system. For instance, the robdﬂ§ing techniques similar to those for the pursuer. In this case,
can quickly change the velocity of each of their wheel@ur estimate of the velocity and orientation will be of much
independently (within about 0.2 seconds), which, as far agayver quality. However, because the strategic controller only
sensor network that reports every 1-3 seconds is concernid@dates every time it receives a new evader state estimate (at
allows the robot to virtually change its speed and directichmuch lower rate than the actual velocity and heading of the
instantly. evader can change) it is unnecessary to exploit knowledge of

In PEG, the pursuer only needs data every few secori}¢ evader's orientation and velocity.
from the sensor network, but requires much more timely Using position estimates of the pursuer and evader, the
location information for navigation. We use GPS for navistrategic controller chooses the pursuer’s next destination

gation which provides updates about every 0.1 seconds wifhav: ¥nae]’ and interception speeg, ... In making this
an accuracy of about 2cm. choice, the strategic controller attempts to minimize capture

time. Again, we use a simple strategy: the pursuer moves to
) ) the estimated position of the evader. Finally, the point navi-
C. Implementation Overview gation controller will compute a path to the new destination.
In this section, we outline our final controller design whiclThis path is realized by continually issuing new set points
is illustrated in Figure 6. First, two different coordinatgw,,ws,ws,w,) for the velocity of each robot wheel, such
systems must be addressed: the GPS coordinate systhat the robot moves forward enacting turns as needed to
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the message must pass through the landmark. For example,
for a neighbor to route a message to an adjacent node,
- it must traverse through the landmark which could be far
- away. There could be delay from many sources: the time
- it takes a packet to travel, the processing time, MAC back
-~ off time, and routing decision time. By observing the packet
o size and extra synchronization overhead coupled with the
- radio bandwidth, we can conclude that a packet occupies the
- channel for 26.2 ms. The MAC waits a uniformly random
o time between 0.4 ms and 13.0 ms before sending a packet,
. averaging in a 6.7 ms delay. We measured the latency that
200l 7 it takes for our algorithm to route packets in Figure 7 on
- ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ a field of 36 sensor nodes. For a least squares minimum fit
¢ ° ° 7 Numberofhops 10 " 2 on the data in the figure, we find the slope of the line is
53 ms/hop, so we conclude processing time is consistently
Fig. 7. Latency of packets routed through PEG's landmark routinground 20 ms. Even if the landmark route is 6 hops while the
algorithm. Each data point represents the average time to route 200 pacléeﬁ%imal path is a single hop, the landmark routing will take
through the given number of hops on a 36 node indoor Mica 2. )
225 ms longer than necessary. In this time, the evader can
only travel 13 cm, an insignificant distance compared to the
reach it's destination. precision of the measurements. Thus, even though landmark
In conjunction with the aforementioned processes, tfieuting may choose longer routes, the extra routing time is
controller maintains safety specifications by applying hatithin our requirements.
constraints to the controller at various points. To ensure that
the pursuer never leaves the network, the point navigatign Tracking and Interception
controller always compares the pursuer’s estimated state W|th|.0 evaluate the system in a large scale demonstration

the fixed, known values of the network boundary. If th%n July 14, 2003, we deployed a field of 100 nodes and

pursuer is leaving the network, the point navigation controll lerformed a half-dozen ruhsThe evader was controlled by

directs the pursuer to the center of the network until furth M driver not affiliated with PEG. The evader can leave the

notice. ,,A\ddltipnaily,dlf tthf sFratg?rllg Cf[)hntrollert notlcejl that ]Eht ensor grid area, though the pursuer cannot — the maximum
pursuers estimated state 1S within the capture radius o eed for either robot is about 2.25 mph or around 1

evader’s estimated state, it has the point navigation control Lter/second. The pursuer was able to successfully capture

stop the pursuer. The pursuer remains there until a new ev. & avader in all cases: we define success when the pursuer

up.dglte farther away appears, at which time the control SySt%Wives within a grid square of the evader. Figure 8 displays
reinitiates pursuit of the evader. one such interception. Initially, the pursuer is in a different

orientation from the evader. It first orients itself towards
VII. EVALUATION the evader before capturing the evader. The sequence spans
A. Routing Service 26 seconds and ends when the pursuer touches the evader.

One of the most important metrics for evaluating thte In orlder to ?'Spll?t/ morefquanntatlwta d?ta, V\]ie would ng
multihop routing service is end-to-end reliability, especiall analyze network traces from an actual run from our July

when the topology is built over many unreliable links during emo. Unfortunately, our demonstration was not sufficiently

network-wide flooding. We created a set ofmicro-benchmapﬂsm“'mem(':‘d to collect data, and we have subsequently

experiments to measure end-to-end success rate of paéﬂglirufrfnetnted an7d 7ref_- dlzpltf)yed PEG. tFlgur_etzh9 dzemonstr_ates
delivery of any random pair of nodes in the network using o refiorts on a 7x/hield of sensor motes with a 2m spacing.

landmark routing. In all these measurements, we do not u I(l,e grid displa_ys the gctual traqk of the evader in a so!id line
link retransmissions. For latency tests, there is no contenti ﬁmarcated with 10s intervals in squares, as determined by

on the channel because only one packet is being sent a %S' Each star shows the leader npde that sent. a packet
the moving pursuer after aggregating the detection data.

time. The end result i ising. For paths that haya
Ime © enc resuit 1S Very promising. ~or patns tha a&ge draw a dashed line from the leader to the corresponding

lengths varying from 4 to 6 hops, the average of end-to-end: , . .
success rate consistently falls in the range of 95% to 98% intan the evader§ pgth when .'t _ma_kes the detection report.
hen the dashed line is short, it indicates a successful, low

This implies that our topology formation can build trees tha . :

are reliable for bi-directional communication error detection reading. There are no reports when the evader
Another metric that is important to PEG is the end—tol—ea_‘lyss the rl)tlayllng f]e(ljc_i a;ouno]lc time .1005' des. Th

end latency in delivering the detection events to the movin € resulls aiso indicate a Tew noisy nodes. , € pursuer

pursuers. As discussed before, our landmark routing approéﬁ st filter out this noise in estimating the equers pOS.ItIOI’].

trades off route efficiency for simplicity and low protocol or example, node (12,12) detects a spurious reading at

overhead. The simplicity of the landmark routing SChemelA movie of all runs is available alttp://webs.cs.berkeley.

produces routes that may be longer than necessary siaé@nestdemo.mpg
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Fig. 8. This sequence taken from a video of the live July demonstration shows a successful capture of the evader (foreground) by the pursuer (background).

VIIl. D EPLOYMENT EXPERIENCES
Through the course of designing and implementing PEG,
2,12).(4,12).(6,12%8,12”“0,12)’12)12# 9 9 9 P 9

12
©012°

we faced various system issues, including system breakage,
packaging, in situ debugging, network programming, and
system reconfiguration. In this section, we discuss the ap-

5 69 .
(0,1405(2,10)" (4,10) 6,10)’(8,19}*10, N 120s))
. 5

2 .l ‘ proach we took to cope with each of these issues. These
£ |8 implementation experiences apply to many kinds of large
2 100 sensor network applications.

8 (0,6)

2. i A. Breakage

s :

In the course of deploying and operating PEG, we noticed
a moderate rate of breakage in terms of node failure, sim-
\ — D ilar to the experience reported in other sensor networking
- 3 »\( . . . .
oF 66® @o® (470*?;0). T T, - deploymer}ts [22].. Some of this is _due to our inexperience
as packaging engineers. However, in the course of disassem-
» ‘ ‘ ‘ ‘ ‘ ‘ ‘ : ‘ ; bling the packaging, reprogramming, charging the battery,
0B eiealpoution (metersy 0 ® reassembling, and re-deploying, we noticed a trend of a
few percent of the nodes failing at run time. Out of this
Fig. 9. Intruder tracking using PEG. Evader GPS position is shown asgkperience came the maxim thafvery touch breaks This
solid line. Detection event leaders are shown as stars. Using dotted Iinesi, . . L
leaders are linked to the evader's position at the time of detection. reinforces Qur design phllOSOphy of ma'_ntal_mng soft Stat?v
loose consistency for inter-nodal coordinations, and rapid
fail over in network topology formation. Furthermore, the
_@/stem services for in situ testing and development, as shown

around 4 seconds. In analyzing this plot, we found 4 Ei 3 theref ht to eliminae d
spurious readings. Additionally, we manually squelched ti@ \gure 5, are therelore sougnt to eliminaay nee

output of nodes (4,10) and (4,12). Their magnetometers wi ?ep_hysmally handle nodes. We believe that these system
not properly calibrated and would generate a false readi?%wces are useful even when future sensor nodes become
every few seconds. Just as in our original run, we found tha re robust.

few nodes in every deployment would not act properly when ]

deployed: in such situations, we needed to suppress a han&fulPackaging

of nodes from reporting. For larger or longer deployments, A real-world sensor deployment must carefully consider
we foresee an automatic health monitoring service that, mede packaging, and we discovered that that packaging
its simplest form, reboots or powers down a node wheequirements for deployment are different from those for
it behaves outside specified tolerances. As we discussdievelopment. For development, the packaging should expose
Section VIII, accurate debugging and network analysis tocd&cess for convenient debugging, reprogramming, and battery
are a necessity for large sensor network deployments. recharging. However, we did not properly anticipate such
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need, and during development, we would frequently needdata logging; and, it integrates seamlessly with a dispersed,
disassemble the packaging in order to fix broken componertigyher power second tier to optimize data gathering. We look
reprogram the nodes, or recharge the batteries. If we hadward to reporting on the success of this architecture for
better foresight in our design, we would have designed theal deployments in future work.

packaging to support reprogramming and recharging without

full package disassembly. _ D. Hierarchy of Programming and Reconfiguration
After deployment we discovered that the packaging WasI works. th df ¢ iof sit
interfering with the magnetometer. The piano wire antenna N SENSor networks, the need for a Torm iat situ pro-

battery, and metallic spring base all align the magnetic fie%lirf?m'rn% p::t?[se?tsg ni(zlw ktlﬂd of nztir(]qur:renmegt fforrv\rlierrr;ote
in the proximity of the magnetometer, significantly reducm%’ztwg?ka\l/vi(()je rZO:J' r:rrs1miens tﬁe(r:g i aﬁso aeneee doto e?f(?rsni
its sensitivity and overall range of detection. The desiq prog 9, P

. L itu protocol parameter tuning since analytical analysis
process should accommodate a series of revisions, becalsé" P P g y y

et mayonly become apparent when e compiet gesff 12" ient 1o sccommotate evonmena efects
is implemented and deployed in the sensing environment. pie, 9 P

need to be decided at the time of deployment, including
the application’s sensing policy, sensor calibrations, and
C. Debugging communications parameters that rely on the cell density.

Debugging large sensor network applications at deplofurthermore, some of these configurations may need to be
ment time is a challenging experience. Pre-deploymeﬁt on varying granularities, ranging from individual nodes, a

testing using simulations and controlled experiments ngglect few subset of nodes, to the entire set of nodes en masse.

testbeds are extremely useful as they allow us to extract ff¢ have implemented both the network reprogramming and

formation about the external and internal states of each no§@Nfig services as shown in Figure 3 to address these needs.
However, in a real deployment, collecting state information OUr design supports wireless network programming, which
can be difficult, especially when the packaging is designddi@" alternative solution to installing new binaries over many

for deployment. For example, even if the EEPROM fully log8edes by hand. For a team of five people working with one
the transient internal states of each node, correlating themindred nodes, manual programming takes two hours with

a network-wide temporal order can be difficult, especiall@ additional two hours to re-deploy the nodes in the field.
without time synchronization. In our deployment, we did not NiS approach is clearly not amenable to a rapid debug and

have adequate time to explore this option. test cycle. , _ _
Instead, we exploit a large antenna to snoop on netwo,rkus'ng network programming, nodes receive the binary

traffic. This non-intrusive approach allows the collection gfnage over the radio. By exploiting the shared wireless
as much external states of the network as possible, does fgdium, many nodes can be reprogrammed simultaneously
affect the application, and enables a direct communicatigfd Selectively. We anticipated using network reprogramming
with each of the node in the network. for our deployment, but we could not develop a sufficiently
A set of services under the node management categ<5 jjable network reprogramming mechanism for our pur-

in Figure 3 are implemented to address in situ debuggi _seé. .G|ven the problems we encountered at' th.e' time,
Additionally, we place a version control number into each'® entire process would have taken longer than individually

binary to ensure code compatibility across all the nodes [fProgramming each node. _ _
Interestingly, with a network service we call Config, the

the network. We use a basic “ping” like service to verify that " ™ ‘ I ) h nod d
a node is up. The ping reply also reports the version cont lgpnatlons of manually programming each node and our

number of its code binary, allowing us to detect incompatib'@,ag'“ty to use netv(\j/orkl reprogramming d'g nﬁt pose a.grea:ct
binaries. In addition, some of the basic primitives for nod}éIn rance in our cep oyn_1ent. We spend the majority o
management such as node reset, sleep, and active mPide ime  tuning the algorithms to work properly at scale
control are also supported over wireless control in the environment. The Config service addresses this issue
The big antenna allows us to remotely control and debgégriciently and allows run-time adjustments of the internal

each node in the network. We implement a set of mana ates of each node. For example, Config allows us to
a%lectively enable sections of the code, adjust parameters,

ment scripts on a PC computer to invoke the sensor no di librai | d adiust varabl ‘ "
management services to administrate the system through W‘% ity calipration vaiues, and adjust variables at run time.
onfig is a smart configuration system that takes the place

antenna. Packet traces are archived for off-line debuggin " . : . )
a traditional approach to using a local configuration file

and visualization of the entire system to understand the glot9 | de. Confi . | declared in th de with
behavior, which is extremely useful in system tunings. Nod&§" node. Configuration values are declared in the code wit

can send packets with an ASCII text payload to act aSaaspecmc configuration identifier, as shown in this example:
“printf” to signal the occurrence of some critical debugging /! Config 31 {uintl6_t RFThreshold = 200;}

events in a human readable form. _ In this case, the RFThreshold parameter, with a default
For larger, real world deployments, we have since dgajue of 200, is preprocessed with compilation tools to

veloping a multi-hop system management architecture [39}ert it to be a member in a global Config data structure.
to subsume the role of the big antenna. This lower layer

can perform system health monitoring, remote control, anc®Subsequent work has improved upon our initial foray. [40]
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Config is tightly integrated with the scripting environment imew deployment, we will be able to introduce and measure
Matlab, allowing the large antenna to be used for debuggimgyeater variation: robot speed, node spacing, node topology,
Therefore, it is easy to change configuration values for @PS resolution, sensing fidelity, sensing period, and so on.
subset of the nodes or all the nodes from a PC in run tim&his initial effort described in this work has been invaluable
When a user changes a node’s configuration value, tfoe the experience, and we hope to extend that with a breadth
change is automatically reflected in that node’s global Config experiments that describe in detail the behavior of the

data structure. And, the application is notified through amany facets of this kind of system and application.

asynchronous event of the change to the data value. Config
also supports queries of the current set of configuration values
on each node. With a rich configuration capability in place
and a bit of creative programming to utilize it, the resultin

application is quite malleable, saving us a lot of time fror‘%1
installing new code images.
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IX. CONCLUSION

Designing and implementing PEG enables us to establish
relevant system design principles that are useful to other sen-
sor networking systems. Our whole-system design analysi$]
provides a clean process of problem decomposition. It allows
complexity to be placed at the appropriate levels of the sysy,
tem to achieve overall simplicity in system implementation.
Simplicity is further achieved by exploiting environmental [3]
and physical characteristics of the application at deployment
time. Protocols should exploit soft state, loose consistency]
and rapid fail over when appropriate to cope with the lossy

wireless channel and the somewhat unreliable sensor netwqgf

hardware platform. The system management and debugging
infrastructure should be well designed to anticipate the nee[(él
of system reconfigurations at deployment time.
Our system decomposition allows each of the subsystenig
to be reusable by a wide variety of sensor network appli-
cations. The neighborhood abstraction and leader electi({ﬂ
mechanisms apply to any monitoring system requiring local
data aggregation. The density adaptive flooding mechanisii
avoids the broadcast storm problem for other data dis-
semination protocols. The landmark routing subsystem [i®]
useful for any application with moving entities. The network
management and debugging services are useful for deploying
other sensor networks. The data filter and robustness of thg
control system design are applicable to other sensor network
applications with embedded actuators. [12]
We demonstrate a working system that not only monitors
sensory data but also tracks and controls a higher tier
system to accomplish a cooperative task in real time. Tpg]
system assumes very little processing and communication
requirements on the sensor tier. Furthermore, throughout our
design we exploit the physical properties of PEG to achievqlg]
functional, simple design that is robust to failures. We believe
the same design philosophy should be followed in building
future sensing and actuating systems. [15]
In the near future, we will deploy an order magnitude
larger network to achieve many of the same goals as tft}él
work. We will leverage the lessons from this work to espz
tablish a platform well suited for long lifetime and large

C-1895 and Intel Research.
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