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Abstract—Frequency-agile radios hold the potential for im-
proving spectrum utilization by allowing wireless systems to
dynamically adapt their spectral footprint based on local
conditions. Whether this is done using market mechanisms or
opportunistic approaches, the gains result from shifting some
responsibility for avoiding harmful interference from the static
“regulatory layer” to layers that can adapt at runtime. However,
this leaves open the major problem of how to enforce/incentivize
compliance and what the structure of “light-handed” regulation
should be. This paper addresses this question by developing a
model for the incentives associated with cheating and for the
tradeoffs between different elements of an enforcement struc-
ture which will effectively deter cheating. It then investigates
a code-based scheme for detecting and assigning liability to
culprits.

I. INTRODUCTION

The Federal Communications Commission currently sits
at a crossroads, deciding what regulation is going to look
like for the next generation of wireless devices [1]. The
current command-and-control model, in which spectrum is
parceled and allocated to specific uses and companies, was
designed for broadcast systems such as TV and AM/FM
radio. However, as technology changes, this approach be-
comes less applicable. The current centralized solution has
difficulty managing allocations on the heterogeneous usage
scales of interest and so leaves “holes” in both time and
space where valuable spectrum is being wasted [2]. Indeed,
although spectrum looks scarce to anyone who wants an
allocation [3], anyone actually taking measurements realizes
that most of the available spectrum is in fact underused [4].

Scholars have debated how to solve this problem. While all
agree that decentralized and more “light-handed” regulation
is desirable, the form of this regulation is contested. Spectrum
privatization advocates rely on market forces to determine
not only who will be allowed to transmit but also the size
of the parcels of spectrum they are allotted [5], [6]. In
this model, government regulation certifies devices, monitors
market transactions, and resolves disputes as civil offenses
through the courts. Spectrum commons advocates note that
with current technological advances, a simpler approach
is possible that puts the burden of regulation entirely on
equipment — any certified device may transmit [7].

Regardless of the regulatory intention, the introduction of
frequency-agile and software-defined radios brings oppor-
tunistic use into the picture. Cognitive radios are autonomous
and possibly adaptive, allowing them to adjust their transmis-
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sion patterns according to local observations [8]. So, even if a
company officially has primary rights to a piece of spectrum,
these agile radios will be capable of detecting unused portions
and using it for short periods of time. Whether they will do
so legally is yet to be seen, but that they will try is inevitable.

The decision to support opportunistic use is therefore
really a decision about the circumstances under which a
primary user of a band is allowed to issue a cease-and-desist
order. If opportunistic use is to be discouraged, the primary
user would be allowed to issue such an order whenever it
detects any use that is not its own. However, this encourages
spectrum owners to behave as “spectrum trolls” [9]. Dubbed
by Hatfield, these users do not productively use their allotted
spectrum but rather wait for others to use it unlawfully
and then threaten legal action if the opportunistic users do
not pay a bribe. On the other hand, if opportunistic use is
to be supported, primary users must demonstrate harmful
interference before issuing a cease-and-desist order.

In this paper, we take a stance encouraging opportunistic
use because not only does it allow better utilization of spec-
trum, but legalizing opportunistic use also permits rational
regulation and certification of the radios used for this purpose.

However, certification is not simple. For increasingly au-
tonomous and mobile radios, frequency-agility runs the risk
of being the wireless equivalent of Plato’s Ring of Gyges.
Faulhaber raises this specter through his discussion of “hit
and run radios” that are virtually uncatchable because they
turn on, use the spectrum for a period of time, and turn off
without a trace [10]. We cannot ignore the important problem
of whether/how sharing rules for dynamic spectrum-access
schemes can be enforced.

The current literature indicates that by using game theory,
one can show that equal users can self-enforce [11]-[13] by
balancing their own quality of service against the interference
they are causing other users, allowing for a range of stable
and fair equilibria. However, this self-enforcement breaks
down when users are not equal. Consider a case with two
users; the first can cause very little interference to the second
while the second can cause a great deal of interference to the
first. The first has neither defense nor ammunition. Without
a possibly external force to which the second is vulnerable,
the first cannot reasonably believe that the second will follow
sharing rules. Indeed, vulnerability is the mother of trust.

In much of the spectrum commons and spectrum-sharing
literature, regulation to help support unequal users appears



as a purely a priori device-level certification [7], [14], [15].
Either the hardware, the software, or both, are certified to
meet certain standards that facilitate coexistence before they
can be deployed. For a radio using only its own observations,
lab tests are sufficient to certify that it is properly following
sharing rules. But evidence in [2] and [16] suggests that a
solo radio’s detection capabilities are not effective, and so
cooperative detection schemes are desirable to enable co-
existence. Unfortunately, certifying that a cooperative net-
work is correctly following sharing rules seems difficult and
may require digging through thousands of lines of code to
make sure an adversarial vendor is not trying to fool the test.

Even with proper certification, some run-time policing is
still necessary. Devices can misbehave both by maliciously
trying to cause harm and by inadvertently malfunctioning.
The wireless medium is such that there is no natural protec-
tion against malfunctioning nodes. Indeed, these devices can
cause a great deal of harm and must be externally stopped
in a relatively short amount of time to maintain quality of
service for all other users. So, certification and device recalls
are insufficient; policing and a properly certified kill-switch
are required to stop malfunctioning nodes at runtime [15].

Given that some runtime enforcement is likely to be
necessary, can it be used to make certification simpler? A
kill-switch is effective but extreme; it is the radio analog of
a death sentence. Therefore, it can only be applied when guilt
is undeniable (as with a malfunctioning node that is always
transmitting despite sharing rules). It also suggests that we
should be thinking of spectrum offenses like criminal instead
of civil offenses and therefore should support an analogous
gradation of punishment. If a kill-switch is already necessary,
it is not much harder to also certify a temporary time-out or
jail sentence. A jail sentence presents a level of punishment
that can be applied repeatedly, even in slightly ambiguous
cases. The vulnerability to this credible threat can be used to
deter intentional misbehavior.

In this paper, we consider a jail-based enforcement scheme
to explore the incentives involved with cheating and what
punishment is necessary to deter it. We then explore the
overhead required for a catching/punishing scheme and when
it is in the cognitive user’s best interest to opportunistically
use unoccupied primary bands. Finally, we consider what
is the minimum certification required to allow policing to
be effective. To this end, we introduce a scheme to give
radios identities that facilitate the catching and punishing of
misbehaving nodes.

II. SINGLE BAND

In developing this game-theoretic model, we make several
simplifying assumptions: we first assume that the spectrum
“holes” exist in time, so we model the primary usage in each
band as a two-state Markov chain with probabilities p and
q of turning off and on, respectively. We also assume that
the transmission characteristics of both primary and cognitive
user are slotted and synchronized, ignoring sensing time. If
the cognitive user is transmitting at the same time as the
primary, it is considered to be cheating and so has a chance
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Fig. 1. Markov model for enforcement in a single band: the primary user
follows a transmission pattern characterized by the two-state chain at the top.
In response to this usage, the cognitive user chooses between the actions in
the bottom chain. When the cognitive user is cheating (i.e. using the band
when the primary is also transmitting), it has a probability of being sent to
jail. While in jail, the cognitive user is unable to use the band until a timer
(determined by Pper) runs out.
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Fig. 2. Typical cheating behavior for a secondary user. If it is worthwhile
to cheat, it is worthwhile to always cheat. The choice of whether to cheat is
a function of the probability of being caught, the duration of jail sentences,
and the transmission characteristics of the primary. If the primary is always
transmitting, jail as a time-out is not an effective deterrent against cheating
because an honest cognitive user would not get to transmit anyway.

of being punished. These assumptions are made to simplify
the analysis while still retaining the important interactions
between the primary and cognitive users.

We model punishment as a “spectrum jail” system in which
the cognitive user loses the privilege to use the band if
it is caught cheating. The interaction between primary and
cognitive users for a single band, then, can be modeled with
the Markov chain depicted in Fig. 1. The primary usage
is characterized by the two state chain at the top, which
instigates the reactions of the cognitive usage chain at the
bottom. The primary user’s on-off status determines move-
ment horizontally through the chain. When the primary user
is active, the secondary may either be legally transmitting,
or seeing a False Alarm, with corresponding probabilities of
1—Pr 4 and Pr 4. When the primary user is transmitting, the
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Fig. 3. These lines describe how painful jail must be in order to deter
cheating. If (3 is above these line corresponding to the other enforcement
parameters, there is no incentive to cheat, regardless of the primary trans-
mission pattern.

cognitive user can choose to cheat with probability Pepeqt-
If it is in the cheating state, the cognitive user will go to jail
on the next step with probability Pe.q;.;' (the probability of
being caught). Once in jail, the secondary must wait there for
an amount of time determined by P, before it is allowed
rejoin the game.?

In this game, the cognitive user adjusts its probability
of cheating to maximize its utility, defined as the average
amount of time it is transmitting.> So, its objective is:

Ignax U = max Tlegal + Teheats (D
cheat

cheat

where U is the utility gained; mjcgq; and mepeq: are the
stationary probabilities of legally transmitting and cheating,
respectively. The primary (or its proxy the regulator) on the
other hand, wants to minimize the time the secondary is
cheating using its adjustable parameters, Peqicp, and Ppep,.
Note that the regulator must use these parameters in slightly
different ways: P.q:cp 1 constrained by the catchability of
cheating cognitive users and the deployment density of mon-
itors. As conditions change during run-time, this parameter
can be adjusted. The effectiveness of P,.,, however, relies
on cognitive users respecting the jail-time. Therefore, it must

'P.qtcn captures two distinct effects. The first is the primary user’s
imperfect catching mechanism, which will miss some cheating cognitive
users. It also captures the case when the signal between primary and
cognitive users is faded. So even though the cheater is caught, it may not
hear the “go to jail” command and thus it could continue to transmit.

2In the real world, we generally think of jail sentences as being for
a specific, deterministic duration. Here, time in jail is considered as a
probabilistic quantity with the correct mean to simplify the analysis.

3We assume that the cognitive user gets the utility of using a clean band
when cheating despite interference from the primary user’s transmission.
This is done to account for the case that is most worrisome to a primary
user: when the path from the primary transmitter to the cognitive user is
badly shadowed, but the path from cognitive user to the primary receiver is
not. So, the primary user can cause little damage to the cognitive user, but
the cognitive user can cause major damage to the primary user.

be set beforehand with a P.,;.;, in mind, and devices must
be certified to respect particular jail sentences.

Fig. 2 shows the typical behavior of the secondary user,
over different primary transmit characteristics when P,q;.p, =
1 and P,e, = 0.6. When the primary is rarely active and
switches quickly from transmitting to not transmitting (low
Prx = q/(¢+p) and high p), the secondary has no incentive
to cheat, and so P.p.qt = 0. However, if the primary user
is nearly always active or switches slowly, the cognitive user
will be more tempted to cheat. In fact, if the primary user
is always transmitting, the secondary user will always be
tempted regardless of the values of P, and Py, because
it costs the same amount to sit in jail as it does to wait for
the primary user to turn off.

Because the regulator must set the requisite P, at
certification time, the chosen parameters must work for any
p and g. So, the regulator sets them with respect to the worst
case: when the primary user is always transmitting. As noted
above, P.qtcn and P, are insufficient to deter cheating in
this case because the secondary user gains utility by simply
bouncing in and out of jail. Therefore, we introduce a factor 3
which is the cost of sitting in jail. In the real world, 8 would
correspond to an extra punishment, such as a fine or the
emotional/physical hardship of being in jail. The secondary
objective is now

max U = max Tlegal + Tcheat — ﬂﬁjaib (2)
Pcheat Pcheat

Using the extra 3 factor, the primary can set P, and
P_heqt to account for the worst case of the primary always
transmitting by considering a simple two-state Markov chain.
The secondary goes to jail with probability P.peqt Peatcr, and
leaves with probability 1 — P,,. The regulator should then
set the parameters such that

Pcheatﬂ—not_jail - ﬁﬂ—jail < 07 (3)

or the utility lost by being in jail is greater than that gained
by cheating for any value of P.jeq:. This leads to a condition

1— Pyen
5> pen
Pcatch

to dissuade cheating regardless of transmission pattern. The
boundary for this condition is shown in Fig. 3.

However, an extra punishment for sitting in jail may be
problematic. Although it is relatively easy to implement
and certify a “shut down” command, fines would require
extra overhead in terms of a government-certified billing
system. They also have other, less obvious effects such as
enabling Hatfield’s “spectrum trolls” [9]. An alternative is
to have J payable in kind so that it requires no additional
infrastructure and does not encourage destructive behavior.
Consequently, we propose considering cognitive radio as a
bandwidth expander in which each user has a dedicated home
band of value § and may expand into other bands by staking
its home band against unlawful use. This interpretation lends
itself naturally to expansion into several bands. Therefore,
we now consider the multiband case.
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Fig. 4. Depiction of the Markov chain for multiple bands. Here, each band
has an independent primary user with an independent transmission pattern.
The cognitive user may choose how to cheat on each band independently,
but if it is caught cheating in any of the bands, it is sent to a Global Jail.
While in jail, the cognitive user cannot transmit in its home band or in any
of the other bands.
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Fig. 5. Requirement on the number of home bands to deter cheating re-
gardless of primary transmission pattern when multiple bands are considered.
Each new band introduces one more possible unit of utility, and thus more
temptation. The required 3 is now B times that required for a single band.

III. MULTIPLE BANDS WITH GLOBAL JAIL
A. Perfect Justice

The multiple-band case can be modeled with the Markov
chain depicted in Fig. 4. Each band has an independent
primary with separate characteristics. The secondary can
choose whether to cheat separately in each band, but if it
is caught cheating in even one band, it goes to a Global Jail,
where it is not allowed to use either the expansion bands
or its home band. Note that the Global Jail is a necessary
consideration with multiple bands because if each band had
a separate jail the multiple-band case would devolve into
several single-band problems.

For now, assume that the regulator has no uncertainty and
so will catch the correct offending party with probability
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Fig. 6. The required 3 to deter cheating rises dramatically when Pyrong 7
0. Of particular note is the behavior when Pyrong is very close to Pegtch.-
If you will be sent to jail with the same probability anyway, you might as
well cheat and get some utility for it.

1. P.ater, 1S now the probability that the cognitive user
hears the “go to jail” command despite a faded wireless
channel. Perfect detection of cheaters also implies that the
probability of being wrongfully convicted (denoted Pyrong
in the Markov chain) is zero. To simplify the analysis, we
assume that the bands are identical: the primary transition
probabilities p and ¢, although independent, are the same for
all bands.

In this case, we can derive a bound on the necessary
number of home bands required to dissuade cheating by
considering the worst case of all the primaries always trans-
mitting. Solving for the [ required for the cost of jail to
be greater than the utility gained by cheating, we find the
condition

1_Ppen

6>B
Pcatch
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where B is the number of bands the secondary is capable of
expanding into. The boundary of this function is shown in
Fig. 5. This equation is intuitively pleasing as the temptation
to cheat should scale with the number of opportunities to
cheat. This can alternatively be thought of as a condition on
Ppen:

Ppen >1- %Pcatch (6)

because the number of home bands is presumably fixed
before the enforcement parameters are set.

Note that P, is getting closer to 1 as the number of
expansion bands grows. However, the honest cognitive user
will never be sent to jail in this model, so the rising Py,
does not hamper further expansion in any way. In reality,
there is a chance that innocent cognitive users are sent jail.
We now consider the effect of this uncertainty.



e .
Sl <Pcatch = 1 il
gF \ \Pcatch =05 ]
0 "Pcatch = 0.1 |
0.5+ .
I B=31

0.1 0.2 Pwrong 0.3 0.4 0.5

]

§_ g = Pcatch = 1 ]
ol Pcatch = 0.5 ]
0.5} ]
| / Pcatch=0.1 |
0‘ Pwrong = 0.03

1 2 8 10

4 .6
Expansion

Fig. 7. The regulator sets Pper such that for a given value of home band,
[ and a particular expansion B

| Utility of Cognitive

0.5

0 10 20 30

Expansion

Fig. 8.  As Ppen grows, so does the amount of time spent in jail for
wrongful convictions. This influences the utility an honest cognitive user
will gain from extra bands. Shown here is the cognitive user’s utility as
a function of the number of expansion bands, along with the percentage
of time the user spends in jail. The utility peaks around the time the user
spends 50% of its time in jail.
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Fig. 9. Assuming Ppen is as low as possible to satisfy the primary, the
secondary can choose how many bands to expand into to maximize its overall
utility. Notice that for expansion to be large, Pyrong must be very small.
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Fig. 10. We define overhead as the proportion of utility available that
the cognitive user cannot gain due to spending time in jail. When plotted
against the B which maximizes utility, we see that the cognitive user will
never have an overhead greater than 50%.

B. Imperfect Justice

We model regulator uncertainty with the parameter P, ong
in Fig. 4. This parameter captures two effects: if the cognitive
user misses detecting the primary and uses the band, it will
get sent to jail even though it is not intentionally cheating. In
this case, the effective Py,ong could scale to 1 as the number
of bands increases. Py,ong also captures uncertainty with the
regulator if it mis-identifies the cheating user, or collectively
punishes many cognitive users for one misbehaving node.
In either of these cases, the secondary will be sent to jail
innocently with some probability that does not scale with
the number of bands.

Here we consider just such a P4 that does not scale
with the number of expansion bands. As before, the regulator
wants to set the enforcement parameters so that there is
no incentive to cheat even if the primary users are all
transmitting all the time. Again, we analyze this as a two-
state Markov chain with the probability of going to jail
PeheatPeaten + (1 — Peheat)Puwrong and the probability of
leaving jail 1 — Ppe,. Then, the primary should set the
parameters so that

B-Pcheat’n—not_jail - 67Tjail < Oa (7)

or the utility gained by cheating is less than the utility gained
by not. This produces the condition:

1 _Ppen +Pwrong

Pcatch - Pwrong

p>B ®)

The boundary of this condition is shown in Fig. 6 for B =
3, Ppen = 0.6, and different values of P.qcx. The interesting
thing to note here is that as Py,ong approaches P.qscn, the
necessary 3 goes to infinity. No amount of extra punishment
can deter cheating if you will be sent to jail with the same
probability anyway.



As before, we should be considering this condition as
the P, required for a given number of home and desired
number of expansion bands:

Ppen>]—+Pwrong_g( (9)

Py, is again rising with B. Now, however, the cognitive
user cares how high P,.,, becomes because it will be sent to
jail with some probability despite honest use.

Consider the following: for a given number of home bands,

B3, and a particular Py¢cp,, the primary sets Ppe, in (9) as
low as possible as a function of the bandwidth expansion B
and Pyrong. The result is shown in Fig. 7. As Pyrong grows,
Ppen goes to 1.
Likewise, for a given Pyong, as the secondary chooses
to expand into more bands, the P, required to assuage
the regulator goes up. Spending more time in jail affects the
secondary user’s utility as shown in Fig. 8. The utility peaks
around the point where the cognitive user spends half its time
in jail, and then falls, becoming negative at some point.

This utility function determines the game that the cognitive
user is willing to play. If the cognitive user can choose only
between not playing or playing with a particular number of
expansion bands, the zero-crossing of the utility function is
important. The cognitive user will play if the number of
bands results in positive extra utility, and not otherwise. If
the cognitive user can choose how many bands it will expand
into, it will choose the number of bands that maximizes its
utility. So, Py,rong dictates that even a greedy secondary user
will choose to expand only so far into other bands.

To make this utility maximization more precise, consider
the secondary user operating on a two-state Markov chain
with states Jail and Not Jail and a probability of going to
jail Pjqs. The probability of leaving jail is 1 — Ppe,. The
secondary wants to solve the following optimization problem:

Pcatch - Pwrong)'

1-P Pl
pen Unorx — ﬁm%
jai pen

where P, is set to have equality in (9), and U, 7x is the
utility gained when the primary is not transmitting.

Assume that at run-time, the secondary user estimates the
average probability that the primary users are transmitting
(Prx = q/(q+ p)). It is then allowed to adjust its number
of expansion bands, and corresponding P, to maximize
its utility. However, the time spent in jail does not depend
just on the average probability of primary transmission; it
depends on how quickly the primary users transition between
transmitting and not. If the primary users switch very quickly,
the cognitive user will spend more time in jail relative to
slowly switching primary users. So, the worst case is when
the primary users bounce back and forth at every time step.
In maximizing its utility, the cognitive user should account
for the worst case. However in real situations, primary users
are more likely to stick in particular states rather than
simply bouncing back and forth. Therefore, it is sufficient to
calculate the maximum utility for the case when the primary
usage is iid at each time step (p + ¢ = 1).

max

51T 5 (10)
B Pjail‘i’lfppen

With the iid primary usage assumption, U, ,rx = B(1 —
PT)() and Pjail = Pwrong(l — (]. — PTx)B). (1 — (1 —
Prx)B) ~ 1 for most cases of interest, so we will approxi-
mate Pjqi; as Pyyrong. The optimal bandwidth expansion B/
is then

E _ Pcatch(1 - PTX) + Pwrong(PTX - 2)
ﬂ 2Pwrong(1*PTX) '

This function is plotted in Fig. 9, varying Py in the
larger plot and varying Prx in the cut-out. Note that for large
bandwidth expansions, Py,ong must be very small, and small
changes produce large variations in the maximal expansion.
Therefore, the secondary has an incentive to create the best
detector possible to keep Pyrong as low as possible.

We would also like to get a sense of the overhead incurred
by this punishment scheme. We are taking the stance of
encouraging opportunistic use to fill the “spectrum holes”
and so the overhead is the percent of available bandwidth
that the cognitive user is not able to use because of jail time.
Therefore the overhead is defined as

B+ BPrx — (U+p)
8+ BPrx

where U is the utility being maximized in (10). The maximal
expansion vs. overhead is plotted in Fig. 10. This figure gives
a guide for the expansion possible for a given amount of
allowed overhead and a particular P,,;.,,4. Notice that the
amount of overhead never exceeds 0.5 for desirable amounts
of expansion.

(11

Overhead = , (12)

IV. IDENTIFYING SPECTRUM VIOLATORS

So far, the only certification requirement we have imposed
is that radios obey a wireless “go directly to jail” command
and stay there for an expected duration of — }me . This time
depends on the number of bands B that the frequency-agile
radio can expand into as well as a lower bound on P,u.p,
and an upper bound on P,,,,4. To reduce the overhead that
they must pay, rational radio designers want to make their
radios catchable and demonstrate as much to the regulators
at device certification time.

However, the plots in Figure 9 and the expression in
(11) reveal that it is Pyrong that has the most significant
effect because it occurs in the denominator. This is the
cognitive radio analog of the popular sentiment “better a
hundred guilty men go free than a single innocent man go to
jail” that motivates our “innocent until proven guilty beyond
reasonable doubt” criminal justice system. To reduce the
Pyrong, 1t is important to both reduce the radio system’s
fear of inadvertently causing harmful interference [2] as well
as to make sure that the radio system has its own identity
distinct from those of other systems. This is so that it does not
incur wrongful convictions due to being caught in a dragnet
along with other devices that are causing interference or due
to mistaken identity.

One aspect of a distinct identity is for the radio to have
a way to reliably receive an individualized message telling




it to go to jail. For this aspect, it is clear that traditional
communications thinking applies: the outage-capacity (for a
suitably low probability of outage to keep P41, large) of the
regulatory control channel, together with the responsiveness
delay, will determine the number of distinct identities that
can be supported.

The other aspect of identity is that which enables a primary
user to point its finger at the relevant culprit or culprits.
There are many potential approaches to ‘identity.’” In the most
straight-forward approach, identity is explicitly transmitted
by the physical layer as a separate wireless signal in a
mandated format. If a primary user experiences harmful
interference, then it merely has to decode this signal to learn
the identities of all the potential interferers so that they can be
penalized. Such an “identification beacon” would necessarily
impose an overhead on the secondary users and one could
analyze the possible tradeoffs. However, while this approach
is conceptually simple, it has four major shortcomings:

1) It forces us to mandate a standard PHY-layer format
for transmission of this identity information. This adds
additional complexity* to systems that want to use
a different format/modulation for their own signals.
Moreover, this format would have to be tamper-proof
and thus might impose costly re-certification require-
ments for changes that could otherwise be handled as
simple software updates.

2) It imposes a decoder PHY burden on the primary user
to implement a way to decode this identity information
so that it can penalize secondary systems that are
cheating in the vicinity. This is in addition to the
primary’s own PHY layer for decoding its own data.
Sadly, if the regulation is successful and the threat of
punishment is enough to prevent cheating, then this
particular part of a primary system will be unexercised
and hence is likely to suffer “bit-rot” as the primary
systems evolve.

3) It does not allow the primary user to distinguish
between harmful interference and unfortunate fading or
bad luck. A primary user might simply be out of range
of its transmitter or it might be drowning in harmful
interference. There is no way to tell them apart if the
secondary identity information was carried just by a
separate beacon.

4) A broadcast identity does not distinguish between the
guilty and the innocent bystanders. Thus it greatly
reduces the incentive to deploy innovative approaches
to reduce interference. For example, a cognitive-radio
network might be able to use beamforming to null out
its transmissions at the primary receiver. However, if
any other cognitive radio causes harmful interference,
the careful radios will also be punished since they were
also in the neighborhood at the time of the incident.

A second approach to identity is developed in [17]-[19]

4Since the transmit and receive front ends are generally distinct in radio
systems, the fact that we already have to support the decoding of a standard,
regulatory control channel PHY-layer on the receive side does not mitigate
this extra burden.

Network ID

User ID

x  Device ID

TX Identity: Band 1
Cannot transmit T T T 1

TX Identity: Band 2

TX Identity: Band 3

Fig. 11. Taboo-based identities, demonstrated here as the composition of
three levels: network, user, and device. The taboo times are different in
different bands to enable intelligent frequency hopping to maintain steady
low-latency links.

where idiosyncrasies of the radio front-ends are used to
identify individual devices. This avoids the need for an
explicit beacon, but also requires good interference signal
strength because these idiosyncrasies were never designed
to differentiate different radios in signal space. In addition,
while this “accidental identity” approach deals with the first
objection above, the other three remain.

Furthermore, such accidental identities provide no way of
having multiple coordinates associated with a single trans-
mission. For example, a transmission might originate from
a particular device that is a part of a particular network and
being used by a particular human user. An explicit beacon
could just concatenate bit-fields to transmit all three identities
but there is no way to do this with accidental identities. For
example, contrast “tall female, short blond hair, slim build,
wearing a purple bodysuit” as a description of a humanoid
suspect with a more engineered identity like “Seven of Nine,
Tertiary Adjunct to Unimatrix Zero-One.”

Figure 11 shows another approach that is the wireless
analog of “Geographic Profiling” of criminals. It has been
observed that serial killers tend to maintain a taboo buffer
zone around their homes wherein they do not kill anyone
[20]. The wireless equivalent of this taboo-based identity is
to design an identity-specific code that specifies which time-
slots are taboo for this “temporal profile” identity. This taboo
can easily be certified in the hardware and different identities
can be stacked by giving each code a veto over using slots
that are taboo to it. With this approach, the identity of a
device is implicitly announced by the pattern of interference
itself! This avoids all the problems above: no separate PHY is
needed, there is no additional decoder burden on the primary
since all it needs to record is the pattern of interference, and
only the secondary users that are actually causing interference
will show up.

The cost of this taboo-code approach is that certain slots
are not available for use. A preliminary analysis of the
required slot overhead is given in [21], [22].

V. CONCLUSIONS

Once radios are “cognitive” and have a degree of auton-
omy, it is unrealistic to rely purely on a priori certification
to guarantee safe behavior. Instead, it makes sense to certify
that the radios are appropriately vulnerable to a degree of
enforcement that can take place at runtime. The vulnerability
should be such that rational radios have no incentive to



cheat and can thus be trusted. In this paper, we explore the
imposition of a two-part obligation:

« Radios should obey a “go directly to jail command” in
which they are blocked from any wireless transmissions
for a certain sentence that depends on the current
capability of the radio for bandwidth expansion as well
as the value of the home band they are able to stake.

« Radios should have their transmissions obey a “tempo-
ral profile” in which each radio has an individualized
sequence of band-specific time-slots that are taboo to it.

These two obligations seem to be easy to certify and suffice
to guarantee that no rational radio will intentionally cheat.
This paper is the first in a trilogy of conference papers to
introduce these concepts. This one focuses on the threatened
punishment required to deter cheating as well as the perfor-
mance required from the identity system. The identity system
itself is discussed in some detail in [21] with a focus on an
idealized deterministic model of interference. The model for
interference is made probabilistic in [22]. Even so, these three
papers represent just the beginning of a research effort. Much
more needs to be done before this idea is implementable in
practice. For example, practical tractable code families are
required as well as concrete approaches to certification tests.
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