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Abstract

Let \( A \) be a Las Vegas algorithm, i.e., \( A \) is a randomized algorithm that always produces the correct answer when it stops but whose running time is a random variable. We consider the problem of minimizing the expected time required to obtain an answer from \( A \) using strategies which simulate \( A \) as follows: run \( A \) for a fixed amount of time \( t_1 \), then run \( A \) independently for a fixed amount of time \( t_2 \), etc. The simulation stops if \( A \) completes its execution during any of the runs. Let \( \mathcal{S} = (t_1, t_2, \ldots) \) be a strategy, and let \( \ell_A = \inf \mathcal{T}(A, \mathcal{S}) \), where \( \mathcal{T}(A, \mathcal{S}) \) is the expected value of the running time of the simulation of \( A \) under strategy \( \mathcal{S} \).

We describe a simple universal strategy \( \mathcal{S}^{\text{univ}} \), with the property that, for any algorithm \( A \), \( \mathcal{T}(A, \mathcal{S}^{\text{univ}}) = O(\ell_A \log(\ell_A)) \). Furthermore, we show that this is the best performance that can be achieved, up to a constant factor, by any universal strategy.
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1 Introduction

Let $A(x)$ be a randomized algorithm of the *Las Vegas* type, by which we mean that, on any input $x$, the output of $A$ is always correct but its running time, $T_A(x)$, is a random variable. Our task is to minimize, for each input $x$, the expected time required to get an answer from $A$. In doing so we are viewing $A(x)$ as a black box, so the only experiments we are allowed to perform are of the following kind: run $A(x)$ for some number $t_1$ of steps; if $A(x)$ halts during this time then we are done, otherwise restart $A(x)$ from the beginning (using an independent sequence of random bits) and run it for $t_2$ steps, and so on. Any such experiment can be described by a strategy $S = (t_1, t_2, t_3, \ldots)$, which is just an infinite sequence of values from the set $\mathbb{Z}^+ \cup \{\infty\}$. We will also consider rather more general strategies, in which the running times $t_i$ are themselves random variables and runs may be suspended and then restarted at a later time.

If full knowledge is available about the distribution of $T_A(x)$, then it is possible to design a strategy that is *optimal*, in the sense that it achieves the minimum expected running time amongst all strategies for $A(x)$. We describe such a strategy in Section 2, and prove its optimality; it has the form $(t^*, t^*, t^*, \ldots)$ for a carefully chosen value $t^*$ that depends on the entire distribution of $T_A(x)$. The expected running time of this optimal strategy, which we denote $\ell_A(x)$, is a natural and easily characterized quantity associated with the distribution of $T_A(x)$.

While the existence of an optimal strategy is an interesting theoretical observation, it is of little value in practice because it requires for its implementation detailed information about the distribution of $T_A(x)$. In practical applications, very little, if any, a priori information is available about this distribution, and its shape may vary wildly with $x$. Furthermore, since we only want the answer once for any $x$, there is no point in running experiments to gather information about the distribution: the only information that could be gathered from such a run is that $A(x)$ stops, in which case we also obtain the answer. Thus, the problem we address is that of designing an efficient *universal* strategy, i.e., one that is to be used for all distributions on running times.

In Section 3 we describe a simple universal strategy. As is natural, we measure the performance of this strategy in terms of $\ell_A(x)$, the expected running time of the optimal strategy described above. We show that the expected running time of the universal strategy is $O(\ell_A(x) \log(\ell_A(x)))$, which is only a logarithmic factor slower than the optimal strategy that assumes
full information about the distribution. For a wide variety of distributions, this represents a dramatic speedup over the naïve strategy of running the algorithm till termination. We go on to show that this bound is optimal, i.e., for any universal strategy there is a distribution for which the expected running time of the strategy is slower by a logarithmic factor than that of the optimal strategy.

Our interest in these questions was stimulated by the practical application to theorem proving described in [2]. In this case, the Las Vegas algorithm \( A(x) \) consists of random search of a (highly unbalanced) tree to find a proof of a conjectured theorem \( x \). [2] describes some real-life examples of such searches, in which the distribution of the running time of \( A(x) \) is wildly erratic. In many of these examples, it turns out that the work expended in finding the proof can be substantially reduced by using the strategy of running many random tree searches in parallel. (Here the work is measured as the total number of steps performed by all the parallel searches.) Using the strategy we develop in this paper, close to optimal speedup can be achieved for any search tree without any a priori knowledge of the shape of the tree. Of course, our results apply equally to any Las Vegas algorithm.

This paper is similar in spirit to recent work of Alt et al [1], who consider simulation strategies for Las Vegas algorithms with the goal of minimizing the tail probability of the simulation, i.e., the probability that the simulation runs for more than \( t \) steps. Although tail probabilities are not the main focus of this paper, it turns out that our universal strategy achieves tail probabilities that are in many cases stronger than those obtained in [1], and in no case qualitatively weaker. In both papers, the tail probability is essentially of the form \( \exp(-t/\alpha) \), but in [1] \( \alpha \) is given in terms of the expectation \( \mathbb{E}[T_A(x)] \), whereas in our paper it is given in terms of the quantity \( \ell_A(x) \), which is never larger than \( \mathbb{E}[T_A(x)] \). (For the precise bounds, see Theorem 6 in Section 3.) In many cases our bound is considerably sharper, since for many distributions \( \ell_A(x) \ll \mathbb{E}[T_A(x)] \), and it is even possible for \( \mathbb{E}[T_A(x)] \) to be infinite while \( \ell_A(x) \) is very small. The worst situation from our point of view is when \( \ell_A(x) \approx \mathbb{E}[T_A(x)] \), in which case the bounds in the two papers are similar. Thus, our universal strategy achieves both optimal expected running time and small tail probabilities.

All logarithms in this paper are base 2.
2 An optimal strategy when the distribution is known

In the remainder of this paper, we identify a Las Vegas algorithm \( A \), together with an input \( x \), with the probability distribution \( p \) on its running time \( T_A(x) \). Thus \( p \) is a probability distribution over \( \mathbb{Z}^+ \cup \{\infty\} \), and \( p(t) \) denotes the probability that \( A(x) \) stops after exactly \( t \) steps. We will always assume that \( p \) is non-trivial in the sense that \( p(\infty) < 1 \), so that there exists a finite earliest time, \( t = t_{\min} \) say, for which \( p(t) > 0 \). Our main focus of attention is the expected running time of \( S \) when applied to an algorithm \( A(x) \) described by distribution \( p \), which we denote \( T(S,p) \). In this section we will be considering a fixed distribution \( p \), so we abbreviate \( T(S,p) \) to \( T(S) \).

The first question we ask is the following. Suppose that we have full knowledge of the distribution \( p \); is there some strategy \( S \) that is optimal for \( p \), in the sense that \( T(S) = \inf_S T(S) \)? The answer turns out to be “yes,” and moreover the optimal strategy is rather easy to describe: it is the repeating sequence \((t^*, t^*, t^*, \ldots)\) for a carefully chosen value \( t^* \).

In fact, strategies of the special form \((t, t, t, \ldots)\) will play a central role in our analysis, so we begin by analyzing them. Our first observation is that the expected running time of the strategy \( S_t = (t, t, t, \ldots) \) is given by the quantity

\[
\ell(t) = \frac{1}{q(t)} \left( t - \sum_{t' < t} q(t') \right),
\]

where \( q(t) = \sum_{t' \leq t} p(t') \) is the cumulative distribution function of \( p \).

**Lemma 1** For all finite \( t \geq t_{\min} \), \( T(S_t) = \ell(t) \).

**Proof:** Let \( S = (t_1, t_2, t_3, \ldots) \) be any strategy, and write \( S' \) for the same strategy with \( t_1 \) omitted, i.e., \( S' = (t_2, t_3, \ldots) \). If \( t_1 \) is finite, we may write \( T(S) \) as follows:

\[
T(S) = \sum_{t \leq t_1} t p(t) + (1 - q(t_1))(t_1 + T(S'))
\]

\[= q(t_1)\ell(t_1) + (1 - q(t_1))T(S'), \tag{2}\]

where we have used the relationship

\[
\sum_{t' \leq t} t' p(t') = t q(t) - \sum_{t' < t} q(t') = q(t)\ell(t) - t (1 - q(t)). \tag{3}\]
Now in the case \( S = S_t \), we have \( t_1 = t \) and \( S' = S \), so we can solve (2) for \( T(S) \) to give \( T(S_t) = \ell(t) \), as claimed. \( \square \)

In order to specify our optimal strategy, we define

\[
\ell \equiv \ell_p = \inf_{t < \infty} \ell(t).
\]

It is easy to see that \( \ell \) is finite for any non-trivial distribution \( p \). Let \( t^* \) be any finite value of \( t \) for which \( \ell(t) = \ell \), if such a value exists, and \( t^* = \infty \) otherwise. We shall see shortly that the strategy \( S_{t^*} = (t^*, t^*, t^*, \ldots) \) is optimal for \( p \). First, we analyze its expected running time.

**Lemma 2** The strategy \( S_{t^*} = (t^*, t^*, t^*, \ldots) \) satisfies \( T(S_{t^*}) = \ell \).

**Proof:** If \( t^* \) is finite then the statement is immediate by the definition of \( t^* \), \( \ell \) and Lemma 1. We turn now to the case where \( t^* = \infty \). Here the strategy \( S_{t^*} = S_\infty \) is simply the naïve one of running \( A(x) \) until it halts, so \( T(S_{t^*}) = E[p] \), the expectation of \( p \). Using (3), we may write \( E[p] \) as

\[
E[p] = q(t)\ell(t) + \epsilon(t)
\]

for any \( t \geq t_{\text{min}} \), where \( \epsilon(t) = \sum_{t \geq t'} (t' - t)p(t') \). Note first that in this case \( E[p] \) must be finite. For if not, take \( t_0 \) sufficiently large that \( q(t_0)\ell(t_0) \geq \ell(t_{\text{min}}) \). Then we have \( \ell(t) \geq q(t)\ell(t) \geq q(t_0)\ell(t_0) \geq \ell(t_{\text{min}}) \) for all \( t \geq t_0 \), so \( \ell(t) \) must attain its minimum value for some \( t \leq t_0 \), contradicting the fact that \( t^* = \infty \). Now, since \( E[p] \) is finite, we have \( \lim_{t \to \infty} q(t) = 1 \) and \( \lim_{t \to \infty} \epsilon(t) = 0 \), and thus from (5) it follows that \( E[p] = \lim_{t \to \infty} \ell(t) \). But since \( t^* = \infty \), we must have \( E[p] = \lim_{t \to \infty} \ell(t) = \inf_{t < \infty} \ell(t) = \ell \). \( \square \)

We are now in a position to prove that the strategy \( S_{t^*} \) is optimal.

**Theorem 3** For any distribution \( p \), the strategy \( S_{t^*} = (t^*, t^*, t^*, \ldots) \) is an optimal strategy for \( p \), and \( T(S_{t^*}) = \ell_p \).

**Proof:** We have already seen in Lemma 2 that \( T(S_{t^*}) = \ell_p \). It suffices to show that no other strategy can beat this bound.

Let \( S = (t_1, t_2, t_3, \ldots) \) be any strategy. We may assume without loss of generality that \( t_i \geq t_{\text{min}} \) for all \( i \), since smaller values are plainly redundant and can be removed from \( S \) without increasing \( T(S) \). We shall show that \( T(S) \geq \ell = \ell_p \) by expressing \( T(S) \) as a convex combination of the
values \( \ell(t_i) \). ¹ In doing so, it will be convenient to extend the definition (1) of \( \ell(t) \) by setting \( \ell(\infty) = E[p] \), the expectation of \( p \). Note that \( E[p] \) is precisely the expected running time of the strategy \( S_\infty = (\infty) \), so we have effectively extended Lemma 1 to all values of \( t \). Moreover, (3) also holds for \( t = \infty \) provided we interpret \( 0 \times \infty \) as 0.

Now let \( X \) be the random variable whose value is the running time of \( S \) when applied to \( p \), and for each \( i \) write \( T_i = \sum_{j=1}^{i} t_j \). Thus \( T(S) \) is just the expectation \( E[X] \), which we may write in the following way:

\[
T(S) = E[X] = \sum_{i=1}^{\infty} \{t_i \Pr[X > T_i] + \sum_{t=1}^{t_i} t \Pr[X = T_{i-1} + t]\}. \tag{6}
\]

Now using (3) the inner summation may be expanded as follows:

\[
\sum_{t=1}^{t_i} t \Pr[X = T_{i-1} + t] = \Pr[X > T_{i-1}] \sum_{t=1}^{t_i} t p(t)
= \Pr[X > T_{i-1}] \{q(t_i)\ell(t_i) - t_i(1 - q(t_i))\}
= \Pr[X > T_{i-1}] q(t_i)\ell(t_i) - \Pr[X > T_i] t_i.
\]

(Note that this holds even if \( t_i = \infty \) provided we interpret \( 0 \times \infty \) as 0.) Thus (6) simplifies to

\[
T(S) = \sum_{i} \Pr[X > T_{i-1}] q(t_i)\ell(t_i) = \sum_{i} g_i\ell(t_i), \tag{7}
\]

where \( g_i = \Pr[T_{i-1} < X \leq T_i] \). Since the \( g_i \) form a probability distribution, (7) is a convex combination of the \( \ell(t_i) \). Hence we must have \( T(S) \geq \inf_i \ell(t_i) \geq \ell \) and the proof is complete. \( \square \)

Remarks: (a) Note from (5) that \( \ell_p \leq E[p] \) for all distributions \( p \).

(b) As an example where \( t^* \) is infinite, consider the distribution \( p \) with \( p(1) = 0 \) and \( p(t) = 2^{1-t} \) for \( t > 1 \). Routine calculations show that \( \ell(1) = \infty \) and \( \ell(t) = \frac{3}{2^{t-1} - 1} \) for \( t > 1 \), which is a strictly decreasing sequence with limit 3. Theorem 3 confirms the intuition that, because of the overhead involved in the first step, it is always better to continue the first run of \( A(x) \) than to stop and return to the beginning.

(c) Theorem 3 indicates that, if we know the value \( t^* \) for a given distribution \( p \), we can design an optimal strategy for \( p \). It is perhaps worth noting

¹Recall that a convex combination of a set of values \( \{v_1, v_2, \ldots\} \) is an expression of the form \( \sum_{i=1}^{\infty} \beta_i \cdot v_i \), where \( \beta_i \geq 0 \) for all \( i \) and \( \sum_{i=1}^{\infty} \beta_i = 1 \).
that it is also enough to know the value \( q(t^*) \) of the cumulative distribution at \( t^* \) in order to design a strategy whose expected running time is within a constant factor of the optimal value \( \ell \). The strategy is simply the following: for each \( i \geq 1 \) in sequence, execute \([1/q(t^*)]\) runs of length \( 2^i \). The justification is straightforward and left to the reader. ❏

It might be argued that the class of strategies we have considered is somewhat restricted, and that substantially better performance could perhaps be obtained if we widened the class. Two natural extensions are probabilistic strategies, in which the length \( t_i \) of each run is itself a random variable, and mixed strategies, in which runs may be suspended and then restarted at a later time. In this latter case, a strategy is an infinite sequence of pairs of the form \( \{m_i, t_i\} \), where \( m_i \) is the label of a run and \( t_i \) a time as before; such a pair indicates that, at stage \( i \), the run \( m_i \) is to be continued for \( t_i \) steps starting from the configuration in which it was previously suspended (if any), and then suspended again. To avoid confusion, we shall use the term pure strategy to refer to a strategy of the simple kind considered up to now, i.e., deterministic and with no restarts. Is the pure strategy of Theorem 3 still optimal in this more general framework? It turns out that it is, as we now prove.

**Theorem 4** The strategy \( S^* \) of Theorem 3 remains optimal even when probabilistic mixed strategies are permitted.

**Proof:** The reader should have little trouble convincing herself that the proof of Theorem 3 goes through essentially unchanged for probabilistic strategies; given the fact that the expected running time of any deterministic strategy is a convex combination of the values \( \ell(t_i) \), it is straightforward to verify that the expected running time of any probabilistic strategy is also a convex combination of the values \( \ell(t_i) \). The same applies to the more general proof we give below for mixed strategies.

Let \( S = \{\{m_i, t_i\}\} \) be a mixed strategy. We start from expression (6) for the expectation \( T(S) = E[X] \) in the proof of Theorem 3. The expansion of the inner summation is now a little more complicated because of the possibility that \( \{m_i, t_i\} \) is a continuation of a previously suspended run. We introduce some more notation to handle this. For each \( i \), let \( T_i \) be the total time allocated to run \( m_i \) up to and including the current stage \( \{m_i, t_i\} \), and let \( Q_i \) be the probability that no other run (distinct from \( m_i \)) has stopped before the current stage. As in the proof of Theorem 3, we may assume that \( T_i \geq t_i \geq t_{\text{min}} \) for all \( i \). Suppose first that \( \{m_i, t_i\} \) is the
continuation of a run whose previous stage was \( \{m_i, t_i\} \). Then the inner summation in (6) becomes

\[
\sum_{i=1}^{t_i} t \Pr[X = T_{i-1} + t] = Q_i \sum_{i=1}^{t_i} p(t_i + t) = \sum_{i=1}^{t_i} p(t_i) = Q_i \left\{ q(t_i) - \sum_{i=1}^{t_i} q(t_i) \right\} = Q_i \left\{ q(t_i)(\ell(t_i) - (1 - q(t_i))t_i) - q(t_i')(\ell(t_i')) \right\},
\]

where we have used (3) freely. Since \( \Pr[X > T_i] = Q_i(1 - q(t_i)) \), the overall contribution of the \( i \)th summand to (6) is

\[
Q_i q(t_i)(\ell(t_i) - q(t_i')(\ell(t_i'))).
\]

(8)

Suppose on the other hand that \( \{m_i, t_i\} \) is the first stage of run \( m_i \). Then the contribution is exactly as in the proof of Theorem 3, namely (from (7))

\[
\Pr[X > T_{i-1}] q(t_i)(\ell(t_i)) = Q_i q(t_i)(\ell(t_i)).
\]

(9)

Putting all this together, we may write (6) as

\[
T(S) = \sum_i g_i \ell(t_i),
\]

(10)

where

\[
g_i = \begin{cases} 
(Q_i - Q_{i'}) q(t_i) & \text{if } \{m_i, t_i\} \text{ is continued by } \{m_{i'}, t_{i'}\}; \\
Q_i q(t_i) & \text{if } \{m_i, t_i\} \text{ is not continued.}
\end{cases}
\]

From this it is clear that all coefficients \( g_i \) in the sum (10) are positive. Moreover, for each \( i \) the sum of the two coefficients in (8), or the single coefficient in (9), is easily seen to be \( \sum_i \Pr[T_{i-1} < X \leq T_i] \), from which it is clear that \( \sum_i g_i = 1 \). Hence we have a convex combination of values \( \ell(t_i) \), so just as in the proof of Theorem 3 we conclude that \( T(S) \geq \ell \). Thus the mixed strategy cannot beat our previous bound. \( \square \)

3 Unknown distributions

The optimal strategy described in the previous section clearly requires detailed knowledge of the distribution \( p \) for its implementation. As we have already explained, however, in the applications we have in mind there will
be no information available about \( p \). We are therefore led to ask what is the best performance we can achieve in the absence of any a priori knowledge of \( p \).

It will be helpful to introduce one further function associated with a distribution \( p \). For finite values of \( t \geq t_{\text{min}} \), define

\[
L(t) = \frac{t}{q(t)},
\]

where \( q \) is the cumulative distribution function of \( p \) as before, and by analogy with (4) define

\[
\ell_p = \inf_{t < \infty} L(t).
\]  

(11)

Note that \( \ell_p \leq L_p \leq 4\ell_p \); the first inequality is obvious, and the second may readily be checked. Furthermore, as can easily be verified, there is always some finite value \( t = t_0 \) such that \( L(t_0) = L_p \). (Recall that this is not the case for \( \ell_p \).)

Our next theorem says that, with no knowledge whatsoever about the distribution \( p \), we can always come surprisingly close to the optimum value for the case of full knowledge given in Theorem 3. Moreover, this performance is achieved by a pure strategy of a very simple form that is easy to implement in practice.

Consider the strategy \( S^{\text{univ}} \) indicated by

\[
S^{\text{univ}} = (1, 1, 2, 1, 1, 2, 4, 1, 1, 2, 1, 2, 4, 8, 1, \ldots).
\]

One way to describe this strategy is to say that all run lengths are powers of two, and that each time a pair of runs of a given length has been completed, a run of twice that length is immediately executed. For a more formal definition we may write \( S^{\text{univ}} = (t_1, t_2, t_3, \ldots) \), where

\[
t_i = \begin{cases} 
2^{k-1}, & \text{if } i = 2^k - 1; \\
2^k - 2^{k-1} + 1, & \text{if } 2^k - 1 \leq i < 2^k - 1.
\end{cases}
\]

**Theorem 5** For all distributions \( p \),

\[
T(S^{\text{univ}}, p) \leq 192 \ell_p (\log(\ell_p) + 5).
\]

**Proof:** The intuition for the bound is as follows. Let \( t_0 \) be a value that achieves the minimum value \( L_p \) in (11). Once the strategy has performed about \( 1/q(t_0) \) runs of length about \( t_0 \), it will have stopped with fairly high
probability. At this point, the total time spent on runs of this length will be about \( t_0/q(t_0) = L_p \). But the strategy is “balanced”, in the sense that the total time spent on runs of each length is roughly equal. Since the number of different run lengths used up to this time is about \( \log(L_p) \), the total running time is about \( O(L_p \log(L_p)) = O(\ell_p \log(\ell_p)) \).

To make this intuition precise, note that \( S^{univ} \) has the property that, for any \( j \), if the total time spent on runs of length \( 2^j \) up to the end of some run in the sequence is \( W \), then at most \((\log(W) + 1)\) different run lengths have so far been used, and the total time spent on each one cannot exceed \( 2W \). Thus the total time spent on runs of all lengths up to this point is at most \( 2W(\log(W) + 1) \).

With \( t_0 \) defined as above, set \( i_0 = \lceil \log(t_0) \rceil \) and \( m_0 = \lceil \log(1/q(t_0)) \rceil \). Consider the instant when \( 2^{m_0} \) runs of length \( 2^{i_0} \) have been executed. The probability that \( A \) has failed to halt on all of these runs is at most

\[
(1 - q(2^{i_0}))^{2^{m_0}} \leq (1 - q(t_0))^{1/q(t_0)} \leq e^{-1}.
\]

At this point, the total time spent on runs of length \( 2^{i_0} \) is

\[
W = 2^{m_0+i_0} \leq 4L_p \leq 16\ell_p,
\]

and by the observation above the total time spent up to this point is at most \( 2W(\log(W) + 1) \). More generally, after \( k \) \( 2^{m_0} \) runs of length \( 2^{i_0} \) have been completed, the probability that \( A \) has failed to halt is at most \( e^{-k} \), and the total time spent up to this point is at most \( 2kW(\log(kW) + 1) \). Therefore,

\[
T(S^{univ}, p) \leq \sum_{k \geq 1} 2kW(\log(kW) + 1)e^{-k+1}.
\]

Since \( \log(kW) + 1 \leq k(\log(W) + 1) \) for all values of \( k \geq 1 \), we have

\[
T(S^{univ}, p) \leq 2W(\log(W) + 1) \sum_{k \geq 1} k^2e^{-k+1}.
\]

The theorem now follows from (12) and the fact that

\[
\sum_{k \geq 1} k^2e^{-k+1} = \frac{\theta^2(e + 1)}{(e - 1)^3} \leq 6.
\]
Remarks: (a) For clarity of presentation, little attempt has been made to minimize the constant 192 in the above theorem, and thus the true behavior of $S_{\text{univ}}$ is obviously much better than stated.

(b) Note that the above theorem makes no assumptions about $p$, other than that $\ell_p$ be finite. In particular, the expectation $E[p]$ need not even be finite.

(c) In the strategy $S_{\text{univ}}$, we chose to increase the run lengths at each stage by a factor of 2. Of course, any other constant factor would do just as well, provided the number of runs is adjusted to preserve the property that the total running time for runs of each length is balanced. 

From the above proof, we also immediately obtain the following exponential tail bound on the running time of $S_{\text{univ}}$.

**Theorem 6** The probability that $S_{\text{univ}}$ runs for more than $t$ steps is at most

$$\exp\{-t/64\ell_p \log(t)\}. \quad \Box$$

Remark: In a recent paper [1], Alt et al study strategies for minimizing the tail probability in simulations of Las Vegas algorithms. In Theorem 4 of their paper, they present a strategy that achieves a tail bound of the form

$$\exp\{-ct/(E[p] \log^2(E[p])) + \log(t/c)\}$$

for some constant $c > 0$. As discussed in the introduction, our tail bound (13) is in many cases considerably sharper than (14) because it is expressed in terms of the quantity $\ell_p$ whereas (14) is given in terms of the expectation $E[p]$, which may be much larger. Indeed, $E[p]$ may even be infinite while $\ell_p$ is very small. The worst case from our point of view is when $\ell_p \approx E[p]$; even in this case our bound is rather better than (14) as long as $t \leq E[p]^{O(\log(E[p]))}$, but it becomes rather worse for larger values of $t$. 

Finally, we show that Theorem 5 is actually the best we can hope to achieve, to within a constant factor, for unknown distributions.

**Theorem 7** For any strategy $S$,

$$\sup_{p: \ell_p = \ell} T(S, p) \geq \frac{1}{8} \ell \log(\ell).$$
Proof: For an arbitrary fixed value of $\ell$, we construct a finite family of distributions $p$ with $\ell_p = \ell$ such that any strategy $S$ must satisfy $T(S, p) \geq \frac{1}{8}\ell \log(\ell)$ for some $p$ in the family. Informally, these distributions will have the maximum possible weight (consistent with the constraint $\ell_p = \ell$) concentrated at the points $1, 2, 4, \ldots$

Let $k = \lceil \log(\ell) \rceil$. There will be $k+1$ distributions in the family, the $i$th of which, $p^{(i)}$, is of the form

$$p_i(t) = \begin{cases} 
\frac{2^i}{\ell} & \text{for } t = 2^i; \\
1 - \frac{2^i}{\ell} & \text{for } t = \infty; \\
0 & \text{otherwise},
\end{cases}$$

for $0 \leq i \leq k$. Note that $\ell_{p^{(i)}} = \ell$ for all $i$.

Now we claim that at least $\frac{1}{\ell}(\ell/2^i)$ runs of length at least $2^i$ are required to ensure that the strategy stops on $p^{(i)}$ with probability at least $\frac{1}{2}$. To see this, note that the probability that the strategy fails to stop after $t < \frac{1}{\ell}(\ell/2^i)$ runs of this length is $(1 - \frac{2^i}{\ell})^t > \frac{1}{2}$. If a particular strategy fails to stop with probability at least $\frac{1}{2}$ after $t$ steps, then then expected running time of that strategy is at least $t/2$. Therefore we must have, for any strategy $S$,

$$\max_i \{T(S, p^{(i)})\} \geq \tau/2,$$

where $\tau$ is the minimum time required to perform $\frac{1}{\ell}(\ell/2^i)$ runs of length at least $2^i$ for $0 \leq i \leq k$. But it is easy to see that $\tau \geq \frac{1}{4}\ell \log(\ell)$, which completes the proof. \qed

It is not hard to modify the above proof to obtain a similar theorem (with a slightly smaller constant) when probabilistic mixed strategies are allowed.
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