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Abstract
Guiding a student through a sequence of lessons and helping them retain knowledge is one of the central challenges in education. Online learning platforms like Khan Academy and Duolingo tackle this problem in part by using interaction data to estimate student proficiency and recommend content. While the literature proposes a variety of algorithms for modeling student learning, there is relatively little work on principled methods for sequentially choosing items for the student to review in order to maximize learning. We study this decision problem as an instance of reinforcement learning, and draw on recent advances in training deep neural networks to learn flexible and scalable teaching policies that select the next item to review. Our primary contribution is an analysis of a model-free review scheduling algorithm for spaced repetition systems that does not explicitly model the student, and instead learns a policy that directly operates on raw observations of the study history. As a preliminary study, we train and evaluate this method using a student simulator based on cognitive models of human memory. Results show that model-free scheduling is competitive against widely-used heuristics like SuperMemo and the Leitner system on various learning objectives and student models.

1 Introduction
The ability to learn and retain a large number of new pieces of information is an essential component of human education. Scientific theories of human memory, dating back to 1885 and the pioneering work of Ebbinghaus [10], identify two critical variables that determine the probability of recalling an item: reinforcement, or repeated exposure to the item; and delay, or time since the item was last reviewed. More recent work characterizes the functional form of recall by combining psychological theories with modern machine learning techniques. These memory models can be used to understand the effects of study history – the sequence of pass-fail outcomes and intervals between reviews for a student-item pair – on learning. For example, many of them formalize the spacing effect [8]: the phenomenon in which periodic, spaced review of content improves long-term retention.

In recent years, a growing body of work has attempted to leverage our scientific understanding of human memory to engineer the process of human learning using educational technology. Flashcards are one such technology that use the idea of spaced repetition to overcome human forgetting. Though they have been around for a while in the physical form, a new generation of electronic flashcard software including SuperMemo [37] and Anki [12] enables a much greater degree of control and monitoring of the review process. These applications are growing in popularity [2], but formal mathematical models for reasoning about and optimizing these systems are lacking.

The core function of spaced repetition software is review scheduling: deciding which content to present to the student at any given time. This problem is challenging because schedules must balance competing priorities of introducing new items and reviewing old items in order to maximize learning. Most systems use heuristics to make this trade-off, and there are only a few theoretical frameworks
that present a principled understanding of the tension between novelty and reinforcement. Furthermore, existing systems are tailored to specific learning objectives and student models, which limits their flexibility. Modeling student learning is difficult – potentially harder than learning a good scheduling policy.

The motivation for this work is that faithfully modeling the student and accurately predicting outcomes is merely a surrogate for helping the student achieve their learning objective, so training a policy that directly optimizes for the learning objective without going through the indirectness of first learning a student model that optimizes for predictive accuracy may yield more effective policies that require less data to train. We hypothesize that model-free reinforcement learning can learn effective content-selection strategies without explicitly modeling the student, and perform at least as well as complex heuristic policies.

Deep reinforcement learning (DRL) has recently achieved remarkable success in training agents to play video games, defeat human world champions at Go, and control robots [3]. We observe that spaced repetition can be formulated as a task in which the agent receives observations of the student answering questions, takes actions that influence what the student learns and reviews, and earns rewards when the student achieves their educational objectives. Our primary contribution is a review scheduling algorithm that uses model-free reinforcement learning with neural network function approximation to learn a teaching policy that (1) directly operates on raw observations of outcomes and intervals between reviews, (2) scales to large numbers of items, and (3) easily adapts to different learning objectives and student models.

One of the drawbacks of DRL is its sample complexity: learning a policy requires a large number of interactions with the environment. Training an autonomous tutor from scratch using a large number of interactions with real students is infeasible. In this preliminary study, we tackle the problem by using generative models of study histories based on cognitive models of human memory to simulate students, providing training environments for the teaching agent. Our ultimate vision is to interactively train with real students – Section 6.1 outlines ideas for overcoming the sample complexity of DRL in this setting.

2 Related Work

[25] formulates teaching as a partially-observable Markov Decision Process (POMDP), and uses a particle-based solver to compute an approximately optimal policy. [22] uses expectimax search to select teaching actions. [14] formulates personalized action selection as a contextual bandit problem. [34] uses a policy gradient algorithm to train a teacher that uses a particle-based belief update mechanism to track the state of a Bayesian student.

The idea of applying DRL to autonomous tutoring is briefly mentioned in [23]. We flesh out this early seed of an idea with modern DRL algorithms and synthetic experiments in the context of spaced repetition.

[17] develops a reinforcement learning agent for an adaptive tutoring task in a challenging real-world educational game application, using an offline importance sampling-based method to select representations and hyperparameter settings without expensive online experiments on real students.

Existing spaced repetition systems rely on heuristics for review scheduling. The Leitner system [16, 27] uses a network of first-in-first-out queues to coarsely prioritize items by novelty and difficulty. Pimsleur [24], SuperMemo [37], Anki [12], and Mnemosyne [1] use layers of handcrafted rules to decide when to next review an item and to prioritize items within a session. [18] use a threshold-based policy that selects the item with predicted recall likelihood closest to some fixed threshold $\theta \in [0, 1]$.

This work is broadly related to knowledge tracing, the problem of estimating how a student’s knowledge changes over time as they interact with content [7, 15, 11, 22, 35], and machine teaching, the problem of finding the optimal training set for a given learning algorithm [38, 20, 30].
3 Background

In this section, we briefly introduce three probabilistic models of human memory that have previously been proposed in the psychology and educational data mining literature, and recap the reinforcement learning problem statement.

3.1 Models of Human Memory

**Exponential forgetting curve.** Ebbinghaus’ exponential forgetting curve [10] is one of the simplest and oldest models of human memory. In this paper, we use the parameterization proposed in [27], where recall is binary (i.e., a user either completely recalls or forgets an item) and the probability of recalling an item has the following functional form:

\[ Z \sim \text{Bernoulli} \left( \exp \left( -\theta \cdot \frac{D}{S} \right) \right) \]

where \( \theta \in \mathbb{R}_+ \) is the item difficulty, \( D \in \mathbb{R}_+ \) is the time elapsed since the item was last reviewed by the student, and \( S \in \mathbb{R}_+ \) is the student’s memory strength for the item. In our experiments, we assume a simple model of memory strength evaluated in [27] that sets \( S \) to be the number of attempts. Henceforth, we refer to this model as EFC.

**Half-life regression.** HLR [29] extends the exponential forgetting curve by dropping the item difficulty \( \theta \) and adding a log-linear model of memory strength:

\[ S = \exp (\bar{\theta} \cdot \bar{x}) \]

where \( \bar{x} \in \mathcal{X} \) is a vector of features describing the study history for the student-item pair and \( \bar{\theta} \in \Theta \) are the model parameters. In our experiments, we adopt a setup similar to [29] and set \( \mathcal{X} = \mathbb{N}^3 \times \{0, 1\}^n \) to encode the number of attempts, correct answers, incorrect answers, and identity of the item (one of \( n \) items). Note that the item difficulty from EFC is absorbed into the memory strength via the coefficients of the item identity indicator features.

**Generalized power-law.** Drawing on ideas from the Rasch model [26], additive-factors models [21], and power-law forgetting curves [36], [18] proposes the following recall likelihood:

\[ Z \sim \text{Bernoulli}(m(1 + r \cdot D)^{-f}) \]  

where \( D \in \mathbb{R}_+ \) is the time elapsed since the item was last reviewed by the student, \( r \in \mathbb{R}_+ \) is a constant that controls the decay rate,

\[ m = \sigma(a - d + h_\theta(t_{1:k}, z_{1:k-1})) \]

\( \sigma \) is the logistic function, \( t_{1:k} \) are the times at which reviews 1 through \( k \) occurred, \( z_{1:k-1} \) are the outcomes on reviews 1 through \( k - 1 \), \( h_\theta \) summarizes the effect of study history on recall probability, \( \theta \) are the parameters that govern \( h_\theta \),

\[ h_\theta(t_{1:k}, z_{1:k-1}) = \sum_{w=1}^{W} \theta_{2w-1} \log (1 + c_w) + \theta_{2w} \log (1 + n_w) \]

\( c_w \) is the number of times the student correctly recalled the item in window \( w \) out of \( n_w \) attempts, \( \theta \) are window-specific weights,

\[ f = \exp (\bar{a} - \bar{d}) \]
, and \( \tilde{a} \) and \( \tilde{d} \) are additional student ability and item difficulty parameters respectively. In [18], Equations 1 and 3 without \( h_{\theta} \) are called HYBRID BOTH and Equation 2 is called DASH. Henceforth, we refer to Equations 1, 3, and 2 as GPL.

3.2 Reinforcement Learning

Reinforcement learning [31] is a framework for sequential decision-making under uncertainty. Consider a Markov Decision Process (MDP) with a set of states \( S \), actions \( A \), transition distribution \( T : S \times A \times S \rightarrow [0, 1] \), reward function \( R : S \times A \rightarrow \mathbb{R} \), and discount factor \( \gamma \in [0, 1] \). The agent’s goal is to find a policy \( \pi^* : S \times A \rightarrow [0, 1] \) that maximizes expected future discounted return:

\[
\pi^* = \arg\max_{\pi \in \Pi} \mathbb{E}_{s_0, a_0, \ldots} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \mid \pi \right]
\]

4 Spaced Repetition via Model-Free Reinforcement Learning

Prior work has formulated teaching as a partially-observable Markov decision processes (POMDP) (e.g., [25]). We take a similar approach to formalizing spaced repetition as a POMDP.

4.1 Formulation

The state space \( S \) depends on the student model. For EFC, \( S = \mathbb{R}^{3n}_+ \) encodes the item difficulty, delay, and memory strength for \( n \) items. For HLR, \( S = \Theta \times (\mathbb{R}^+ \times X)^n \) encodes the model parameters, delay, and memory strength for \( n \) items. For GPL, \( S = \mathbb{R} \times (\mathbb{R} \times N^{2W})^n \) encodes the student ability, item difficulty, number of attempts over \( W \) windows, and number of correct answers over \( W \) windows for \( n \) items. Note that the state space is only relevant for building the student simulator – the teaching agent cannot directly access the state, and instead receives observations (see below). The action space \( A = [n] \) consists of \( n \) items that the agent can show to the student, where \([n] = \{1, 2, \ldots, n\} \). The transition function \( T(s_{t+1} \mid s_t, a) \) depends on the student model. We do not explicitly write out the transition functions for each of the three student models, but they are straightforward to understand: static hyperparameters like student ability, item difficulty, and log-linear model coefficients are held constant, and dynamic quantities like number of attempts and correct answers are deterministically incremented.

The reward function depends on the learning objective. If the student’s goal is to maximize the expected number of items recalled, then

\[
R(s, \cdot) = \sum_{i=1}^{n} \mathbb{P}[Z_i = 1 \mid s]
\]

To maximize the likelihood of recalling all items,

\[
R(s, \cdot) = \sum_{i=1}^{n} \log \mathbb{P}[Z_i = 1 \mid s]
\]

The discount factor \( \gamma \) encodes the urgency of student learning. Smaller \( \gamma \) encourages the agent to help the student cram, and larger \( \gamma \) promotes life-long learning. At each timestep, the agent receives observation \( o \in \mathcal{O} \), where \( \mathcal{O} = \{0, 1\} \) encodes whether or not the student correctly recalled the item shown to them. The observation distribution \( O(o \mid s, a) = \mathbb{P}[Z_a = o \mid s] \) is given by the recall likelihood specified by the student model.

4.2 Algorithm

We approximately solve the POMDP \((S, A, T, R, O, O, \gamma)\) using trust region policy optimization (TRPO) [28] with a gated recurrent unit (GRU) neural network policy architecture [6]; specifically, an off-the-shelf implementation from rllab [9]. At each timestep, the policy takes as input a triple
containing the identity of the previous item, the binary outcome indicating whether or not it was correctly recalled, and the time elapsed since that event, and outputs the identity of the next item to be shown to the user. We use the random projection trick described in [22] to reduce the dimensionality of the one-hot encoding of the item identity in the policy input, enabling the policy to scale to large numbers of items.

5 Experiments

Our experiments aim to answer the following research question: can the DRL scheduling algorithm described in Section 4 learn to help students achieve their educational objectives better than baseline methods, under various assumptions about student learning? We manipulate the student learning model underlying the environment, and measure the teaching performance of the DRL scheduler relative to a control group of random and heuristic policies. We study three student learning models, i.e., environments: EFC, HLR, and GPL; two teaching performance metrics: expected recall likelihood and log-likelihood; and four baseline policies: RANDOM, LEITNER, SUPERMNEMO, and THRESHOLD.

Environments. For scheduler training and evaluation, we implemented three student simulators based on the EFC, HLR, and GPL memory models described in Section 3.1 as OpenAI Gym [5] environments.

Baselines. We compare TRPO to several baseline schedulers: (1) a random policy that selects an item uniformly at random; (2) a Leitner system with arrival rate \( \lambda \), infinitely many queues, and a sampling distribution \( p_i \propto 1/\sqrt{i} \) over non-empty queues \( \{1, 2, \ldots, \infty\} \); (3) a variant of SuperMemo (SM3) implemented in the Mnemosyne flashcard software; and (4) a threshold-based policy that selects the item with predicted recall likelihood closest to some fixed threshold \( z^* \in [0, 1] \), conditioned on the appropriate student model. \( \lambda \) and \( z^* \) are selected to maximize reward using a uniformly-spaced hyperparameter sweep over the unit interval. Note that (4) is ‘cheating’ in that it uses direct access to the latent parameters of the student simulator to compute recall likelihoods, and is inspired by Bjork’s notion of desirable difficulty [4]. We expect (4) to serve as a rough upper bound in our controlled experiments, not necessarily as a practical example of a baseline scheduling algorithm.

Implementation details. Roughly following the parameter settings for the Amazon Mechanical Turk experiments described in [27], we set the number of items \( n = 30 \), number of steps per episode \( T = 200 \), and constant delay \( D = 5 \) seconds between steps. For the EFC student model, we sample item difficulty \( \theta \) from a log-normal distribution: 

\[
\log \theta \sim \mathcal{N}(\log 0.077, 1).
\]

For the HLR student model, we set the memory strength model parameters to be \( \tilde{\theta} = (1, 1, 0, \theta_3 \sim \mathcal{N}(0, 1)) \) and the features for item \( i \) to be 

\[
\tilde{x}_i = (\text{num attempts}, \text{num correct}, \text{num incorrect}, \text{one-hot encoding of item } i \text{ out of } n \text{ items}).
\]

For the GPL student model, we set student abilities \( a = \tilde{a} = 0 \), sample item difficulties \( d \sim \mathcal{N}(1, 1) \) and \( \log \tilde{d} \sim \mathcal{N}(1, 1) \), sample delay coefficient \( \log r \sim \mathcal{N}(0, 0.01) \), set window coefficients \( \theta_{2w} = \theta_{2w-1} = 1/\sqrt{W - w + T} \), and number of windows \( W = 5 \). We ran TRPO with a batch size of 4000, discount rate \( \gamma = 0.99 \), and step size 0.01. The recurrent neural network policy uses a hidden layer of 32 units.

Analysis. The results in Figure 1 show that TRPO, an off-the-shelf policy gradient algorithm with minimal hyperparameter tuning, is competitive with complex heuristic schedulers like LEITNER and SUPERMNEMO. TRPO performs better than all the baselines on the GPL student model, and has mixed results on the EFC and HLR student models. The fact that TRPO generally performs worse than THRESHOLD is unsurprising, since THRESHOLD has unfair access to the latent parameters of the student. It is surprising that TRPO doesn’t always learn to perform at least as well as SUPERMNEMO and LEITNER on the EFC and HLR students. It’s possible that additional hyperparameter and policy architecture tuning could improve the performance of TRPO, since it can in principle learn arbitrary teaching policies.

Code for reproducing these results is publicly available at [https://github.com/rddy/deeptutor].
6 Discussion

Summary. In this paper, we study a flexible and scalable review scheduling algorithm for spaced repetition software that uses model-free reinforcement learning with neural network function approximation. Preliminary experiments on simulated students demonstrate the potential for this method to outperform widely-used heuristics like SuperMemo and the Leitner system.

6.1 Limitations and Future Work

There are several directions in which to proceed with addressing the limitations of this paper. The most critical follow-up work is to run user studies with real students. To avoid a long training phase during which the policy is serving suboptimal item recommendations to real users, it may be helpful to use an intelligent initialization scheme, e.g., pre-training the policy in simulation. One could initialize the teaching policy through imitation learning on log data collected from scheduling algorithms that have previously been deployed, e.g., the default variant of SuperMemo (SM3) used in
Mnemosyne, then fine-tune the policy with reinforcement learning in simulation\cite{13,33}. To improve the realism of the simulator, we could estimate the latent parameters of the student model using log data collected from real students, e.g., from Mnemosyne\cite{27} and Duolingo\cite{29}. Finally, to increase our confidence in an agent trained with a student simulator, one could use off-policy evaluation\cite{32} to assess the performance of the agent on historical log data from real students before deploying on a live platform.

One challenge faced by scheduling algorithms in the wild that we have ignored in our laboratory setting is that students frequently create new items and decrease the priority of learning older items. A policy architecture that operates on a dynamic set of items and non-stationary reward function would be helpful. One possibility is a potential function that assigns a scalar ‘priority’ to an item based on its study history, and selects an item to show the student by taking a softmax over item priorities. This architecture has the added benefit of permutation-invariance.

Binary recall data contains very limited information about item difficulties and similarities. When rich features for item text, formulas, and images are available (as they are for a subset of the Mnemosyne data set), it makes sense to incorporate them into the agent’s observations. Neural network policies are capable of operating on high-dimensional inputs, so DRL may be particularly suited to leveraging content features in spaced repetition systems.
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