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Preface

The goal of thisthesisisto provide information on cubic inch autonomous sensor
devices otherwise known as Commercial-off-the-Shelf Dust (COTS Dust). COTSDust is
capable of sensing and responding to environmental changes and communicating to other
devices. Thisthesisisthe compilation of my experience and knowledge in the design of
COTS Dust and can be considered a guide for those who wish to design similar systems.
Ultimately, its my wish that material provided within contains enough information for
those unfamiliar with this area of research to be able to design aworking COTS Dust of
their own in arelatively short time frame.

COTS Dust was originally designed for Smart Dust, an ongoing project whose
goal isto make cubic millimeter autonomous sensor devices. Intheintroduction, | briefly
describe how the design of Smart Dust necessitated the development of these larger proto-
types, COTS Dust.

In section 2.0, | describe the subsystems requisite to the design of afully autono-
mous system: power supplies, microprocessor choices, sensor suites, and communication
possibilities. Insodoing, | tried to point out the important design parameters to designing
areliable low power system.

In section 3.0, | describe all the devices| designed and built. To givethereader an
idea of the functionality, each section describes a demonstration of the devices capabili-
ties. Here, | point out the interesting design challenges that come about from making a
fully operable system.

In section 5.0, | conjecture about future COTS Dust designs. marketplace trends

and ongoing research. Lastly in the appendix, | include circuit board schematics and lists



of materialsfor most of the COTS Dust designs. Hopefully the technical information will

serve as a starting platform for designing one’s own COTS Dust.



1.0 Introduction

One way to realize what future technologies lie before usisto get a history lesson
from the past. If you were alive five hundred years ago, would you have thought it was
possible to talk to someone within seconds halfway around the world? Would you have
even known the world was round? Civilization has been especialy active in the last 150
years. the internal combustion engine, the atomic bomb, microelectronics, the human
genome project. We take our knowledge for granted, but imagine being alive before the
existence of hot water plumbing.

As much as our forefathers would find the present difficult to imagine, we, the
present, find the future just as difficult to grasp. The farther out we project our future, the
more difficult to predict. Nevertheless, by examining the current trends in technology, we
gain aclearer vision of the future. Microelectronics offers one solid example of aconsis-
tent and commonly accepted trend to examine. Thirty years after its creation, Moore’s law
still rings true; the minimum process size continues to decrease. While microprocessor
and memory companies try to squeeze progressively more transistors in a given area, the
opposite can also hold true: for a given circuit, progressively less area is needed on the sil-
icon wafer. Abstracting away from circuits, systems as a whole will also decrease in size
while maintaining similar functionality as their predecessors. Further extending this cav-
alcade of projections, perhaps 25 years from now, today’s Pentium Il processor will fill
less than one tenth of the area of the period at the end of this sentence.

Additionally, microelectro-mechanical systems (MEMS), a surrogate of the micro-
electronics industry, promises mechanical miniaturization. Together both MEMS and

microelectronics provide the backbone of autonomous microsystems. One hundred years



from now, autonomous dust sized particles with capabilities to communicate and sense

will number in the trillions, much like what Neil Stephenson created in his book, The Dia-

mond Age[1]. Anything from monitoring weather patterns to tracking human movement

might be possible with these incredibly functional, yet microscopic pieces of silicon dust.

This miniaturization revolution is in part being realized by Professor Kris Pister’s group at
UC Berkeley through his project, Smart Dust [2, 3]. Smart Dust’s ultimate goal is to cre-

ate a fully autonomous system within a cubic millimeter volume.

1.1 Smart Dust Scenarios

What would one do with a “functional piece of sand?” With such a new concept
the applications are plentiful. To give the reader a better understanding of useful applica-

tions for Smart Dust, | describe a few scenarios below.

1.1.1 Forest Fire Warning

A single device alone may have relatively small utility. For example, a single
Smart Dust may be able to monitor the temperature at a single point, but it would not be
able to monitor how the temperature changed over a region. The realization of Smart
Dust’s potential, however, lies in using large numbers. A million Smart Dusts distributed
over a few acres of forest would not only be able to monitor the temperature at a million
different points but also provide information in terms of traveling heat waves or moving
cold fronts. Going a step further, processing can be performed on the temperature data to
pinpoint the position and magnitude of a forest fire. Since the devices are autonomous
they could offer continuous monitoring of the environment and alert the authorities the

instant a forest fire is detected.



1.1.2 Enemy Troop Monitoring

Conventiona waysto monitor enemy activity are either to use spy satellites or

have manned hidden outposts. Both have drawbacks in regardsto cost, risks to human

life, and performance. Smart Dust, on the other hand, could offer a safer and cheaper

aternative. With the ability to detect temperature, light, acceleration, and sound, Smart

Dust could be scattered throughout a surveillance area. The dust particles would periodi-

cally record temperature, light, acceleration, and sound. Large vehicles like tanks would

create vibrationsin the ground that the silicon dust could detect. When queried by alaser

interrogator system, the particles would upload their sensor data. While no one sensor

would definitively detect a passing vehicle, the aggregate of sensors and dust particles

would provide enough spatial sensor information, that when processed, would produce a

robust vehicle detection scheme [4].

1.2

Smart Dust Capabilities

For thisresearch, | assumed Smart Dust would have specific capabilities. Namely,

Smart Dust would have four basic components:

1)

2)

3)

4)

Power. Inorder to monitor an environment for any length of time, the dust parti-
cle must have enough energy to survive anywhere from afew hoursto months at a
time.

Computation. Since the dust particle is expected to communicate and process
sensor data, the dust particles must have computational requirements ranging any-
where from an 8 bit micro controller to afull blown 32 bit microprocessor.
Sensors. The interface between the environment and the dust particle is the sen-
sor. The dust particles should have basic environmental sensors which may
include temperature, pressure, humidity, light, sound, acceleration, magnetic
fields.

Communication. Communication must be possible in standard outside environ-
ments. Dust particles must have the ability to communicate with one another at
ranges from afew meters to kilometers.

With Smart Dust’s low power requirements and large data gathering capabilities, a



number of questions have arisen in the areas of computing and communication.

1.2.1 Distributed Sensor Networks and Ad-hoc Networking

The scenarios described above are examples of distributed sensor networks, net-
works capable of sensing the environment and, in which, the individual devices can com-
municate with one another. Often times, Smart Dust will be scattered throughout an
environment where the dusts’ locations may not be known a priori. In order to pass infor-
mation between devices, a network needs to be configured dynamically. Current research

Is investigating reconfigurable networks, also called ad-hoc networking.

1.2.2 High Level Interpretation of Spatial Sensor Data

Smart Dust offers the unique opportunity to gather large amounts of sensor data
from multiple locations. The ensuing question is, “What can we discern from this wealth
of information?”

For example, imagine a light sensor in a room in a house. The light sensor records
light continuously, and if we examine how light changes over time, we may be able to
draw some conclusions. During the times of high light readings, can we safely conclude
that the light switch in the room was turned on? Can we assume that someone is in the
room when the light is on? Can we assume no one is in the room when the light is off?
Obviously, some of our conclusions will be in error, but by collecting more information,
the conclusions may come closer to reality.

Within this example, now add a sound sensor in the room. If occurrences of high
light intensity and loud noises are concurrent in the room, can we assume there is someone

in the room? Perhaps more so than in the original scenario. Going one step further, we



can include a number of sensorsin every room of the house. The sensor set may include

light, temperature, and sound. Suppose now, only one room in the house is reading high

levels of light and sound, and that room’s temperature is a few degrees higher than any
other room in the house. We are even more certain that someone is in that room.

The example above illustrates how multiple nodes and sensor data can aid in gain-
ing a high level understanding of the activity in a given area, otherwise known as data
fusion. While a single raw sensor may not provide a good understanding of high level
activity, the inclusion of spatial data and multiple sensors can lead to a fairly accurate high

level conclusion.

1.2.3 Distributed Processing

In order to interpret spatial sensor data, the data must to be collected and processed
in an organized fashion. One method is to gather all the data and transfer it out of the net-
work where the data can be analyzed. However, a connection to the network may be only
accessible temporally or may have limited throughput, making it difficult to continuously
monitor and analyze large amounts of sensor data. The other possibility lies in doing the
analysis of the data within the network itself. As opposed to doing the processing on a sin-
gle computer, the processing could be distributed among all the dust particles, each of
which acts as a minicomputer. After the completion of the analysis, the results could then
be transferred out of the network.

Distributed processing is a research area in itself. Depending on the communica-
tion constraints of the system, algorithms must be developed that would allow individual

dust motes to share and process data efficiently.



1.2.4 COTS Dust

Because the length of time to develop a complete Smart Dust system was on the
order of years, there needed to be an alternative meansto test basic behavior in atimely
manner. To thisend, COTS Dust was created. The quickly-developed prototypes were
built using commercial-off-the-shelf components (COTS). COTS Dust had all the basic
functionality of Smart Dust, but the devices were built in atenth of the time. Instead of
being a cubic millimeter in size, these deviceswereacubic inchinsize. COTS Dust
could serve asaplatformto run avariety of algorithmsto test various behaviorsthat Smart
Dust would exhibit.

In addition to providing a method to test basic Smart Dust functionality, COTS
Dust could also be used in other ways. Namely, COTS Dust could be used as a datalog-
ger, warehouse monitor, and any other application where environmental monitoring can be
performed with palm size devices. For example, conventional data loggers which record

weather information often require a physical connection to download the data. COTS

Dust can be made to be 1/20" the size and yet be ableto send dataremotely to the end user
[5].

The novel aspect of COTS Dust isthat it takes advantage of the fact that individual
components in microelectronics are shrinking in size and power and increasing in func-
tionality. Products that were cumbersome and unwieldy ten years ago can be designed to

fit in the palm of one’s hand today.



2.0 COTS Dust Architecture

COTS Dust was designed with simplicity in mind; the goal being functional
generic devices that would provide afast prototyping tool to test the behavior of Smart
Dust. In order to emulate their behavior, COTS Dust assumed the four basic subsystems
found on page 3.

| designed and built several COTS Dust devices. All the COTS motes, as|
referred to them, followed a similar architecture but differed in sensor mediey and com-
munication type. A diagram of the basic architecture can befound in Fig. 1 on page 8. An
Atmel AVR microcontroller served as the brain, while depending on the flavor of the
device, either optical or RF communication was used. Most COTS devices were powered
by a3V lithium battery. Lastly, each device had its own sensor suite chosen from the fol-
lowing list: magnetometers, accelerometers, light sensor, temperature sensor, pressure
sensor, and humidity sensor.

The following sections describe the subsystemsin more detail.



: Sensor Node Architecture
U@ RFM H:2000 6701 Imia7 RFM Ri{2010
0165 MHz Laser Dinde 016 5 MHz
ADKLANZ Atmel MCTT b Wlict ochip
Avccelerotn eters _P A Fladh 25AH hits
Jaxes
2R e
o empera e
& Butr-Brown Butr-Brown H = e
75! ADETR41 ADETR4
4-C harinel 4-Chantel \
4 h Exar
GME Heneyrell Light Fressue
Ilagnetic Humi dityr Hetsot
Field = ensr

Fig. 1. Architecture for COTS Dust.

2.1 Power

One of thetightest constraints on the circuit design was the operating voltage.

Assuming the device would be operated using batteries, careful attention was paid to the

available operating voltage. Because the RF chip setsin the design required avery narrow

operating range centered at 3 Volts, | focused on 3V portable power sources. Table 1 on

page 9 compares three types of batteries. Lithium batteries not only offered the greatest

energy density but also operated at the desired 3 Volts. Even though Lithium batteries had

the highest energy density, they did not, however, have the highest current capacity. The

Nickel-metal hybrid batteries could output over 260 times more current per unit mass.

Aside from the fact that adding a voltage regulator would complicate the design of

the COTS Dust, voltage regulators required additional power to run, added noise to the



system, and increased the parts count for the COTS Dust design. Therefore, | focused my
efforts on designing the system and battery to operate at the same operating voltage.

To operate for long periods of time, the COTS Dust was designed to enter sleep
mode in order to save power. Virtually al microprocessors on the market can go into low
power modes. However, | found that very few processors consumed lessthan 1 pW while
deeping. It wasimportant to have a very low sleep current because long sleep periods
could drain a significant amount of the battery.

To avoid this complication, some of the COTS devices made use of the Dallas
Semiconductor DS1306E. The DS1306E was areal time clock with alarm and had an
average power drain of 1uW. The DS1306E’s alarm could be programmed to turn off

power to the processor, guaranteeing COTS Dust an overall sleep power dissipation of 1

MW,
Table 1: Battery Types
Battery Type Voltage Energy Density Max Current
Alkaline AA P107-ND 15V 90 mWatt-hrs/gram 130mA @ 24 grams
Nickel-Metal Hybrid 12v 55 mWatt-hrs/gram >2600mA @ 26 grams
(recharchable) PO14-ND
Lithium 30V 285 mWatt-hrs/gram 10mA @10.5 grams

2.2 Computation

To act as the brain of the COTS Dust, a suitable computation subsystem had to be
chosen. Both microprocessors and FPGAs offered off-the-shelf solutions and adequate
computation power. In addition to consuming more power, the FPGAs were not compati-
ble with traditional programming methodologies (i.e. no C compiler). Taking into consid-

eration the modest computational needs of the system, | chose 8 bit microcontrollers

9



because they realized the lowest power consumption and contained internal program

memory. Additionally, most 8 bit MCUs contained instruction sets and software tools that

were easy to learn.

Table 2: Comparison of Microprocessors
Atmel AVR P'\I/'C':Clrggg'?p? MC68H(R)C | Atmel AT91M404000 16/32 bit
ATI0L S8535 - 908JL3 Strong Thumb
(preliminary)
Flash Mem- | 4K 8Kx14 4K external memory
ory
Endurance 1k 1k 10k N/A
MIPS/mA 1.25 (min) 1.66 (prelimi- | 0.1 (typical) 0.6 MIPS/mA
nary) (1.35 mA static current)

A/D chan- 8 (10 hit) 8 (10 hit) 12 (8 hit) 0
nels
In-applica- no yes yes yes
tion
program-
ming (IAP)
Operating 2.7-5.5V 2.0-55V 2.7-3.3V 2.7V-3.6V
voltage
1/0 pins 35 40 23 100

The important features specific to picking a microprocessor were 1) power, 2)

memory size, 3) fast reprogrammability, 4) A/D channels, and 5) a 3 volt operating sup-

ply. Table 2 on page 10 compares the most suitable microprocessors for COTS Dust on

the market. Though not an 8 bit processor, the Strong Thumb processor was included both

because of its commercial popularity and low power consumption. At the time the Atmel

AT90L S8535 offered the best performance even though newer designs like the Microchip

PIC16F877 offered lower power consumption and greater functionality.

10




2.2.1 Static vs. Dynamic Current

Since clock frequency was proportional to power consumption, MCUs can be run
at low frequencies for low power operation. However, the relationship is not entirely lin-
ear. If thefrequency of the MCU islow enough, power consumption is determined by the
DC «atic current, not the frequency of the MCU. For example, the Atmel AT90L S8535
had a static current of 1.28 mA and a dynamic current of 0.81 mA/MIPS whereas the
Microchip 16F87x had a static current of 15 pA and a dynamic current of 0.6 mA/MIPS.

In terms of power consumption, it made no sense to run the Atmel processor any
less than 100 KHz because the total current consumption was within 10% of the static cur-
rent. Whereasfor the Microchip MCU at 100 KHz, power could be reduced by afactor of
5 by lowering the clock frequency even further. For ultra-low power processors, one

would want to use alow frequency clock and a processor with low static current.

2.2.2 Strong Thumb

Strong Thumb isa 32 bit processor core which islicensed by ARM to international
electronics companies [6]. The unique distinction between the Strong Arm and Strong
Thumb is that the Strong Thumb also contains afull 16 bit instruction set. Even though
the microprocessor is 32 bits, a 16 bit instruction set reducesthe size of each instruction by
half effectively doubling the amount of memory space. Itslow power design madeit an
especially attractive competitor to the 8 bit MCUs if nothing else but for its floating point
computation capabilities.

Because the Strong Thumb is strictly a processor core, | could not compare its fea-
tures directly with that of discrete MCUs. Instead, | chose Atmel's AT91M404000 16/32

bit Strong Thumb as a basis for comparison. Though it has no ADCs and its power con-

11



sumption is three times that of the competing 8 bit MCU, the Strong Thumb is a possibil-
ity for future COTS devices demanding more computational power. Furthermore, Strong
Arm processors have awell established set of debug tools and C compilers making them

particularly attractive to software designers.

2.3 Sensors

Sensors provided the raw datathe COTS Dust needed to gain a high level under-
standing of the environment. With that in mind, | chose sensors which extracted telling
information from their surrounding. The sensors themselves could be classified into two
groups. 1) weather monitors, and 2) motion detectors. The following sections elaborate
further on the distinction between the two groups. Table 3 on page 12 summarizes the

sensors used in COTS Dust.

Table 3: Sensor Specifications

Current. Voltage Min range/ Accuracy Temperature Product
consumption range Max range dependence
Magnetome- | 650pA 2.7- -[+0.5Gauss | 2mGauss | 1.4mG/°C | AA002-02
ter 5.25V NVE
Accelerome- | 600pA 3525V | -/+2g 25 mg negligible ADXL202
ter Analog
Devices
Light sensor | 200pA 2755V | omwW/m2/ 6 mW/m2 | negligible H53371
26 MW/m? Edmund Sci-
entific Sili-
con Detector
Temperature | 600pA 2.7-55V | -20°C/100°C | 0.25°C not applica- | AD7418
sensor ble Analog
Devices
Pressure sen- | 650pA 27-55V | 0.6 PS 2.4 mPS| 10 mPSI/°C | SM5310
sor gauge range SMI
@ 14.4PS|
absolute

12




Table 3: Sensor Specifications

Current. Voltage Min range/ Accuracy Temperature Product
consumption range Max range dependence
Humidity 200pA @5V | 4-9V 0-100% rela- | +/-2% RH | negligible HIH-3605
sensor tive humid- Hy-Cal
ity

2.3.1 Magnetometer (2/3 Axis)

Magnetometers are sensors that measure magnetic fields. They can measure the
60 Hz fluctuations from power lines or the Earth’s naturally occurring magnetic field. The
magnetometers used in COTS Dust were magneto-resistive elements configured in an H-
Bridge.

To implement magnetometers into COTS Dust, | designed the circuit shown in
Fig. 2 on page 14. The magnetometers were followed by a two-stage amplifier design
with a total voltage gain of 284. The analog signal was then digitized by a 10 bit ADC.
Because a Lithium battery’s voltage dropped from 3.3V to 2.7V over its lifetime, the cir-
cuit was designed to withstand power supply fluctuations. The output of the circuit was

described by Equation 1:

Vout AR 1 Ruaianien
=G G, + = — —vaiablel]
Vcc ZEER ! 2 Rtotal potD

If V  fluctuated, so did y;, but since the output was sampled by an A/D con-

(D)

verter whose reference point wagMhe digital value was left unchanged, at least to first

order.

13
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4.7 Kohm R1

Resistive Bridge

Fig. 2. Circuit diagram of magnetometers.

The magnetometers were designed such that they can detect the Earth’s magnetic
field. Since each magnetometer could measure the magnetic intensity along a single axis
only, three mutually perpendicular magnetometers were needed to extract the full vector
of the Earth’s magnetic field. By rotating the COTS Dust, the Earth vector rotated in the
frame of the device, allowing the device to detect rotational movement. Going one step
further, since the Earth’s magnetic field changes both in intensity and direction over the
globe, the device could theoretically be able to extract the geographic latitude.

Though the magnetometers were accurate to 2 mGauss, they were vulnerable to
large magnetic fields. Fields in excess of 15 Gauss permanently changed the sensitivity of

the sensors, requiring a recalibration.

2.3.2 Accelerometers (2/3 Axis) @

The Analog Devices ADXL202 was a MEMS type accelerometer which used
capacitive sensing to measure distance between a reference mass and a proof mass. The

output of the ADXL 202 was a pulse-width modulated signal whose duty cycle was pro-

14



portional to acceleration. The Atmel microprocessor measured the period of the pulses to
determine the correct acceleration measurement.

The word, accelerometer, is abit of amisnomer because force is the unit really
being measured. The most striking example is that accelerometers can measure the mag-
nitude and direction of gravity. Like the magnetometers, three mutually perpendicular
accelerometers were needed to fully resolve the magnitude and direction of any force. In
adstatic situation (i.e. when the sensor wasimmobile), the gravity vector wasthe only force
acting on the accelerometers. Partial orientation information could be obtained based on
the gravity vector’s relationship to the frame of the sensor, much the same way the Earth’s
magnetic field yielded orientation information. The gravity vector in conjunction with the
magnetometers could provide exact orientation information. Of course, under actual
acceleration, the gravity vector could not be extracted.

The accelerometers played a key role in developing a derivative of the COTS Dust
devices, the Acceleration Sensing Glove [7] (see Fig. 3 on page 16). Because gravity can
provide orientation information, static hand gestures could be interpreted into computer

symbols by placing accelerometers on the fingertips of a hand.

15
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3. Acceleration Sensing Glove (virtual keyboard). Accelerometers can be used to translate hand gestures int
puter interpreted signals.

2.3.3 Light Sensor

The light sensor was designed with a photodiode and transresistance amplifier
(Fig. 4 on page 17). Depending on the resistor chosen, the light sensor’s sensitivity could
be adjusted for either sunlight or room light. The output of the amplifier was then digi-
tized by a 10 bit ADC.

The bandwidth of the light sensor on the Laser Mote (see “Laser Mote” on
page 49) was over 1KHz. As described later in “Photodiode Downlink” on page 53, the
light sensor was a communications receiver where modulated light was used to send

binary data.

16
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Fig. 4. Circuit diagram of light sensor.

2.3.4 Temperature Sensor

Most COTS Dust designs incorporated the AD7418. The output of the tempera-

ture sensor used the 1°C protocol to transmit digital information to the microcontroller.
With afull range from -20°C/100°C the AD7418 required no calibration and had an accu-

racy down to 0.25°C.

2.3.5 Pressure Sensor

The SM5310 was an uncompensated silicon sensor chip whose resi stance changed
asafunction of pressure. The device camein aresistive H bridge package, and its output
was amplified by atwo-stage amplifier design similar to that of the magnetometer (Fig. 5

on page 18). The output was then digitized by a 10 bit ADC.

17
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Fig. 5. Circuit diagram of pressure sensor.

In addition to providing weather information, the pressure sensor could be used as
amotion sensor. Since pressure decreases at higher altitudes, the sensor could act as an
atimeter. Referring to Table 3 on page 12, the accuracy of the pressure sensor circuit was
2.4 mPSlI, and according to Table 4 on page 19, the change in pressure as a function of
atitude is approximately 0.5 mPSl/foot, suggesting the sensor could detect altitude
changes of 5 feet or greater.

While the circuit could detect small gradations in atitude, it had a strong depen-
dence on temperature, namely 10 mPSI/°C. In other words, in order for the pressure sen-
sor to maintain its sengitivity of 2.4 mPSl, the temperature would have to be accurately
measured to within 0.25 C for calibration purposes. Further work needs to be conducted

to verify the true accuracy of the pressure sensor.
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Table 4: Pressure vs. Altitude - adapted

from[§],

Altitude Equivalent Approximate
Above Sea Pressure Slope mPSlI/
Level (feet) (PS) foot

0 14.7 -0.52
3000 13.17 -0.48
6000 11.78 -0.44
8000 10.91 -043

2.3.6 Humidity Sensor

The capacitive humidity sensor was afully integrated circuit whose output voltage
was linearly proportional to relative humidity. Itslow power design (200pA) and ease of
integration made it an amost ideal candidate to the suite of sensors used for COTS Dust.
However, its specified voltage range of 3.9V-9V made it difficult to integrate with the
Lithium batteries. Qualitatively, the humidity sensors operated at 3 Volts, but quantitative

analysis was not performed to determine the degradation in accuracy.

24 Communication

One of the basic assumptions of both COTS Dust and Smart Dust was that motes
would communicate with others wirelessly. The intention in Smart Dust was to use opti-
cal communication. For COTS Dust, however, | explored aternative means of communi-
cation. Inasfar aswireless communication goes, | imagined three possibilities: 1)
Acoustic 2) RF and 3) Optical. The emphasis, again, was placed on low power operation

and ease of design and implementation. The three possible communication scenarios are
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outlined bel ow.

2.4.1 Acoustic Communication
Acoustic communication was initialy investigated as a possible candidate for
COTS communication. However, three factors limit the capabilities of small, low power
transducers. Firgt, the size of the transducer limits the total acoustic output power. Sec-
ond, the surrounding background noise limits both the minimum strength of the transmit-
ted signal and total data throughput. Lastly, the atmosphere attenuates signal power over
large distances. In this section, | discuss each of these limitations and describe the basic
equations used to estimate power consumption and data rate in acoustic communications
Signal strength depends on the size and vibrational amplitude of the transducer.
Most transducers create sound by inducing adrum to vibrate. The drumin turn vibrates
the air surrounding it, ultimately producing sound. Raleigh’s first integral [9] describes
the interaction of plane structures with semi-infinite fluid volumes and provides a first
approximation to estimate the strength of a transducer.
: —ikR
p(r, t) = %’em S\%ds. (2)
where p(r,t) isthe pressure,
w isthe circular frequency,
p isthe density of air,

R is the distance from the surface element,
and V,(rg) is surface normal velocity.

For a transducer whose size is much smaller than the wavelength, Equation 2 can

be simplified to yield the following relationship:
ASW]
aod ORr O - (3
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where <I> is the timed average acoustic intensity,
A isthe amplitude of vibration of the transducer, and
Sisthe surface area of vibration.

Asthe size of the transducer is miniaturized, both A and S become smaller limiting
the total output power of the device. As geometry suggests, the intensity drops off as the
square inverse of thee distance. These effects are clearly exemplified in Smart Dust. Since

the size of Smart Dust is no larger than a cubic millimeter, the dimensions of the trans-

ducer are also limited to a cubic millimeter. For example, if the drum areais 1 mm?, the
peak-to-peak vibrational amplitudeis 0.3 mm, and the bandwidth is 10 kHz, at 10 meters
away, the transducer maintains a sound pressure level (SPL) of 50.5 dB. At 5% efficiency,
the transducer consumes 10 milliwatts. To give the reader an idea of SPL, Table 5

describes the various SPL levels for common sounds.

Table 5: Typical Sounds and their SPL

Sound SPL

passenger compartment of car on freeway 70
average conversation (3 feet) 60
average suburban home (at night) 50
quiet auditorium 40
quiet whisper 30
very quiet recording studio 20
threshold of hearing 0

Datarateisnot linked directly to the SPL of the transducer, but instead to the Sig-
nal-to-Noise ratio (SNR) of the signal. Shannon’s Law specifies the maximum theoretical

data rate of a system based on its bandwidth and SNR:

C = BWIog,(1+ SNR) . (4
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where C isthe datarate and BW is the bandwidth.

As SNR increases, the maximum theoretical datarate also increases. Since SPL is
ameasure of power in acoustics, the SNR is easily determined by the SPL of the signal
and the background noise. Referring to the previous example, the transducer maintains a
signal SPL of 50.5 dB. If the background noiseis45 dB SPL, then the maximum theoret-
ical datarateis 22 kbps. Interms of energy, it costs 120 nJto send each bit. Of course,
this represents the maximum possible datarate. Inrea systems, datarates sometimesfall
well below this limit.

Lastly, signal bandwidth is limited by the atmospheric absorption of sound waves
at high frequencies. While Equation 3 suggests that higher frequencies enable the trans-
ducer to output more power, atmospheric attenuation also increases with increasing fre-
guency. For typical environmental conditions (30% RH at 20°C), a10 KHz sound waveis
attenuated by 20 dB after traveling 100 meters whereas a 1 KHz wave is attenuated by
only 0.5dB [10].

Acoustic receivers, however, consume relatively little power. For example, a
Knowles Electronics’ hearing aid microphone has a bandwidth up to 10 kHz, a noise floor
of 27 SPL, and a power dissipation of|p. As one possible use, acoustic receivers can
act as low power monitoring units. Motes in listening mode can wake up when they are
signaled by neighboring devices.

The above analysis describes the theoretical limitations of acoustic communica-
tions. | did not pursue acoustic communications for COTS Dust because small form factor
acoustic communication systems were difficult to find in the commercial market place. In

addition, the theoretical analysis for acoustic communication suggests that transmitter
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power dissipation was comparable to Bluetooth, an RF standard described later in the the-
sis(seepage 24). For Smart Dust, the total output power of the transducer was limited by
itssmall size. Furthermore, the background noise severely limits the environment where
acoustic communication can be effective. While it may be possible to communicatein a
quiet forest, background noise levels wash out signal levelsin indoor areas.

As opposed to acoustics, RF and optical communications offer practical COTS
Dust systems and associated small scale solutions. These systems are described in the fol-

lowing sections.

2.4.2 RF Communication

RF communication is based on electromagnetic waves with frequencies ranging
from tens of kHz to hundreds of GHz. Of the many factorsto include in RF communica-
tions, perhaps one of the most important in cubic millimeter devicesis antennasize. To
optimize transmission and reception, an antenna should be at least A/4, where A isthe
wavelength of the carrier frequency. Assuming a quarter wavelength to be 1 mm, the
length of a Smart Dust particle, the RF carrier frequency would have to be 75 GHz, which
isslightly out of the range of modern low power RF electronics. One possible solution to
this dilemmaisto include conductive tails on the devices to extend the length of the
antenna. Tailswould act as effective antennas but be light enough so as not to affect the
small form factor of Smart Dust. While possible, RF communication was not pursued in
Smart Dust. However, its ease of use and integrability made it an ideal testing platform
for COTS Dust.

Additionally, RF iswell established in the commercial marketplace. I1nthe areaof

MEMS, ongoing research is investigating the use of steered agile beams|[11] but no ready
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made products are currently available.

2.4.2.1 Bluetooth

Bluetooth isan emerging standard that provides for the specification of small-form
factor, low-cost, short range radio links [12]. The Bluetooth standard provides specifica
tionsfor the radio link, baseband link, and the link manager protocol. Theradio link spec-
ifies factors like the RF power, frequency spectrum, and modulation scheme. The
baseband specifies the architecture of the message packets, including training sequences
and CRC’s. The manager protocol specifies how devices communicate with one another,
including determining master and slave, controlling data rate, and forming networks. At
present, few Bluetooth compliant devices or fully integrated chip sets on the market.
Nonetheless, considering the influence Bluetooth may have on future COTS Dust, | would
like to summarize its capabilities below.

In the radio link, the Bluetooth standard can support data rates up to 1 Mbps, spec-
ifying 79 channels between 2.402 and 2.480 GHz worldwide. Designed to function
smoothly in noisy environments, Bluetooth devices can perform up to 1600 hops/sec-
ond. Three classes of transmitting powers exist for the bluetooth standard depending on
the range of communication: Class 1 20dBm (100 mW), Class 2 4 dBm (2.5 mW), and
Class 3 0 dBm (1 mW). Bluetooth can also minimize power consumption by minimizing
the transmission power based on the strength of the received signal.

For the link management protocol, multiple Bluetooth devices can form small
groups called piconets in which there is one master and multiple slaves. Overlapping
piconets are called scatternets. Each master device is capable of establishing comm links

with multiple slaves simultaneously. In addition to providing 16 bit cyclic redundancy
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checking, the Bluetooth standard also employs error correction and a repeat request
scheme to account for lost transmissions.

While the Bluetooth standard promises to provide an easy way for devicesto com-
municate with one another, there are as yet few fully compliant Bluetooth chipsets on the
market. To further frustrate the problem, the devices available on the market place often
require a 100 mW. To compare Bluetooth devices with those of RF Monolithics (“RF
Monolithics” on page 25), | chose the Philstar PH2401 transceiver chip which satisfies the
radio specification (see Table 6 on page 25). It should be noted that the PH2401 supported
the radio specification only and did not include the baseband and link management speci-

fications. More information on Bluetooth can be found in [13].

Table 6: RF Transceiver Comparisons

HX2000 RX2010 Blue Tooth Compliant Philstar
Transmitter Receiver PH2401
Modulation Type OOK OOK GFSK
Carrier Frequency 916.5MHz | 916.5MHz & Channelé(j.zé)loz 102480
Operating Voltage 3V 3V 1.8v
Current Consumption 45 mA 25mA <20mA
Throughput >10kb/s 10kb/s 1 Mbit/s
Receiver Sensitivity N/A -74 dBm -84 dBm
Transmitter Power 0dBm N/A +2dBm

2.4.2.2 RF Monolithics

RF Monolithics is a company that specializes in the design and manufacture of low
power RF systems [14]. One of their products, the TR1000, is a hybrid transceiver,

designed for short-range wireless data applications. The TR1000 employs RFM’s ampli-
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fier-sequenced hybrid (ASH) architecture and at the time, was one of the few complete RF
transceiver multi-chip modules available on the market. The device consumes an average
of 18 mWatts of power with bit rates up to 115 kbps with amplitude shift keying (ASK)
and 19.2 kbps with on-off keying (OOK).

Other transceiver chips| investigated required numerous external capacitors and
inductors, potentially compromising the simplicity of the COTS Dust design. RFM’s
hybrid transceiver required at most a dozen external components.

The transceiver operated with a carrier frequency of 916.5 MHz, and COTS Dust
operated the transceiver using OOK modulation. The TR1000 supported the radio link
only and did not specify a baseband or link layer like that of Bluetooth. The baseband
layer was implemented through the Atmel MCU.

The packet protocol chosen for most COTS Dust devices is displayed in the dia-
gram below (Fig. 7 on page 27). To maximize SNR in the receiver, RF Monolithics rec-
ommends DC balancing the RF signal. DC balancing means sending a roughly equal
number of high bits as low bits. Manchester encoding was implemented on top of the raw
data bit stream. Manchester’s straightforward nature and inherently DC balanced signal
made it easy to implement. Manchester encoding scheme is shown in Fig. 6 on page 27.
As seen, a “1” representation is a high bit followed by a low bit, and a “0” representation
is a low bit followed by a high bit.

A training sequence of alternating high and low bits was used to equalize the DC
balance of the receiver. Afterwards a flag byte was used to signal the beginning of the
packet protocol. The flag byte | chose was somewhat arbitrary. While a normal flag byte

is usually 01111110 I chose 01110110 so that it would differentiate itself more from the
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training sequence. The first byte after the flag byte specified the total data bytesin the
packet. The following bytes were then the data bytes. Lastly, a 16 bit CRC (cyclic-redun-
dancy check) indicated if the integrity of the data packet had been compromised.

With the above packet protocol data packets could contain anywhere from 1 to 255
bytes with insured data integrity. Instead of being optimized for compactness, the proto-
col above was designed with ease of usein mind. For example, block encoding provides

tighter data compression with the cost of additional processing.

Manchester Encoding

“1" Representation

“0” Representation

0 Seconds 1/60 1/30

Fig. 6. Manchester Encoding with 1/60s pul se widths.
One and zero representation.

Number of

Traini
raining Sequence | Flag Byte Bytes

Data Bytes 2 ByteCRC

Fig. 7. Communication packet sequence used in COTS dust devices.

2.4.3 Optical Communication

In optical laser communication, a transmitting device uses alaser beam to send

information. An optical receiver, either in the form of a photodiode or CCD array receives
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the signal and decodesthe data. Optical communication can be classified into two types
1) passive communication and 2) active communication. In active optical communica-
tion, the transmitting device generates its own laser signal whereas in passive communica-

tion, the laser signal is generated through a secondary source.

2.4.3.1 Passive Laser Communication

Fig. 8. SEM of Corner-Cube-Reflector. Scanning electron microscopy photo of
corner cube reflector from MUMPS process. Courtesy of Victor Hsu.

Thefirst versions of Smart Dust employ passive optical communication through
the use of MEMS corner-cube-reflectors (CCR) [15, 16]. A CCR isadevice composed of
three mutually orthogonal mirrors which reflect light directly back to the laser source (see
Fig. 8 on page 28). By offsetting one of the mirrors afew degrees from the normal, the
CCR can scatter the light such that very little signal comes back to the source. Fig. 9 on
page 29 demonstrates the concept in the 2-D case. By modulating the mirror, which mod-
ulates the light seen at the source, the CCR mote can communicate without generating a
light source of its own.

The appealing quality of the CCR isthat it is extremely low power, not having to
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generate alaser source of itsown. The cost of transmission is limited to the energy
required to deflect one of the mirrors, which in the case of the MEMS CCRs used in
COTS Dust amountsto 100 pJbit. The asymmetric nature of the communication system,
though, requires one device to generate the laser while the other device has an integrated

CCR For more information see “Corner Cube Reflector Mote (CCR Mote)” on page 52.

"YW

Fig. 9. Corner-Cube-Reflector Example. Demonstration of operation of corner cube reflector. In left pic-
ture, light reflects back to source when all mirrors are mutually perpendicular. Inright picture, light scat-
ters, when one mirror is afew degrees from the perpendicular.

2.4.3.2 Active Laser Communication

In active laser communication, the laser is on board the transmitting device. In
COTS Dust, the laser was a laser module used in laser pointers. To give the reader an idea
about the characteristics of a laser module, | have included Table 7 on page 30 outlining

the RSa670-5 from Power Spectrum.
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Table 7: Laser Module
RSa670-5 from Power
Spectrum

Full Width 1.2 millirad
Divergence

Optical Power | 3.0-3.3

mWeits Fig. 10. Laser Module Diagram. Typical laser
Wavelength 670 nm module used in COTS Dust

Power 50mA @ 3V

Active laser communication involves pointing the laser in the direction of an opti-
cal receiver and modulating the laser to transmit data. With divergence anglesin the mil-
liradians, lasers maintain a high optical intensity, enabling transmission over long
distances. On COTS Dust devices, laser communication was established at distances up
to 21.4 km (see “Laser Mote” on page 49).

Unlike most RF communication systems, however, active laser communication
involves a spatial acquisition step. The laser beam of the transmitting device needs to be
pointed in the direction of the optical receiver. Depending on the acceptance angle of the
optical receiver, the receiver may also need to be aligned to the laser. Figure 11 shows a

simple 2-D diagram of a laser transmitter coaligned with an optical receiver.

Laser Transmitter

[ D

Optical Receiver

L
Ve
Bean,

Fig. 11. 2-D Laser Comm. Here the spatial acquisition step involves
setting O such that the optical receiver falls within the laser beamsillu-
minated area.
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As can be seen, 8 must be chosen such that the receiver falls within the beamsillu-
minated area. When the locations of the receiver and transmitter are known apriori, the
spatial acquisition step involves simple mathematics to choose 6 such that communication
can be established. However, when the locations are not known, a search algorithm needs

to be executed to discover their relative locations.

Laser Transmitter

Field of View
Fig. 12. 3-D Spatial Search. The laser must search the entire field of view to find
an optical receiver. The number of search locations depends on the divergence of
the laser beam and the size of the field of view.

When searching for areceiver, the laser transmitter needs to send signalsto al
regions of itsfield of view. The number of locations the laser must search can be quite
large if the divergence of the laser issmall. Figure 12 shows a diagram of alaser search-
ing over afield of view. Thefield of view isw inwidth and | in length. The half width
divergence angle of the laser, 3, determines the size of the illuminated section at adistance
of r.

With these variables, the total areailluminated by the laser at adistance of ris:

A = 451, (5)
The total number of locations, N, needed to exhaustively search the entire field of

view isthe division of the total search area by the spot size of the laser:
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Thefield of view can aso be defined by the angles defined asa = I/r and 3 = wir ;

provided |,w<<r.

N = 9%. (7)
45

For example, in COTS Dust, the angular deflection of the mirrorsis 14 degrees
(0.25 radians) half angle in each direction, and the laser has a half-angle divergence of 2.5
milliradians. Using the above equation, the laser transmitter needs to signal 10,000 differ-
ent locations to exhaustively search for an available receiver. If animaging receiver is
limited to 30 bps, one full second may be needed to transmit a complete packet. An
exhaustive search can take 10,000 seconds or 2.7 hours to compl ete.

However long the acquisition step takes, once two devices know their partner’s
relative location, communication can be established without a spatial search. Addition-
ally, the small divergence of the laser beam minimizes the total output power needed to
communicate. The following section compares optical communication with RF commu-

nication and discusses the relative advantages and disadvantages between the two.

2.4.4 Optical Communication vs. RF Communication

A few points should be noted in regards to the differences between optical and RF
communication. Both forms of communication are based on sending electromagnetic
waves through air. While an RF wavelength can range anywhere from 30 meters to 1 cm,
an optical wavelength is about six orders of magnitude smaller, ranging from 700 nm to

350 nm.
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As quoted from Stephen Lambert in hisbook, Laser Communicationsin Space
[17]: “From scalar diffraction theory, the angular divergence of a plane wave spatially fil-
tered by an aperture of diameter, a, is proportional to the wavelangihg inversely pro-

portional to the aperture size.”

4\

For a laser beam at 670 nm with a lens of one millimeter, the limiting divergence is
853uradians. If we wanted an RF signal of 1 GHz to have a divergence of only 1 radian,
the limiting aperture would have to be 30 centimeters in diameter. While it is possible to
focus a laser beam to a very small divergence angle, RF waves generally propagate isotro-
pically on COTS Dust scale, that is isotropically from the source. Ignoring atmospheric
effects, if an RF wave is being generated at a point source, uniformly propagating in all

directions, its power density is determined by:

S( r)density = 4i2 where p isthe power and r is the distance from the source. (9)
T

A laser’s power density, on the other hand, is inversely proportional to the solid

angle carved out by its divergen€g,

P
S( r)density - Q_r2 (10)

If a laser has a divergence of 1 milliradian, then the solid a@glsrved out of

the unit sphere would be 0 The power density would be ten million times more than
that of an RF transmitter with the same output power.

Clearly, the small divergence angle allows lasers to transmit information at lower
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powersthan RF. Nevertheless, to fully compare RF to optical communication one must

also take into consideration the receiving end of the communication system. For both RF

and optical communication, there is atrade-off between size and receiver performance.

For RF receivers, antennas need to be on the order of A to reduce radiation loss., and for

optical receivers, alens can increase the amount of light directed into the photodiode pro-
portional to the area of the lens. Receiver sensitivity and lighting conditions can also

affect the performance of the optical receiver. Intrinsically, the receiver’s sensitivity can
be limited to shot noise of the diode, diode size, and receiver bandwidth. RF communica-
tion has another set of factors to consider. The antenna design, surrounding RF environ-
mental noise, and receiver sensitivity affect the performance of the RF system. Modern
cellular phones can obtain an RF receiver sensitivity of -100 dBm, and Leibowitz [18] is
designing an optical imaging receiver for Smart Dust with a receiver sensitivity of -50
dBm. Itis important to keep in mind that the performance of the overall system depends

on both the transmitter’s and receiver’s capabilities.



3.0 COTS Dust Systems
Based on the architectures described in Section 2.0, | designed and built several

unique systems (see Figure 13). The descriptions of each COTS Dust system are outlined
below. To givethe reader an idea of the functionality, each section describes a demonstra-
tion of the device’s capabilities. Here, | point out the interesting design challenges that
arose while making a fully operable system. The sections are ordered chronologically

according to when | designed and built each system.

Fig. 13. COTS Motes. From left to right: RF Mote, CCR Mote, weC
Mote, Laser Mote.

3.1 Mouse Collars

Working with Karen Nutt [19], | designed light collars that were used in nocturnal
behavioral observations in the wilderness at Hastings Natural History Reservation. The
goal of the research project was to provide a means of locating mice that lived on the res-
ervation. By affixing a collar around the necks of the mice, Nutt was able to remotely
iluminate the LED on the collar using a wireless radio link (see Fig. 14 and Fig. 15 on

page 36). During the night time, one could locate the mouse from the illumination of the
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LED and thus obtain the mouse’s approximate location.

Fig. 14. Transmitter and Mouse Collars. Transmitter is used to turn the collars on and off. Collars are
approximately 2 inchesin length.

Fig. 15. Mouse and LED collars. Note: Mouse collarsin pictures do not contain RF receivers.

The collars included an RF receiver, microprocessor, and LED. They weighed

approximately 3.3 grams and could be turned on remotely from up to 50 meters away.
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The battery weighed about one gram, and assuming average use, the collars had a one
month lifetime.

Power consumption was a major consideration in designing the light collar. The
Microchip PIC12C509 ran at 32.768 KHz where most instructions were executed in 4
clock cycles, allowing 8192 instructions per second. While computationally slow, the
MCU consumed 15pA at 3 Volts. The MCU’s main function was to maintain a real time
clock and listen for signals coming in from the receiver. The receiver, consuming 1.2mA

of current, was turned on for only 50 ms every 5 seconds to conserve power.
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Fig. 16. Mouse Receiver Collar Circuit Diagram.

The RX1310 received modulated signals based on OOK. The MCU's job was to
1) detect a bit stream 2) synchronize with the bit stream, and 3) capture the first 16 bits.
Because the MCU ran at 8196 instructions per second and the software needed 6 instruc-

tions per bit to capture data, the throughput of the receiver was set at 8192/6 bps or 1365

bps.
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Each LED caollar could be turned on individually, implying a unique code was
assigned to each collar. Should the code match that of the collar, its LED would turn on.
A two byte code was chosen for each ID, but additionally, the total number of possible
codes was limited based on the receiver specifications. For one, the receiver needed aDC
balanced signal (i.e. aroughly equal number of onesas zeros). To ensure transitionsin the
bit streams, | required the ID code to have no more than 3 continuous zeros or ones.

Lastly, the receiver stayed on only long enough to capture 16 bits of information,
regardless of when the transmitter started sending data. To accomplish this, the transmit-
ter sent out the two byte unique ID continuously. On the receiving end, the MCU would
circularly rotate the captured bits 16 times, each time looking for a matching ID (see Fig.
17 on page 39). Since each unique code had to be circularly permuted, no two ID codes

could be circular permutations of one another.
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— 111011001010001011101100101000101110110010100010

16 bit code repeated
< > 16 bits captured

11101100 Mouse Collar
10100010
16 bit code ]
N
Transmitter +

|—H0010100010111011

Rotate and ook for match to 1110110010100010

Fig. 17. Collar Communication Diagram. Transmitter sends out consecutive sequence of a2 byte code.
Receiver receives 16 bits, and rotates the bits, looking for amatch to its ID code.

With these constraints, | was able to ensure a DC balanced signal and allow for
quick recognition of aunique ID code. In all there are 350 unique ID codes possible from
atwo byte code. Each collar accepted three unique commands: 1) flash LED, 2) turn off
LED, and 3) go into power save mode. Thus, atotal of 350/3= 116 unique ID collars was
possible under this configuration. Of course, if | increased the length of the unique ID

code | could increase the total number of codes.

3.2 Radio Frequency Mote (RF Mote)

The RF mote follows the architecture found in Fig. 1 on page 8. The autonomous

sensor mote consists of the Atmel AT90L S8535, an RF Monolithics 916MHz transceiver
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set, and 7 sensors (temperature, light, barometric pressure, 2-axis acceleration, and 2-axis
magnetometers). A single 3-V lithium coin cell battery powers the mote, sustaining either
five days of continuous operation or 1.5 yearsat 1% duty cycling. See Fig. 18 on page 40
for acommented picture of the RF mote. Unlike the CCR motes, the RF motes can com-
municate wirelessly with one another where reliable RF communication has been demon-

strated at distances ranging from 5 to 30 meters.

RF Mote with Multiple Sensors

Pressure Sensor/Altimeter
(underneath)

Temperature Sensor

0 to 100 degrees

8 bit 150 KHz Atmel :
Celsius

AVR Microcontroller

Accurate to 2 degree

2 years operation at
1% power on duty
cycling

Humidity Sensor Magnetometers (2 axis)

(not on this board)
0-100% RH with

Capable of measuring
Earth’s magnetic field
to within 1/500th
accuracy

2% accuracy

Accelerometer
(underneath) +/- 2 g at
50 Hertz

Light Sensor

RF Transceiver
Mode of Communication: OOK at Measures from 25 mg accuracy
916.5MHz 4800 bps sunlight to darkness

with 1/4000 full scale
accuracy

Range: 20 meters

Fig. 18. RF Mote. Captions indicate the various subsystems of the RF Mote.

Since the transceivers operate at a single carrier frequency, 916 MHz, only one
device can transmit at atime. If two devices transmit, collisions can occur causing the
data to become unreadable. Additionally, especially in noisy environments, packets of
data can be corrupted during transmission. While there is no protocol in place for retrans-

mitting lost data packets, cyclic redundancy check (CRC) was implemented to check
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packet integrity. The simple demonstrationsin sections 3.2.2 and 3.2.3 are examples that
show the utility and capabilities of distributed sensor networks. In addition, they provide

simple solutions for transmitting data with relatively few collisions.

3.2.1 RF Communication

The system clock of the Atmel MCU runs at 149.475 KHz with asingle instruction
performed per clock cycle. Nineteen instructions are required to send and receive raw
data bits through the RF system. The raw datarate of the RF system is 149.475 KHz/
19Cycleg/bit = 7.867 Kbps, but with the implementation of manchester encoding, the data
rateiscut in half to 3.934 Kbps.

In programming the RF motes, | implemented an operating system where pro-
cesses were performed serially. While this method of programming is easier to implement
than multi-tasking systems, only one process can berun at atime. For example, the pro-

cessor can measure the acceleration or transmit data but cannot do both simultaneously.

3.2.2 Acceleration Sensing Demonstration

An example of how the RF motes could be used is described in the following sce-
nario. Imagine that the RF motes were placed by a highway. When a car drives by, the
road would vibrate from the rumblings of the vehicle. Both the amplitude and frequency
of these vibrations might reveal information about the size and speed of the vehicle. RF
motes equipped with accelerometers could then monitor the highway, continuously mea-
suring amplitude and frequency of the vibrations. Suppose now, that we wanted to detect
only very large trucks on the highway. The RF motes could analyze the strength of vibra-

tions. Should the signal strength exceed a certain threshold, the RF motes would deduce
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that alarge truck drove by and aert neighboring motes.

I implemented a simplified version of the above scenario using three RF motes.
The RF motes would contact neighboring motes if they sensed large changes in accelera-
tion (see Fig. 19 on page 42). If accelerated, an RF mote would transmit a distress signal
to neighboring motes. The distress signal would be in the form of a simple data packet
containing the unique ID code of the mote. Neighboring RF motes receiving the distress
signal would blink with their LED. Though simple, this particular demonstration isa
good example to look at collisions and ensure adequate communication on the single RF

channel.

Fig. 19. The Acceleration Sensing Demonstration. This demonstration showed how sensors and RF com-
munication could be used to detect motion and alert neighbors. When the RF motes detected acceleration,
they would transmit their ID over RF. Motes within communication range would receive the signal and
flash the accelerated motes’ ID from their LED.

The agorithm of the mote has two basi ¢ functions which occur one after the other.
First, the mote measures accel eration, and second, the mote listens for distress signals
from other motes. Because operations work serially in the microprocessor, the mote can-
not listen for distress signals while it measures acceleration and viceversa.  The mote
spends 16 ms measuring acceleration and 100 ms listening. If the mote hears no distress

signal, it simply starts over, first measuring acceleration and then listening for asignal.
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The timing diagram can be seen in Block A of Fig. 20 on page 43.

Block B shows when avalid atransmission needs to start if the RF moteisto
receive avalid distresssignal. The total time to listen for transmissions and measure
accelerationis 16 ms + 100 ms = 116 ms, while the regime for valid transmission starts is
from 14msto 104ms. That implies, that there isa period of 90 msout of 116 mswhere a
valid reception can occur. Provided the motes are uncorrelated in time, the chance that the
mote will detect atransmitted signal is90 ms/ 116 ms = 78% per cycle. Thevalid start
regime (14 ms) starts 2 ms before the listening regime (16 ms) because the training

sequence consumes a few milliseconds of time in the data packet (see page 27).

Block A
Acceleration . o Acceleration . f -
Measurement  Listen for Transmission Measurement  LiStenfor Transmission
16 ms 100 ms 16 ms 100 ms
Block B , . . _ . :
Valid Start Transmission Regime Valid Start Transmission Regime
14 ms 104ms 130ms 210 ms

Fig. 20. Timing Diagram for Valid Communication Regimes. The RF motes read measurements for 16 ms
and then listen for asignal for 100ms. A valid transmission regime for another mote encompasses about 90
msin one cycle.

Depending on the application, 78% might be adequate, but in other casesit is not.
Two waysto improve the reception rate is 1) to increase the listening time of the device or
2) implement an event driven system where the receiver is continuoudly listening. Inthe
former, the frequency of accel eration measurements is decreased. The latter situation
requires more careful consideration. Hill et al. have addressed this problem and othersin

their TinyOS operating system [20]. At adatarate of 3.934 Kbps, the processor is already



dedicating 100% of its time transmitting and receiving. In order to implement a multitask-
ing operating system, the MCU must have some free time during RF communication.
Two possible solutions would be to either generate a faster processor clock or reduce the

datarate of the RF system.

3.2.3 Single Hop Sensor Retrieval Demonstration

Often times, it is not only necessary for COTS Dust to communicate with one
another but also to communicate outside of the network. In this demonstration, sensor
dataisretrieved from remote devices and displayed on the computer. Thisis an example
of how RF motes can successfully communicate with one another and sustain prolonged
periods of datatransmission. Single hop communication is demonstrated, and later in this
section, RF synchronization issues are discussed.

In single hop communication, information is sent from one device to the next
through one RF transmission-reception pair. For this demonstration, there are two types
of motes (see Fig. 21 on page 45). The base mote communicates to the computer viathe
serial port, and the floating motes communicate to the base mote via RF. The user can
specify which motes and additionally which sensors to query. Should the floating mote be

within RF range of the base mote, the data can be retrieved and viewed on the computer.



Floating Mote

Floating Mote

cpecomonin | | soommwra | [

Fig. 21. Single Hop Sensor Retrieval Demonstration.  Motes can be queried by the computer
for sensor data. Software on the computer takes that data and plotsit over time.

3.2.3.1 Synchronized Data Flow

When transmitting data, the floating motes send out data packets constantly. The
packets are received by the waiting base mote which displays the information on the com-
puter screen. The timing of packet transmission is synchronized between the two devices
to optimize data throughput.

To establish synchronization, the base mote must first query one of the floating
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motes. According to the protocolsin Fig. 22 on page 46, the base mote sends out a trans-
mit query and listensfor aresponse. If aresponseis not heard after 100 ms, it proceedsto
send out another transmit query. The base mote repeats the algorithm until avalid mes-
sageisreceived. Once received, the message is sent from the base mote to the computer

over the serial port. The base mote then proceeds to listen for the next packet of data.

Base Mote Protocol Floating M ote Protocaol

Listen for Query

Transmit Query  |<g—— — 100 ms
35ms
Query \ No
—p»| Listen for Sensor Received
Data 100 ms ?
Yes
Transmit Data
Data -
Received) "0 43ms
?
Yes Listen for Stop
Signa
Send Data 30ms
to Computer
1ms

Fig. 22. Protocols used for Base and Floating Mote. The base mote transmits a query and listens for
received signal. If no signal isreceived, it retransmits. The floating mote continuously listens for a signal.
When avalid signal isreceived, it transmits its sensor data continuously while listening for 30msin between

transmission.

Likewise, the floating mote listens for aquery. Once aquery isreceived, the float-

ing mote transmits sensor data to the base mote. The transmission takes 43 ms to com-
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plete. Afterwardsit listensfor 30 ms, if no signal isreceived, it transmits, again.

Both protocols above have listening periods right after transmission periods. This
enables motes to respond to queries right away. The handshaking enables both motes to
communicate with one another as quickly as possible. Furthermore, the motes have syn-
chronized communication channels.

In order to synchronize, however, the motes need to make an initial communica-
tion. Inthe section below, | will discuss an example that points out the factorsinvolved in

establishing communication between uncorrel ated motes.

Floating Mote Cycle

Listen for Listen for
Send Sensor Data Transmission Send Sensor Data Transmission
43 ms 30 ms 43 ms 30 ms
Valid Start Transmission Regime Valid Start Transmission Regime
Base Mote Cycle
Listen for Listen for
Send Query Transmission Send Query Transmission
35ms 100 ms 35ms 100 ms
Valid Start Transmission Regime Valid Start Transmission Regime

Fig. 23. Valid Transmission Regimes for Base and Floating Motes. Thelong listening times for the base
mote coupled with the short transmission times of the floating mote, make it easy for the two motes to
become synchronized.

3.2.3.2 Establishing Communication Links

Suppose that afloating mote is repeatedly sending data. The base mote, not syn-

47



chronized to the floating mote, would like to terminate the floating mote’s transmissions
by transmitting a stop signal. How long will it take the floating mote to receive a valid
stop signal?

The base mote follows the same protocol to send a stop signal as it does to send a
guery. The base mote sends for 35 ms and then listens for 100 ms (see Fig. 23 on page
47). Likewise, the floating mote transmits for 43 ms and listens for 30 ms. The chance it

takes the floating mote to receive a stop signal, follows the equation below:

Piot(t) = 1=(1- R, e(t—=35m9) (1 =Py p4(1)). (11)
where  Py(t) isthe total probability the floating mote has received a stop signal.
Phase(t) is the probability an initial message isreceived by the base mote.
Prio0at(t) isthe probability an initial message is received by the floating mote.
An extra 35 ms is added on to the probability gEfin Equ. 11 to account for the
time it takes to send a stop signal to the floating mote.
For the floating mote, the total cycle period is 30ms + 43ms = 73 ms, where 20 ms
is the valid start transmission regime. For a given transmission the chance of reception is

20ms /73 ms = 27%. Likewise for the base mote, there is a 67% chance of reception.

Fig. 24 on page 49 shows the theoretically calculated probability of reception.
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Notice how Py, contributes

most to P, Thisimpliesthat thebase = \
_ _ _ _ " Prot Pio>0.99 at
mote will most likely receive avalid t=179ms
L . a“ // Phase
transmission from the floating mote %l / /
i /
a / /] -
04 / / ///
before the floating mote receives a stop / / -
‘ / / ,/// - -
signal from the base mote. ) Proa
oab %////
A7

Ppase 1S maximized when its ol

time (ms)

probability of receptionismaximized  Fig. 24. Theoretical Probability of Reception. Py
reaches 0.99 after 179 ms.

and the interval between transmissions

of the floating mote are minimized. While the floating mote has a very low probability of

reception, it does however have a high transmission frequency. That coupled with the

long listening periods of the base mote maximize the probability that both motes will be

able to establish communication in a short time frame.

3.3 Laser Mote

The laser mote, otherwise known as the miniature weather station, isafully auton-
omous mote (see Fig. 25 on page 50) that uses active laser communication to send sensor
datalong distances. The laser mote ran off 2 AA batteries and contained four sensors:
humidity, light, temperature, and pressure. A laser module from a handheld laser pointer
served astransmitter. Mounted directly on the laser mote, the laser module had to be man-
ually adjusted to point towards the receiver. The standard Atmel 90L S8535 microcontrol-
ler served as the computation subsystem, while the Dallas Semiconductor alarm chip

allowed the laser mote to go into low power mode (~1 pW).

49



Fig. 25. Laser Mote. The Laser Mote contains four sensors. humidity, light, temperature,
and pressure.

3.3.1 One-way Asynchronous Laser Communication

To demonstrate the long range capabilities of laser communication, UC Berkeley
graduate student, Matthew L ast, placed the laser motesin various locations around the San
Francisco bay area[21]. A diagram of the system can be seenin Fig. 26 on page 51. At
the Berkeley Marina, alaser mote was positioned so that the laser was pointing towards
the camera some 5 km away. | programmed the laser motes to read and transmit weather
data every three minutes. In general, the laser motes would beinlow power mode for two
minutes and transmit sensor data the third. Transmission took one minute due to the
extremely low datarate, 4 bps.

The imaging receiver used in the laser communication system isa CCD camera
interfaced to a laptop computer via a high-resolution frame grabber. Identical software to
that used in the CCR demonstration (Fig. 34 on page 60) was used to decode signals from

the laser mote [22]. The cameraran at 30 frames/second, while the computational power
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of the laptop further limited the datarate to 4 bps. However, dataratesin excess of 1 kbps

are possible using commercially available high-speed cameras.

*CCD Image Array
*Receive

*UC Berkeley

sMacro Mote with Laser Diode Transmitter
*Marina

Fig. 26. Bay AreaLaser Communication. . Laser moteis placed by Berkeley Marina and aimed
in direction of CCD Image array 5.2 Km away. The laser mote temperature information back to
the receiving information by OOK at 4 bps.

eld " CEn) "I L LR chmond Y
el @41‘ ) e
x = ENIT = e{ EI Cerritu Egaf,,_
s il a!fl_e]f ‘: " o )}'-.
e &1 B,

‘Ila-f"ﬁ. xlﬂ 'hu R .___-Balhﬁ'

I

iy % A
----------- f\-iﬁlﬂ:urd Cardens

Ef gad‘mnnr =

£y 5

A s

Fig. 27. Laser Mote Cross-Bay Communication. The black lines represent the path of the laser during
the laser communication. Three experiments were run with the longest successful range being 21.4 Km.

Last demonstrated repeatable weather data transmission from three different loca-
tions: A) from the Berkeley Marinato Cory Hall at UCB (5.2Km), B) Coit Tower in San

Francisco to Cory Hall (15.3km), and from Twin Peaksin San Francisco to Cory Hall
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(21.4 km) (see Fig. 27 on page 51).

3.4  Corner Cube Reflector Mote (CCR Mote)

The CCR mote, codesigned with Farrah Santoso, communicates to other devices
using passive laser communication by means of the corner cube reflector (see “Passive
Laser Communication” on page 28). The CCR mote is the first COTS Dust designed with

a custom designed integrated MEMS device on board.

LED

Photodiode
- ‘\ - %
- DC/DC Converter

Circuitry

Fig. 28. Corner-Cube-Reflector Mote.

The CCR mote was designed to mimic Smart Dust as described in the scenario of
“Enemy Troop Monitoring” on page 3. As seen in Fig. 17 on page 39, the interrogator
gueries CCR motes by sending a diverged laser signal in the approximate direction of the
devices. The motes receive the signal and depending on the nature of the command,
return temperature data. The laser beam from the interrogator is reflected and modulated
by the CCR in the form of binary data. The data is then decoded back into the motes’ tem-

perature information.
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Fig. 29. Laser Interrogator Querying CCR Mote. The beam of theYAG green laser reflects off the
beam splitter to the CCR motes. The CCR motes reflect back their signal through the beam splitter into
the CCD Camera. Softwareis used to process the flashing signalsinto valid data.

3.4.1 CCR Mote Architecture

The optical communication of the CCR mote can be categorized into 1) the CCR
uplink and 2) the photodiode downlink. The CCR uplink transmits information from the
CCR mote to the laser interrogator system. More specificaly, it provides for the optical
reflection and mechanical actuation of the physical corner cubereflector. The CCR and an
associated DC/DC converter are the components of the uplink. A DC-DC converter is
required to step the voltage up from 3 voltsto 15 volts to actuate the electrostatic mirrors

used in the communication of the CCR devices.

3.4.1.1 Photodiode Downlink

In the photodiode downlink, the CCR mote receives and decodes signals from the
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laser interrogator. The design of the photodiode downlink was dictated by the require-

ments on the data rate and range of communication.

In designing the specifications for the CCR mote, the Smart Dust team wanted the

device to operate both indoors and outdoors (see Table 7 on page 54). Not only would the

device need to handle alarge DC light bias from the sun (~1 kW/mZ), it would also haveto

filter out 60 and 120 Hz noise from fluorescent lighting. To accommodate both scenarios,

analog front end circuitry was designed with alow and high passfilter. AsseeninFig. 30

on page 55, the incoming light signal is converted into a voltage with a transresistance

amplifier. The signal isthen high pass and low pass filtered where the filters are imple-

mented by a Maxim 5 pole filter with a software adjustable corner frequency. Finally the

signal is sampled by an A/D converter.

Table 7: Specifications for CCR Communication

requirements specifications
laser intensity 5mw
laser divergence 0.05 radians half angle
minimum range 10 meters

environment

must work from full sunlight to indoor light include fluorescent light

data rate downlink

30 bps
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Fig. 30. Photodiode Receiver Circuitry.

To gain abetter understanding of the noise from fluorescent lighting, | ran two
experiments. In the first experiment, the corner frequency of the low passfilter was set to

40 Hz. 1 then generated alaser signal whose power density was set to the minimum spec-

ifications of the receiver, a power density of 5 m\W/m?. In the presence of normal fluores-
cent lighting | pointed the laser into the photodiode. | recorded the voltage at the output of
the analog front end and graphed the fourier transform of the resultant signal (see Fig. 31
on page 56). As shown, the signal power is much larger than the 60 and 120 Hz from the
fluorescent lighting.

The second experiment was a slight modification from the first. The corner fre-
guency of the low passfilter was pushed up to 88 Hz, and the laser signal was generated at

100 Hz. As can be seen, the 100 Hz signal is swamped by the 120 Hertz noise. Without

attenuation the fluorescent lighting would emit an average power density of 50 mW/m? at

120 Hertz, ten times stronger than the incoming minimum specified signal.

55



Signal Strength vs. Fluorescent Lighting In Indoor Environment
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Fig. 31. Frequency Plot of CCR Receiver Signals and Noise. Inthe left plot, the LPF corner frequency is
set at 40 Hz. The 40 Hz square wave signal is much larger than the 60 and 120 Hz noise. In theright plot,

the LPF corner frequency is set at 88 Hz. The 120 Hz noise from the fluorescent lights dominates the sig-
nal.

Based on the results of the above experiments, | chose a communication protocol
and data rate whose signal power was centered between 0 and 60 Hz. In order to signifi-
cantly attenuate the 120 Hertz noise, | picked 50 Hertz as the corner frequency of the LPF,
while the raw data rate of the signal was set to 60 bps.

In addition to high frequency noise sources, the signal is also affected by low fre-
guency DC shift. Since the minimum signal power could be over 100 times smaller than
the DC offset signal, even relatively small DC shifts can be significant noise sources. To

kill two birdswith one stone, so to speak, | implemented manchester encoding. Asl men

tioned before, the signal is sampled by an A/D converter after passing through the analog
front end. After digitizing the signal, the Atmel processor can run simple signal process-
ing techniques to further improve data detection. The transfer function to decode the

Manchester signal depends on sin(tw/2) where T isthe raw data sample period (see Figure
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Fig. 32 on page 57). Sincetis1/60 s, sin(tw/2) haszerosat 0 Hz, 60 Hz, and 120 Hz.
The zeros correspond exactly to the noise sources of the system, namely the DC sunlight
and the AC fluorescent lighting. By implementing Manchester encoding, we have been

able to mitigate the key noise frequencies of the system.
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Fig. 32. Filtering Scheme for Manchester Encoding. A matched filter of asingle pulseisfollowed by the
difference of two consecutive pulses. The transfer function of the difference has zeros at 0, 60 Hz, and
120 Hz, for araw datarate of 60 bps.

Without going into too much detail, the digital signal processing performed two
tasks. The signal was digitized and processed with a DC running average filter and a
matched filter. Secondly, a software phase locked loop (PLL) extracted the synchronized
clock from the signal. The PLL relied on zero crossingsto determine the phase of the sys-
tem, making it sensitive to high frequency noise.

As an example, Fig. 33 on page 58 shows the state of the signal after the signal is
digitized. Plot A showsthe signal before the digital signal processing, and plot B shows
the signal afterwards. Calculated zero crossings are marked by asterisks. Notice how

after processing the signal has smooth zero crossings, whereas in the unprocessed state the

zero crossings are more difficult to decipher. The matched filter significantly reduced the
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noise where the signal crossed through zero.

signal before processing
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Fig. 33. Comparison of Signal before and after Processing. Plot A on the top shows the
signal before a matched filter isapplied. The circled region shows where zero crossings
are not clearly resolved. Plot B on the bottom shows the signal after a matched filter is
applied. Here, the signal shows clear transitions through the DC average.

3.4.2 Asynchronous Optical Communication with LED

To demonstrate the receiver uplink, | programmed the CCR mote to respond to
laser interrogations (see Fig. 34 on page 60). The interrogator system is composed of a
laser with diverging lens asits transmitter and a CCD camera and |aptop as its receiver.
By flashing the laser, the interrogator could transmit signals to the waiting CCR mote.
Instead of using the CCR, the mote in this demonstration transmits back to the interrogator
by flashing an LED. The interrogator would pick up the signal in the form of aflashing
point on the CCD camera. Software from the laptop would then resolve the flashing point

into valid data.
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In particular, the laser interrogator transmitted signals that conformed to the
receiver uplink protocol described in the previous section. Additionally, each CCR mote
contained a unique identifier (mote ID). Theinterrogator system specified the mote ID
and the number of temperature data points when querying thefield. 1f the CCR mote hap-
pened to be within communication range of the system, it could communicate back the
temperature data. With this system in place and a laser transmitter, successful two-way
communication was demonstrated at a range of 9 meters.

The system could operate at alarger range if an optical filter was placed on the
photodiode. A 50 nm optical filter on the photodiode could eliminate unwanted light from
the solar spectrum improving the SNR by as much as 7-fold. In free space the power den-
sity of adiverged laser falls as the inverse square of the distance from the source. If 9
meters was the maximum communication range before the filter, 23.4 meters would be the
range after thefilter.

In Fig. 34 on page 60, the flashing LED signal isresolved by a CCD camera
attached to alaptop computer running custom software. The software, written by Brian
Fisher, looks for flashing signals that follow the appropriate communication protocol.
With a 16 bit CRC, thereis less than a 0.01% chance that random flashing lights would

generate avalid signal.
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Fig. 34. Two-way Asynchronous Optical Communication with Laser Interrogator and LED.
Theinterrogator sends a query signal to the CCR mote by means of the YAG green laser. By
flashing its LED, the CCR mote sends back temperature data. Software connected to the CCD
camera decodes the blinking lights into coherent data. Note picture in software is not from this
demo.

3.5 Miniature Motes

The minimotes are basically smaller versions of their predecessors, the RF motes.
Co-designed with Christina Adela, the first minimote contained an RF transceiver, tem-
perature sensor, and Atmel AVR AT90S2313, asmaller version of the AT90S8535. Mea-
suring approximately 1"x1"x0.5", it is to date the smallest fully functional COTS Dust

designed (see Fig. 35 on page 62).
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The second version of the mini motesis called the weC mote, which was designed
with James McLurkin (see Fig. 36 on page 62). The original intent of the weC mote was
to test out algorithms specifically mentioned in histhesis[23]. The weC mote measures a
bit larger in size but has a number of additions. In addition to an integrated PCB antenna,
the weC mote contains both light and temperature sensors. With a CPU clock of 4 MHz,
the weC moteis aso the most computationally powerful of the COTS Dust. However, the
real advantage behind the weC mote is that the hardware configuration supports remote
reprogramming of the Atmel chip. Essentialy, this allows the weC mote to be repro-
grammed over awireless link, whereas all previous versions of COTS Dust must be pro-
grammed through a connector.

Work with the weC mote is being continued with Endeavor. Endeavor is ateam of
CSresearchersin UC Berkeley who are attempting to improve interaction between infor-
mation, devices, and people in the post-PC computing era[24]. Hill et al. have developed
an operating system, TinyOS, for the management of different functions on board the
weC [20]. Additionally, in the spring semester 2000, graduate class CS294-8 under Pro-
fessor David Culler in UC Berkeley used the weC motes as hardware for developing net-

working algorithms [25].
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Fig. 35. First Mini RF Mote. Fig. 36. weC Mote.

3.6 Mote Comparisons

In the previous sections, | discussed the flavors of COTS Dust. Inall, therearea
total of six functionally different motes: Mouse Collar, CCR Mote, Laser Mote, Steered
Agile Beam Mote, RF Mote, and weC Mote. The motes themselves all serve adifferent
function, either in sensor packages or in communication mode. 1n Table 8 on page 62 the

basic mechanical and electrical properties of all the devices are summarized.

Table 8: Mechanical, Electrical, and Price Comparisons of COTS Dust

pricein battery sleep/awake
) . total part :
dimensions small capacity @ 3 current @ 3
number .

quantity \olts Volts
Mouse Collar 0.5"x0.5"x0.3" | 12 $25 48 mA-hrs 15uA/1.2mA
CCR Mote 1.1"x1.1"x0.5"| 48 $50 560 mA-hrs 50uA/10mA
Laser Mote 1"x1"x2" 50 $91 2550 mA-hrs 1uA/25mA
RF Mote 3"x1"x0.5” 85 $172 1000 mA-hrs 1uA/7TmA
weC Mote 1.5" diameter X 46 $55 560 mA-hrs 50uA/9.5mA

0.5”
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3.6.1 Computational Power

While COTS Dust devices varied in computational power from 0.03 to 4 MIPS,
none of the algorithms | developed exceeded more than 1 MIPS. Table 9 on page 63
shows the algorithms from the demonstrations described in this thesis and the minimum
MIPS required to run them. Likewise, program memory was small; none of the programs
required more than 2K of memory.

These, of course, are relatively simple examples, and fairly complex distributed
sensor algorithms may very well exceed the available memory. While all the algorithms
here were written in assembly language, C will likely be the preferred devel opment envi-
ronment for programmers. C compilersin general do not compact code as well and will

result in larger program memories.

Table 9: Code length and computational power for each demonstration

Program

Code Length / total program

MIPS/ total available MIPS

space

Sensor Retrieval 634/4k 0.15/0.15
Acceleration Sensing 434/4k 0.15/0.15
Laser Weather Station 665/4k 0.01/1.8
Asynchronous CCR demo 17714k 0.75/1
Mouse Receiver Collar ~400/768 0.032/0.032

3.6.2 MIPS Efficiency

If energy consumption is alarge concern in the design of devices, one would like

to have the microprocessor use as little energy as possible. One possible way to reduce

power consumption may be to reduce the clock frequency of the microprocessor. How-

ever, this does not entirely address the issue. For example, suppose we need to run a pro-
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gram on a processor in which the program is one thousand instructionslong. At one
megahertz the processor finishesitstask in 1 ms. Now to save power, we clock the pro-
cessor at 100 KHz. While the processor consumes less power, it takes 10 times longer to
run the same program. Instead of consuming power for 1 ms, the processor consumes
power for 10 ms.
An alternative method to examine energy consumption isto look at the total
energy required to execute asingle instruction, the instruction cost. Theinstruction cost is
measured in Joules/instruction, or for a given voltage MIPSY/mA. With this metric, one
can choose a processor and speed whose energy isminimized. If we neglect static current
in MCU'’s (see “Static vs. Dynamic Current” on page 11), the dynamic current is equiva-

lent to the instruction cost.



4.0 Design Advice - Failures and Successes

The COTS Dust motes were successfully built and demonstrated. During the
design cycle, though, | encountered a number of problems. In this section, | discuss some
of the problems | encountered and how | solved them.

| went through two versions of the RF mote before | settled on the one described in
thisthesis. Thefirst RF mote was designed with a Scenix SX28A C series microprocessor.
The SX28AC series can operate with clock cycles up to 50 MHz. However, when | popu-
lated my first circuit board, | had trouble getting the RF Monoalithics transceiver chipset to
work in the presence of the Scenix microprocessor. There are two reasons for why the
transceiver chipset did not work correctly. Namely, the receiver was saturated with noise
generated by the MCU. The MCU was clocked at a low speed of 1 MHz, but | believe
the fast rise and fall times of the MCU contributed to noise in the receiving band. Sec-
ondly, the circuit board did not contain aground or power plain. Ground and power
planesin circuit boards help isolate signals from one another and maintain a stable power
supply voltage. The engineersfrom RF Monolithics recommended aground plain directly
under the receiver on the top circuit board layer with multiple vias connecting it to aglo-
bal ground plane underneath. In the second version of the RF mote | chose the Atmel
AV R microprocessor whose maximum clock speed was no more than 4 MHz. Itslow fre-
guency and power operation suggested that the noise generated in the RF band would be
lower than that of the Scenix chips. In addition, | added a comprehensive ground plane
and physically separated the RFM chipset from the rest of the components on the board.

Another problem in the first version was the choice of power supplies. Because

the Scenix MCU operated at 5 volts and the RFM chips operated at 3 volts, | needed away
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to generate both power supplies. My original thought wasto use 3 n type alkaline batteries
in seriesto provide 3 and 4.5 volts. Even though the MCU operated at 4.5 volts, the bat-
teriesthemselves|ost voltage over their lifetime. 1n essence, the batteries voltage dropped
from 4.7 voltsto 3.9 volts over itslifetime. The voltage quickly fell below the operating
range of the MCU. Theidea of using two voltage converters for both the MCU and the
transceiver chip set was also unappealing due to the added complexity and increased com-
ponent count. To solve the problem, | focused my designs towards a single operating volt-
age, namely that of a 3 volt lithium ion battery. All components were designed to operate
within the battery range of 2.75 to 3.25 vaolts.

The circuit boards were designed in Cadence’s Orcad Capture and Layout Plus 9.0
tools. | used Techcons System Inc. TS9701 to dispense solder paste. Touch up soldering
was done with a Metcal Smartheat soldering iron. Most testing was performed with an
HP54645D Digital oscilloscope. Assembly was done by hand, though for large quantities,
companies like Quote PCBoards Services, Inc. can also populate the boards.

All code was written in assembly language using Atmel’'s AVR Assembler 1.30. |
recommend, however, writing in C and using a C compiler. Commercial hardware pro-
grammers were offered by Atmel. The programmers were so ineffectual that | was forced
to design and build my own. Among the problems | encountered with Atmel’'s program-
mers were periodic programming failure and driven data lines from the programmer after
programming. The homemade programmer was more reliable and did not have any of the
draw backs mentioned above. In addition to being a programmer, it also acted as a serial
port interface device. With just a few lines of code, one could monitor the behavior of the

COTS mote by sending register information over the serial port to the computer. The dual
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purpose of the programmer enabled the user to program a device and debug it without
changing any of the connections. | cannot emphasize enough the convenience of such a
setup.

In the testing of a distributed network, one should pay careful attention to the
reprogrammable capabilities of the system. The weC mote iswirelessly programmable,
though with limitations. The weC mote uses two MCU'’s: one MCU runs the normal oper-
ations of the device, while the other MCU is used strictly to reprogram the first one.
While reprogramming one MCU with the other is possible, considerable software devel-
opment is required, and in addition, Atmel's AVR MCU'’s require the whole code to be
programmed at one time. Depending on the code length, programming the whole device
can take up to 30 seconds. For future devices, | recommend finding a microcontroller that
can reprogram its own program memory sections at a time. For example, the Microchip
PIC16F877 (see page 10) can reprogram its code one instruction at a time.

The above discussion is not a comprehensive list of the problems | encountered,
but it does highlight the most important ones: 1) ground planes, 2) RF noise reduction, 3)
single power supply operation, 2) proper programming and debugging utilities, and 4)

wireless reprogramming capabilities.
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5.0 The Future of COTS Dust

When | refer to COTS Dust | am referring to devices on the order of acubic inch
which contain the four basic subsystems 1) power 2) computation 3) sensors, and 4) com-
munication. Currently, a number of research ingtitutionsin the U.S. are working on centi-
meter-scal e distributed sensor networks[26, 27, 28]. Whilethe BWRC group in Berkeley
Is developing an entire radio on asingle CMOS substrate, the WINS group at UCLA is
focusing on low power wiredless MEMS. Other groups are investigating the routing and
connectivity issues that arise from mobile wireless networks [29, 30]. Interms of power,
Amirthargjah et al. have demonstrated aMEM S system that extracts electric energy from
vibrations [31]. Spanos et al. have devel oped wafers with autonomous sensor arrays on
them that allow for calibration, control, and monitoring of semiconductor manufacturing
processes [32].

The future of COTS Dust communication lies in both RF and optical communica-
tion. MEMS s playing an active role in the development of optical micromirrors with
integrated lasers [21]. Inthe near future, complete subsystems in cubic centimeter sizes
could be commercialized. A number of impediments, however, stand in the way of the
future commercialization of optical communication. To stay competitive with existing RF
systems, optical communication systems need to have high datarates. High datarate
(~Mbps) imaging receivers are being developed for Smart Dust [18]. In a matter of years,
the commercial market could see alow power, high data rate imaging receiver.

Since low power free space optical communication isrelatively new, algorithms

are still under devel opment to establish optical links between devices. Asdiscussed in

“Active Laser Communication” on page 29, establishing optical comm links involves both
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spatial and temporal acquisition steps while RF communication only requires temporal
acquisition.

RF isawell established field and in the next 10 years will be the communication
system of choicefor COTS Dust. Asmixed signal systems become further integrated onto
chips, fully packaged RF transceivers like those from RF Monolithics will become more
available. In addition, Bluetooth, a generic communication standard, offers away for
devices to communicate in clusters, much like distributed sensor networks.

Power consumption will also play akey rolein the design of COTS Dust. While
microcontrollers are following Moore’s Law, consuming less power with like functional-
ity, battery energy densities have not improved significantly over the years. Likewise,
power consumption of the RF communication systems depends largely on the range of
communication. Depending on the application, there will be a direct relationship between
battery size and transceiver capabilities.

Since computation will require less power in the future, | expect COTS Dust to
migrate to a 32 bit core, for example the Arm core. Even further in the future, custom cir-
cuit design could replace commercial microcontrollers as the preferred choice of electron-
ics. Additional functionality would allow future COTS Dust to perform more complex
functions: for example, wireless reprogrammability and more intelligent data routing and

sensor processing.
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6.0 Conclusion

Smart Dust is an ongoing research project whose main goal isto develop cubic
millimeter autonomous sensor devices. Because it would take years to develop asingle
Smart Dust particle, | developed COTS Dust, devices that could be designed and built in
one tenth the time yet mimicked the behavior of Smart Dust. COTS Dust provided the
testing platform to devel op algorithms that could be used in Smart Dust. COTS Dust tech-
nology leveraged off the commercial industry. Ready made commercial parts were inte-
grated together to form cubic inch autonomous systems. Like Smart Dust, COTS Dust
had four magjor subsystems. power, computation, sensors, and communication.

In most of the COTS Dust systems, lithium batteries provided the power source.
The Atmel AVR microprocessor satisfied the majority of the computation needs of the
system. In the literature search, | found that newer microcontrollers offered equivalent
power performances with additional functionality. The Atmel 16/32 Strong Thumb for
example offers 32 bit processing power with only afractional increase in power. A num-
ber of sensors were also integrated into COTS Dust systems. magnetometers, accelerom-
eters, alight sensor, temperature sensor, pressure sensor, and humidity sensor. By
analyzing the data from the accel erometers and magnetometers, the attitude information of
the COTS Dust device can be obtained. The Acceleration Sensing Glove (ASG), for
example, used the gravity reading off the accelerometersto determinefinger orientation of
thewearer. Thefinal subsystem of COTS Dust is communication. RF and active and pas-
sive laser communication subsystems were successfully built and demonstrated. While
RF communication was relatively easy to implement with commercially available prod-

ucts, laser communication demanded that the laser beam be aimed in the exact direction of
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thereceiving device. Future work could include developing systems which autonomously
search and establish communication links via laser beam steering.

With these four subsystems, anumber of COTS Dust systems were designed, built,
and demonstrated. The earliest member of the COTS Dust family isthe RF mouse collar.
Enabling biologists to track mice movementsin the dark, the collars integrated a very low
power microcontroller, RF receiver, and LED. The RF motesintegrated the full suite of
sensors and demonstrated simple single hop communications protocols. The laser mote
established communication over 20 kilometers with less than 3 mWatts of optical power.
A MEMS Corner Cube Reflector wasintegrated into the CCR mote. The CCR mote com-
municated to an interrogator without having to generate its own laser source. The newest
members of the COTS Dust family, the miniature motes, were simplified designs of the
RF mote. With areduced number of sensors and small form factor, the weC mote could be
mass produced at alow cost. Currently, Endeavor, a computer science research group at
UC Berkeley, is using the weC motes as a vehicle to test their distributed sensor network
agorithms.

The appendix at the end of thisthesisincludes bill of materials and circuit dia-
grams for the RF Mote, Laser Mote, CCR Mote, and weC Mote. While | am ending my
research in COTS Dust, | hope that the information | included in this thesis will provide
the foundation for others to develop their own versions of COTS Dust. Aslong asthe
commercial industry continues to produce highly integrated chips, COTS Dust can be
designed with newer parts and added functionality. Additionally, while | have demon-
strated simple algorithms of my COTS Dust systems, | hope Endeavor and related distrib-

uted sensor network research can take the algorithm development one step further. Future
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work could include designing multi-hop networks, autonomous network configuring, data
fusion, and sensor based network decision making. In conclusion, while | have designed,
built, and demonstrated the hardware capabilities of COTS Dust, the research is far from
being complete. Future work could include both the development of COTS Dust with
newer commercia parts and the development of more sophisticated algorithms for distrib-

uted sensor networks.
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8.0 Appendix A: Bill of Materials

81 RF Mote
Part # Part Value Part Type Manufactur Distributor Distribuitor Part Description
er Part#
C1,C25,C10,C11,C12,C1 1LUE Didik PCC104BCT- .1uF Ceramic
C9,C23,C30,C31 : gikey ND Capacitor
. PCC220CNC 22pF ceramic cap
C6 22 pF Digikey T 0805 SMD
., PCC330CGC 33pF 0805 MSD
C24,C28 33 pF Digikey T-ND Cap
. PCC391BNC 390pF ceramic cap
¢ 390 pF Digikey T-ND 0805 SMD
10uF SM
C20,C21,C27,C29,C32 10 uF Digikey PCS]S'SGCT- Electrolytic
Capacitor
L PCS3105CT- 1uF SM Tant TE
C26 1.0uF Digikey ND Series
D1 Digikey P524CT-ND LED Red Hi Bright
. PCD1184CT- inductor 1.0uH
LiLs Digikey ND Fixed SMD
- Transistor NPN 45V
Q3 Digikey BCX70KCT SMD SOT23
Q5,06,07,08,09,010,Q1 Didik NDS352PCT- | MOSFET P-CH 5
1 gy ND Ohm SOT23
) - P1.OMACT- res 1.0M ohm 1/
R14,R22 1 Mohm Panasonic Digikey ND 10W 0805 SMD
R2,(R12),R39 1.1 kohms Panasonic Digikey Pl'lNK g cT- 0805 SMD 5%
R36 1.6 kohms Panasonic Digikey Pl'G,\}f é cr- 0805 SMD 5%
R18 10 kohms Panasonic Digikey Plo:fl'SCT_ 0805 SMD 5%
R50,R51,R52 20 kohms Panasonic Digikey PZOESCT_ 0805 SMD 5%
R45,R47,R48,R49 4.7 kohms Panasonic Digikey P4'7,5 é cr- 0805 SMD 5%
470 . - PA7TOKACT-
0,
R38,R37 kohms Panasonic Digikey ND 0805 SMD 5%
R33 5.1 kohms Panasonic Digikey P5'1NK g cT- 0805 SMD 5%
R42,R44 5.6 kohms Panasonic Digikey PS'G,\}T é cr- 0805 SMD 5%
R23 6.8 kohms Panasonic Digikey P6'8NK S cT- 0805 SMD 5%
7.87 . - P7.87KCCT-
0,
R35 kohms Panasonic Digikey ND 0805 SMD 1%
R43,R46 8.2 kohms Panasonic Digikey PB'ZS é cr- 0805 SMD 5%
20 kohm . TC73X- TC73 20kohm trim
R40,R41,R53 Pot Bourns Digikey 203ECT-ND pot
ADS7841 L ADS7841E- 1C 12-BIT A/D 4CH
u4,u42 SSOP Burr-Brown Digikey ND serial 16-ss0p
5 Hirose L H2202-ND,
uss Connector Electric Co. Digikey H2182-ND 5 Connector SM
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8 Hirose L H2197-ND,
ust Connector Electric Co. Digikey H2185-ND 8 Connector SM
7 Hirose - H2196-ND,
us2 Connector Electric Co. Digikey H2184-ND 7 Connector SM
Linear ) )
LT1635CS ] L LT1635CS8- IC Rail-To-Rail
u47 8 TechnSoI ogie Digikey ND Opamp SO-8
. INA2126U- ICDUAL u-pwr inst
U37,U53,U54 INA2126 Digikey ND amp $0-16
U3s 5 Kohm DC95F502 Digikey K COO2T-ND Thermistor 5K ohm
W temp measure
EVOQ- - P8046SCT- .
U50 PLHA15 Digikey ND momentary switch
X1 32 kHz Digikey SE3202-ND 32.768 kHz crystal
X2 149 kHz Digikey SE3338 149.475 kHz crystal
ADXL202 Analog Future
u22 c Devices Electronics ADXL202 Accelerometer
u19 SM5310 SmI SMI SM 53A13'015' Pressure Sensor
241 C256- . . Bell 241.C256-1/
u24 1/SM Microchip Industries M EEPROM
Dallas Dallas
us DS1306E | Semiconduc | Semiconduc 90- :(L)“;’?)GE_ Alarm/Timer
tor tor
3V o
o . 24MM Lithium w/
Lithium Digikey P126 PCTERMINAL
Battery
Magnetic NVE 5ohm
Ul13,u11 ag AA002-02 NVE FLW AA002-02 resistance bridge
Sensor .
tracking
AT90S851 Insight AT90S8515-
a4 5-4AC Atmel Electronics 4AC MCU
RF RF 916.5MHz
Ul HX2000 Monolithics Spectrum HX2000 transmitter
U6 RX2010 R'.: . Spectrum RX2010 RF 916.' SMHz
Monolithics receiver
Micro
(U21) IH3605 Switch Newark HIH-3605-B Humidity Sensor
HyCa
u28,uU29 Antenna Self made 916.5MHz Antenna
Edmund Silicon Dector 5.1
u46 S H53371 MM2, p.215in
Scientific
catalog
(R24) nothing
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8.2 Laser Mote
Part # Part Value Part Type Manufacturer Distributor Di ;a:;t;:tor Part Description
- PCC120CNC
C6,C7 12pF Digikey T-ND
L PCS3105CT- 1uF SM Tant TE
C9,C20 1.0uF Digikey ND Series
C19,C32,C33,C 01UF Digik PCC104BCT- .1uF Ceramic
34 ' gikey ND Capacitor
10uF SM
c21 10uF Digikey PCSL106CT- Electrolytic
ND .
Capacitor
. LED Red Hi
D1 LED Digikey P524CT-ND Bright
- NDS352PCT- MOSFET P-CH
Q5, Q7 MOSFET P Digikey ND & Ohm SOT23
- NDS355NCT- MOSFET N-CH
Q12,Q13 MOSFET N Digikey ND SOT23
R2,R12,R39 1.1K Digikey Pl.l;l(SCT- 0805 SMD 5%
R18 2.2K Digikey PZ'ZNKSCT' 0805 SMD 5%
R35 8.2K Digikey P8'2NKDACT_ 0805 SMD 5%
R36 1.6K Digikey Pl'GSSCT' 0805 SMD 5%
R54,R37 10K Digikey P10KACT-ND 0805 SMD 5%
R38 470K Digikey P470,\'|<§ cT- 0805 SMD 5%
R52 20K Digikey P20KACT-ND 0805 SMD 5%
R56,R55 4.7K Digikey P4'7NK DA cT- 0805 SMD 5%
R57 100 Ohms Digikey P100ACT-ND 0805 SMD 5%
R33 5.1K Digikey P5'1§§CT' 0805 SMD 5%
. - TC73X- TC73 20kohm
R53 20K Trim Pot Digikey 203ECT-ND trim pot
Dallas Dallas
us DS1306 DS1306E . Semiconducto | 90-1306E-000 Alarm/Timer
Semiconductor ;
u19 SM5310 SM5310 SMI SMI SM 5‘113'015' Pressure Sensor
u21 IH-3605 IH3605 M'C:&?;'mh Newark HIH-3605-B | Humidity Sensor
241 C256- . . - 241.C256-1/
u24 241.C256 1/SM Microchip Digikey M EEPROM
- INA2126U- IC DUAL u-pwr
u37 INA2126 INA2126 Digikey ND inst amp s0-16
Thermistor 5K
u3s thermistor Digikey KC002T-ND ohm temp
measure
Edmund Silicon Dector 5.1
u46 photodiode L H53371 MM2, p.215in
Scientific
catalog
uU63 Max4331 Max4331
- WM1737-ND,
U51 8connector Digikey WM1726-ND 8 Connector SM
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WM1736-ND,

u52 ‘7connector Digikey WM1725-ND 7 Connector SM
Laser . WM4201-ND,
uss Connector Digikey WM2001-ND
U54,U55 M'”'SE’)‘”TtChDP G22AP NKK
us6 at901s8535-4ac Marshal
Industries
Momentory
us7 Switch GB25A NKK
BatteryTermin . WM4200-ND,
us8 as Digikey WM2000-ND
. 32.768 kHz
X1 32.768KHz Digikey SE3202-ND orystal
. 1.8432MHz
X2 1.8MHz Digikey CTX067-ND Crystal
Battery Holder
Laser Power RS3a670-5
Technologies
Crimp terminal Digikey WM2200-ND crimp, .100
AAA Batteries
Crimp terminal Digikey WM1775-ND 1.25 mm crimp
prototype . i
crimp tool Digikey WM9931-ND
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83 CCR Mote
Part # Part Vaue Manufacturer Distributor Distributor Part # Part Description
D1 LED Panasonic-SSG Digikey P524CT-ND LED Red Hi Bright
Rectifiers by
D2 Schottky Diode Motorola Allied Electronics 8582475 Motorola
(MBR0520)
R2 10K Digikey P10KACT-ND 0805 SMD 5%
R3 100 Ohms Digikey P100ACT-ND 0805 SMD 5%
R4 10K Digikey P10KACT-ND 0805 SMD 5%
R5 1.1K Digikey P1.1KACT-ND 0805 SMD 5%
R7 75K Digikey
R8 30K Digikey P10KACT-ND 0805 SMD 5%
R9 16K Digikey P10KACT-ND 0805 SMD 5%
R12 51K Digikey
R14 11K Digikey
R15 51K Digikey
R16 1M
R17 1M
R18 20K
R19 91K
R20 20K
R21 20K
R13 trim pot Digikey
L 1uF SM Tant TE
Cl 1.0UF Digikey PCS3105CT-ND Series
c2 0.1UF Digikey PCC104BCT-ND LuF Ceramic
Capacitor
c3 10UF Digikey pcssioecT-ND | 1O UF Electrolyctic
Capacitor
C4 100PF Digikey PCC104BCT-ND
cs 100PF Digikey PCC104BCT-ND ALuF Ceramic
Capacitor
c6 15UF Digikey pcsiisecT-Np | 10 UF Eledtrolyctic
Capacitor
L 1uF SM Tant TE
Cc8 0.1UF Digikey PCS3105CT-ND Series
L 1uF SM Tant TE
Cc9 0.1UF Digikey PCS3105CT-ND Series
. 1uF SM Tant TE
C10 0.1UF Digikey PCS3105CT-ND Series
c1 100pF
L1 4. 7UH Sumida Sumida CD43-4R7 Inductor 4.7 UH
Q3 NPN
S . - MOSFET P-CH 0.5
Q2 PMOS Fairchild Semi. Digikey NDS352PCT-ND Ohm SOT23
Y1 32 KHz crystal Epson Americalnc. Digikey SE3202-ND 32.0768 KHz crystal
Y2 0.8 MHz crystal ECS Inc. Digikey X925-ND 800 KHz ceramic
resonator
us Photodiode KODAK Edmund Scientific H53372 Photodiode detector
u4 AT0L S8535 Atmel Marshall Industries | ATO0LS535-4aC | AU MEUWINMA
AD7418 .
U5 (Thermistor) Analog Devices Avnet
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u7 LT1613 (DC-DC) Linear Technology Linear Technoogy
u10 INA126 Burr Brown
u9 MAX4334 Maxim
u12 MAX7414 Maxim
U1l MAX7413 Maxim
ueé MiniSwitch DPDT G23AP NKK
BATTERY
Ul Battery Holder Keystone Elec. Digikey 1027K-ND HOLDER 23MM
DUAL CELL
. . - WM1735-ND, 7 Connector 1.25
u13 6Connector Hirose Electric Co. Digikey WM1724-ND micro miniatur
. - Crimp terminal 28-
Crimp Waldom / Molex Digikey WM1775-ND DAWG
. . Battery 3V 23mm
Battery Panasonic Digikey P117-ND L thium Coin type
u2 CCR BSAC
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84 weC Mote
Item Values Manufacturer Distributor Part Number Manifec. Description
Number
100pF 50V
c1 100pf Panasonic Digi-key PCCl(’illé: GCT- v 15 ]%L:JLJC G Ceramic Cap
0805 SMD
) N 10uF 6.3V
C2,C3 10uF Panasonic Digi-key PCS1106CT-ND Tant TE Series
0.01uF 50V
C4,C10 0.01uF Panasonic Digi-key PCCl(’ing NCT- Ceramic CAP
0805 SMD
ECU- 0.1uF 50V
C5 0.1uf Panasonic Digi-key PCC104BCT-ND V1H104KBW Ceramic Chip
CAP
13pF 50V
C6,C9 13pf Panasonic Digi-key PCCL30CQCT- Ceramic 0402
ND
SMD
27pF 50V
c7 27pf Panasonic Digi-key PCCZLOS GCT- Ceramic CAP
0805 SMD
0.015uF 50V
cs 0.015uf Panasonic Digi-key PCC1’5\13§ GCT- v lHEl(;:LSJK gy | CeramicCAP
0805 SMD
Hi EFF Red
o CMD17- .
D1 Red LED Digi-key L62505CT-ND 21VGD/TRS Diff 0805
SMD
- CMD17- Green Diff
D2 Green LED Digi-key L62501CT-ND 21VRD/TR8 0805 SMD
L CMD17- Yellow Diff
D3 Yellow LED Digi-key L62507CT-ND 21VYD/TRS 0805 SMD
. L ELJ 10nH 10%
L1 10nH Panasonic Digi-key PCD1160CT-ND ND1ONKE Fixed SMD
. o ELX 100nH 5%
L2 100nH Panasonic Digi-key PCD1172CT-ND NDR10JE Fixed SMD
Ferrite Bead Fair-Riate Allied
L3 SMD 0805 Products Electronics 2506033017Y0
) . 1000hm 1/10W
R1, R9 100 ohms Panasonic Digi-key P100ACT-ND 506 0805 SMD
R2 Photo Resistor Clairex CCoPAL Data Code: 3
100mil
270kohm 1/
R3 270k Panasonic Digi-key P270KACT-ND 10W 5% 0805
SMD
330kohm 1/
R4 330k Panasonic Digi-key P330KACT-ND 10W 5% 0805
SMD
) L 10kohm 1/10W
R8, R5 10k Panasonic Digi-key P10KACT-ND 506 0805 SMD
) . 27kohm1/10W
R6 27k Panasonic Digi-key P27KACT-ND 506 0805 SMD
100kohm 1/
R7 100k Panasonic Digi-key P100KACT-ND 10W 5% 0805
SMD
8.2kohm 1/
R10 8.2k Panasonic Digi-key P8.2KACT-ND 10W 5% 0805
SMD
) L 30kohm1/10W
R11 30k Panasonic Digi-key P30KACT-ND 506 0805 SMD
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R12,

470 ohm 1/

R13, 470 Panasonic Digi-key P470ACT-ND 6G EE(F\.,J;]L-7 v 10W 5% 0805
R14 SMD
R17 4.7 kohm 1/
' 47k Panasonic Digi-key P4.7TKACT-ND 10W 5% 0805
R15
SMD
2.2 kohm 1/
R16 2.2k Panasonic Digi-key P2.2KACT-ND 10W 5% 0805
SMD
R18 no part
916.5 Hybrid
Ul TR1000 RFM Spectrum TR1000L ASH
Transceiver
u2 at901s8535-4ac Atmel . M arsh.d at901s8535-4ac
industries
u3 AD7418AR Analog Devices Avnet AD7418AR Temperature
Sensor
U4 sacossism | M Crolc:(';p Tech Digikey 241 C256-1/SM 2L cS:'\z/lse-u EEPROM
us ATOO0L S2343- Atmel . M arsh.d AT90L S2343-4sc
4sc industries
. ECS-40-20- 4.000MHz
X1 4MHz Digi-key XC587CT-ND 18TR 20pf SMD
32.768kHz
X2 32.768kHz Digi-key SE3202-ND 32’32551 CYL XTAL C-
’ 002 RX Type
12 pin L WM1741-ND,
1 connector Digi-key WM1730-ND
MiniSwitch Allied
Swi DPDT Electronics 870-6043 G22AP
. . Crimpterminal
Crimp Waldom / Molex Digikey WM 1775-ND 28-30AWG
BATTERY
Battery . HOLDER
Holder Keystone Elec. Digikey 1027K-ND 23MM DUAL
CELL
Battery 3V
Battery Panasonic Digikey P117-ND 23mm Lthium
Coin type
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