Synthesis of distributed fault-tolerant schedules (Claudio Pinello and Sam Williams)

· Project  Grade: A, Overall Grade: A
· Major Points:
· Page 5, 2nd column: Are you saying that the verification of the fault tolerant schedule discovered bugs in the orginal program, independent of fault tolerance? If so, you might feature this benefit more in your paper.

· It seems that your verification of the fault coverage is novel. Have others done it this way?

· I agree about getting  smaller tasks that could show off your algorithm more.

· Timing would also be a nice addition in the future.

· To me a major question is how often faults result in fail fast and fail silent conditions, as the solution is based on this commonly made assumption. It would be great if the people at BMW had any data on such faults and failures

· If they had such failure information, which I would think they do, a second questioin would be how often would your technique s make a difference. 10%? 50%? 90%?

· Have you asked Sangiovanni-Vincentelli if this paper can be turned into something that can be published in some CAD conference?

· Small items, writing comments, and typos:
· Page numbers would help
· Page 1, column 1, 3rd paragraph, 2nd sentence: "This would provide " => "To provide"

· You need some commas in the writing (Did you ask Word to grammar check?)

· Page 2, 1st column, line 5: "However there are no" => "However, there are no"

· Page 2, 1st column, line 4 above figure: "Of course at each" => " Of course, at each "

· Starting around page 2-3, you lost the paragraph indent, which makes it hard to read.

· Bibilography: if its put in the order references first appear in the paper, then citations are numbered. If they are citations refer to the authors names, for example [DGLS01], then the citations are ordered alphabetically. The combination you use--citation order and alphabetic notation--makes it hard to find the citation. Suppose there were 100 references; how would you find one??

You may also get comments from Aaron Brown and/or Armando Fox

Making Chord Robust (Dan Adkins)

· Project  Grade: A, Overall Grade: A-

· Major Points:

· List of diserable characteristics should include resiliance in the presense of maliscious attacts. . (Since footnote 1 mentions that RIAA did an attack on Napster) Reference the P2P paper in the class. Fine to say, as you do, that its not the focus of this paper.
· Page 5: How did you pick 60 seconds as period to repair links? Suppose it was 10 minutes instead: what would be the chances of failure?
· Nice validation of Theorem 1 via your simulation
· Nice survey of related work and comparison to chord
· Have you asked Stoika if this paper can be turned into something that can be published in some network or P2P conference?
· Small items, writing comments,  and typos:

· Page 1, 2nd paragraph, first line: "For examples" => "For example"

· Page 8, sectoin 5, 3rd paragraph, liine 7; "Similar Chord" => "Similar to Chord"

· It would be nice to have a pdf version as well as postscript online, so that Google can find it

· Nice writing style

You may also get comments from Aaron Brown and/or Armando Fox

FIG: Fault Injection in glibc (Pete Broadwell, Naveen Sastry, Jonathan Traupman)

· Project  Grade: A, Overall Grade: A

· Major Points:

· Since every logged system call writes to a file, it would seem to be slow. Why is this intuition wrong?
· This is excellent work. I like what you’re learned from the initial functionality of glibc, and that you got it working

· I think a question is what’s next to turn this into a paper. Here are the talking points
· Make the tool rock-solid so that it could be distributed to others (including your list of improvements)
· Perhaps need to contact MySQL author to understand why strace –I doesn’t work, to try to understand why glibc doesn’t work. Are multithreaded apps likely to be a problem? Its important to understand the limits of the tool. Also Mozilla, if there is anyone to ask
· Measure the overhead: per call and overall system impact
· Look at another half-dozen interesting applications; should we try to get some commercial apps on Linux, as they are supported by IBM? Using a 30 day trial period? (Ask Aaron about this 30-aday trioal software)

· Get some idea why each application did what it did, as you found on Apache

· Look to see what are the successful strategies of systems that did well

· Look at real failures to drive the fault insertion; Pete Chen has data like this?
· Small items, writing comments,  and typos:

· Page 6, section 4.1, 2nd paragraph: “When ls faces out of memory errors” => “When ls runs(?) out of memory errors”

· Re: Loading glibc; you could do the equivalent for Solaris too? What would need to change?

· Nice survey or prior work

· Well written paper

You may also get comments from Aaron Brown and/or Armando Fox

Query Processing in a Hostile Environment (Sailesh Krishnamurthy and Satrajit Chatterjee)

· Project  Grade: A, Overall Grade: A

· Major Points:

· Good argument about how Internet distributed apps need to tolerate more than one failure
· Figure 3 result is interesting; performance increase via replication
· Interesting idea on adapting the placement after a failure for future work
· Have you asked Hellerstein or Franklin if this paper can be turned into something that can be published in some database conference?
· Small items, writing comments,  and typos:

· Reference [2]. Need to identify the institution so that reader can find the TR. In fact, references [7,10,11] need more information so that they can be found

· Well written

You may also get comments from Aaron Brown and/or Armando Fox
Automating Root-cause Analysis (Mike Chen, Eugene Fratkin, Emre Kiciman)

· Project  Grade (Mike Chen): A, Overall Grade (Mike Chen): A

· Major Points:

· I already sent email about ROC statistic to evaluate misses and false positives (just learned about it, or I would have told you sooner)
· I thik the question for this application is what is the relative importance of missing faults (recall) vs. false positives (precision). Any arguments here? 
· Did you measure performance and space overhead of the monitoring tool? Of the fault injection layer? (Is this the purpose of [ ] comment on page 13?)
· One question is the reality of failures use to drive the fault insertion; does Pete Chen has data like this, from looking at error logs?
· This is a full and rich research project: hypothesis, fault injection layer, protoype, tools, workload, interesing results. Well done!
· Small items, writing comments,  and typos:
· page 6, section 2.1, 3rd paragraph, 2nd line: "we can record the id" => use either ID or identity instead of id (unless this is something to do with Freud), or perhaps use italics, here and throughout the rest of the paper

· For some reason Figure 3 looks fuzzy when I print it. Color? JPEG? Make it bigger or something to make it clearer in black and white, as that is likely what reviewers will look at when they read your paper

You may also get comments (or have them already) from Aaron, Armando, and George

