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1 Value Iteration

Q: For an MDP (S,A, P (s′|s, a), R(s, a), γ,H), (a) Write the objective to be
optimized; (b) Write out the Value Iteration algorithm; (c) Describe in words
the meaning of V ∗i (s) and π∗i (s); (d) Write out the Bellman equation, satisfied
by V ∗ at convergence.

A:

(a)

max
π

E

[
H∑
t=0

γtR(st, at) | π

]

(b)

set V ∗0 (s) = 0 for all states s

for i = 1, . . . ,H

for all states s:

(V ∗i (s), π∗i (s))← maxa
[
R(s, a) + γ

∑
s′ P (s′|s, a)V ∗i−1(s′)

]

(c)
V ∗i (s) = expected sum of rewards accumulated starting from state s, if acting

optimally for i steps

π∗i (s) = optimal action when in state s and getting to act for i steps

(d)

V ∗(s) = max
a

[
R(s, a) + γ

∑
s′

P (s′|s, a)V ∗(s′)

]
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2 Policy Iteration

Q: For an infinite horizon MDP (S,A, P (s′|s, a), R(s, a), γ), (a) Write the objec-
tive to be optimized; (b) Write out the Policy Iteration algorithm; (c) Provide
intuition why the policy improvement step indeed improves the policy.

A:

(a)

max
π

E

[ ∞∑
t=0

γtR(st, at) | π

]

(b)

randomly initialize the policy π0(s)

for k = 0, 1, . . . (till convergence)

Evaluate the current policy πk:

init V πk(s) for all states s (any init OK, most efficient: V πk−1)

for i = 1, 2, . . . (till convergence)

for all states s:

V πk(s)← R(s, πk(s)) + γ
∑
s′ P (s′|s, a)V πk(s′)

Improve upon the current policy through one-step lookahead:

πk+1(s) = arg maxaR(s, a) + γ
∑
s′ P (s′|s, a)V πk(s′)

(c)
First, let’s consider the non-stationary policy which at the first time step

follows πk+1 and then onwards follows πk. This non-stationary policy is at least
as good as πk, because by definition it takes the optimal first action assuming
using πk then onwards. In contrast, πk doesn’t get to optimize that first action.

Now, since we have a stationary MDP, on the second time step, we are faced
with the exact same problem as at the first time step. This means that at the
second time step we’re also better off executing πk+1 (rather than πk).

This same reasoning applies to all future time steps, hence applying πk+1 at
all time steps is better than πk. (That is, until convergence has been achieved,
at which point πk+1 = πk.)
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3 Max-Ent Value Iteration

Q: (a) Consider the 1-step max-ent problem:

V = max
π(a)

(E [r(a)] + βH(π(a)))

(i) Write out the dual formulation; (ii) Write out the optimality conditions and
derive the solution for π(a); (iii) Fill the solution for π(a) into the objective and
simplify to get the expression for max-ent V.

(b) Now consider max-ent value iteration:

Vk(s) = max
π

(E [R(s, a) + Vk−1(s′)] + βH(π(a|s)))

Using the results from (a), write out a closed-form expression for Vk(s) and for
πk(a|s).

A:

(a)(i)

max
π(a)

min
λ
L(π(a), λ) = max

π(a)
min
λ

∑
a

π(a)r(a)− β
∑
a

π(a) log π(a) + λ(
∑
a

π(a)− 1)

(a)(ii)

∂
∂λL(π(a), λ) = 0∑

a π(a)− 1 = 0

∂
∂π(a)L(π(a), λ) = 0

∂
∂π(a)

∑
a π(a)r(a)− β

∑
a π(a) log π(a) + λ(

∑
a π(a)− 1) = 0

r(a)− β log π(a)− β + λ = 0

β log π(a) = r(a)− β + λ

π(a) = exp
[
1
β (r(a)− β + λ)

]
π(a) = 1

Z exp( 1
β r(a))

Z =
∑
a

exp(
1

β
r(a))
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(a)(iii)

V =
∑
a

1
Z exp( 1

β r(a))r(a)− β
∑
a

1
Z exp( 1

β r(a)) log
(

1
Z exp( 1

β r(a))
)

=
∑
a

1
Z exp( 1

β r(a))
(
r(a)− β log

(
exp( 1

β r(a))
))
− β

∑
a

1
Z exp( 1

β r(a)) log 1
Z

= 0− β log 1
Z

∑
a

1
Z exp( 1

β r(a))

= −β log 1
Z

= β log
∑
a exp( 1

β r(a))

(b)

Vk(s) = maxπ E [r(s, a) + βH(π(a|s) + Vk−1(s′)]

= maxπ E [Qk(s, a) + βH(π(a|s)]

Vk(s) = β log
∑
a

exp(
1

β
Qk(s, a))

πk(a|s) =
1

Z
exp(

1

β
Qk(s, a))
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4 Solving Continuous MDPs with Discretization

Q: (a) Sketch how to solve Continuous MDPs with Discretization with stochastic
mapping onto all direct neighbors. (b) Discuss why this often outperforms
mapping onto the single nearest neighbor.

A:

The two main challenges with single nearest neighbor are (i) that small
actions can have zero effect on the discretized state; (ii) that solutions found in
the discretized MDP might take advantage of the very particular deterministic
properties it contains.
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5 Cross Entropy Method

Q: Describe the Cross-Entropy Method to solve maxxf(x), assuming x ∈ Rn.
Discuss what are the hyperparameters. Discuss how it can also be applied when
x ∈ {0, 1}n.

A:
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6 Challenges with Approximate Value Iteration

Q: (a) Describe the Tsitsiklis & Van Roy 2-state example MDP showing that
value iteration with least squares function approximation can diverge. (b) Draw
a simple scenario of two operators, where the first operator (T1) is a contraction
in the infinity-norm, and the second operator (T2) is a contraction in the two-
norm, but alternating them leads to divergence.

A:

(a)

(b)
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7 LQR

Q: (a) Describe the LQR setting in standard notation, (b) Derive the LQR
update equations

A:

(a)

(b)
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8 Gradient Descent and Newton’s Method

Q: (a) Describe the Gradient Descent algorithm ; (b) Discuss the notion of well-
conditioned versus poorly-conditioned problems by considering gradient descent
on the objective f(x) = 1

2

(
x21 + γx22

)
for different choices of γ; (c) Derive the

Newton Step; (d) Discuss how Newton’s method fares on the objective from (b).
A: (a)

Initialize x

Repeat

Compute the gradient ∇f(x)

Line search: find a good step size t > 0

Update: x← x− t∇f(x)

Until stopping criterion satisfied

(b)

This problem is well conditioned for γ ≈ 1. This problem is poorly condi-
tioned for γ >> 1 and for 0 < γ << 1.

(c) Newton’s method considers the local 2nd order Taylor approximation:

f(x+ ∆x) ≈ f(x) +∇f(x)>∆x+
1

2
∆x>∇2f(x)∆x

Assuming ∇2f(x) � 0 (which is true for convex f), the minimum of the
second-order approximation is found at:

∆x = −(∇2f(x))−1∇f(x)

which is called the Newton step.

(d) Since the objective under (b) is a quadratic objective, the Newton step will
take us directly to the optimum, independent of the conditioning (i.e. indepen-
dent of the value of γ).
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9 Natural Gradient

Q: (a) Derive the natural gradient for a maximum likelihood problem

max
θ
f(θ) = max

θ

∑
i

log p(x(i); θ)

and through your derivation show how it’s different from the Hessian. (b) List
the benefits

A:

(a)

(b)

1. faster to compute than Hessian (only gradients needed)

2. guaranteed to be negative definite

3. found to be superior to exact Hessian in various experiments

4. invariant to reparameterization of the distribution p
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10 Constrained Optimization: Penalty Method

Q: Consider the constrained optimization problem:

min
x

g0(x)

s.t. gi(x) ≤ 0 ∀i
hj(x) = 0 ∀j

(a) Write out the penalty formulation and annotate what is the “merit function”;
(b) Describe the general Penalty Method; (c) Describe the Penalty Method with
Trust Region Inner Loop; (d) Describe Dual Descent

A:

(a)

min
x

g0(x) + µ
∑
i

|gi(x)|+ + µ
∑
j

|hj(x)| = min
x
fµ(x)

fµ(x) is the merit function

(b)

Inner loop: optimize merit function over x, which could be done with
gradient descent, Newton or quasi-Newton, or trust region methods

Outer loop: increase µ

exit when constraints are satisfied after completion of inner loop

(c) The trust region inner loop will repeatedly solve:

min
x

g0(x̄) +∇xg0(x̄)(x− x̄) + µ
∑
i |gi(x̄) +∇xgi(x̄)(x− x̄)|+ + µ

∑
j |hj(x̄) +∇xhj(x̄)(x− x̄)|

s.t. ‖x− x̄‖2 ≤ ε

(d)

max
λ≥0,ν

min
x
g0(x) +

∑
i

λigi(x) +
∑
j

νjhj(x)

Dual Descent iterates over:

1. Optimize over x

2. Gradient descent step for λ and ν:

λi ← λi + αgi(x) (clip to zero to keep positive)

νj ← νj + αhj(x)
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11 Optimization for Control

Q: (a) Write out the breakdown of optimal control formulations across (i) open-
loop vs. closed-loop; (ii) shooting vs. collocation in 2x2 table. (b) What is a
key benefit of collocation? (c) What is a key benefit of shooting?

A:

(a)

(b) In shooting, the influence of the control inputs propagates directly over time,
often making for a very poorly conditioned problem. In collocation, by having
the state as optimization variable, the influence is decoupled into per-time-step
influence, improving conditioning.

(c) Collocation can get stuck in infeasible local optima, whereas with shooting
the solution is always something that can be executed.
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12 Rapidly Exploring Random Trees

Q: Write out the RRT algorithm

A:
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13 Bayes’ Filters and Particle Filters

Q: (a) Write out the Bayes’ filter Time Update and Measurement Update equa-
tions; (b) Write out the particle filter algorithm. In addition to the pseudo-code,
include brief comments about what’s happening in each line.

A:

(a) Time Update:

P (xt+1|z0, . . . , zt) =
∑
xt

P (xt+1|xt)P (xt|z0, . . . , zt)

Measurement Update:

P (xt+1|z0, . . . , zt, zt+1) =
1

Z
P (xt+1|z0, . . . , zt)P (zt+1|xt+1)

(b)

15



14 POMDPs

Q: (a) Draw the POMDP light-dark domain; (b) Draw the state-space plan
the certainty-equivalent policy would come up with (which plans purely in state
space assuming the mean estimate is the actual state); (c) Draw what the opti-
mal solution would do, which can be found by planning in belief space.

A:

Figure 1: From left to right: (a), (b), (c)
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15 Imitation Learning

Q: (a) Describe Behavioral Cloning; (b) Describe distribution shift, why it
happens, and its effect; (c) Describe DAgger; (d) Describe the problem setting
of Inverse Optimal Control

A:

(a) Given demonstration data (ot, at) where ot is the observation at time t and
at the action taking by the demonstrator at time t, behavioral cloning runs
supervised learning to learn the mapping from observation to action.

(b) Distribution shift refers to encountering a different distribution over observa-
tions at test time compared to training time. In behavioral cloning this happens
because the learned policy doesn’t perfectly match the demonstration policy. In
turn, this means the learned policy is applied to observations it wasn’t trained
for, which can often be problematic.

(c) DAgger corrects for distribution shift by collecting expert data under the
distribution over observations currently encountered by the learned policy.

(d)

Given:

State space, Action space

Transition model

Demonstrations (samples from π∗)

Goal:

Learn reward function R(s, a) that best explaines the demonstrations
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16 Policy Gradients

Q: (a) Derive the likelihood ratio policy gradient starting from the objective

U(θ) =
∑
τ

P (τ ; θ)R(τ)

(b) Introduce the temporal aspect, to get an expression for ∇θ logP (τ (i); θ) that
shows the dynamics model is not required to compute the policy gradient; (c)
Write out the vanilla policy gradient expression with value function baseline.

A:

(a)

∇θU(θ) = ∇θ
∑
τ P (τ ; θ)R(τ)

=
∑
τ ∇θP (τ ; θ)R(τ)

=
∑
τ P (τ ; θ)∇θP (τ ;θ)

P (τ ;θ) R(τ)

=
∑
τ P (τ ; θ)∇θ logP (τ ; θ)R(τ)

∇θU(θ) ≈ 1

m

m∑
i=1

∇θ logP (τ (i); θ)R(τ (i))

(b)

(c)

∇θU(θ) ≈ 1

m

m∑
i=1

H∑
t=0

∇θ log πθ(u
(i)
t |s

(i)
t )

(
H−1∑
k=t

R(s
(i)
k , u

(i)
k )− Vφ(st)

)
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17 TRPO and PPO

Q: (a) Describe the TRPO surrogate objective; (b) Describe the PPO v1 sur-
rogate objective; (c) Describe the PPO v2 surrogate objective

A:

(a)

max
θ

Êt
[

πθ(at|st)
πθold (at|st)

Ât

]
s.t. Êt [KL[πθold(· | st), πθ(· | st)]] ≤ δ

(b)

min
β≥0

max
θ

Êt
[
πθ(at|st)
πθold(at|st)

Ât

]
− β

(
Êt [KL[πθold(· | st), πθ(· | st)]]− δ

)
Optimize by running dual descent, which alternatives over gradient steps for

θ to maximize and gradient steps over β to minimize

(c) Let:

rt(θ) =
πθ(at|st)
πθold(at|st)

Then Optimize the surrogate loss:

LCLIP(θ) = Êt
[
min

(
rt(θ)Ât, clip (rt(θ), 1− ε, 1 + ε) Ât

)]
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18 Q-Learning (forthcoming)

Q: (a) Describe the tabular Q-learning algorithm; (b) Describe the main one-line
change for Q-learning with function approximation.

A:

(a)

• Init Q(s, a) [anything is fine, all 0 can make sense; optimistic can also
make sense]

• Get initial state s

• Iterate (till convergence)

– SAMPLE: sample action a, get reward r and next state s′

– COMPUTE TARGET VALUE:

∗ IF s′ is terminal:

· target = r

· Sample new initial state s′

∗ ELSE:

· target = r + γmaxa′ Q(s′, a′)

– UPDATE Q: Q(s, a)← (1− α)Q(s, a) + α target

– s← s′

(b)
The UPDATE now becomes an update of a parameterized function Qθ, often

done in small batches. For a single sample we’d take one (or more) steps on this
objective:

min
θ

(Qθ(s, a)− target)
2
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19 DDPG and SAC

Q: (a) Described DDPG; (b) Describe SAC

A:

(a)

• ROLL-OUTS: collect data under current policy, add data in replay buffer
D

• LEARNING UPDATES (loss functions on which to take a few steps):

JQ(θ) = E(st,at,rt,st+1)∼D (rt + γQθ(st, πφ(st))−Qθ(st, at))2

Jπ(φ) = −Est∼D [Qθ(st, πφ(st, zt)]

Note: in practice there are two Q functions for stabilization.

(b)

• ROLL-OUTS: collect data under current policy πφ, add data in replay
buffer D

• LEARNING UPDATES (loss functions on which to take a few steps):

JV (ψ) = Est∼D
[(
Vψ(st)− Eat∼πφ [Qθ(st, at)− log πφ(at|st)]

)2]
JQ(θ) = E(st,at,rt,st+1)∼D (rt + γVψ(st+1)−Qθ(st, at))2

Jπ(φ) = Est∼D
[
DKL

(
πφ(·|st)‖ exp(Qθ(st,·)Zθ(st)

)]
Note: in practice there are two Q-functions and two V -functions for stabi-

lization.
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20 Model-based RL

Q: (a) Describe canonical model-based RL; (b) What is the model-bias problem
in model-based RL?

A:

(a)

Iterate

– Collect data under current policy

– Learn dynamics model from all data collected so far

– Improve policy by using the learned dynamics model

(b) Policy optimization using the learned dynamics model can result in exploit-
ing regions where insufficient data was available to support the learned dynamics
model, which can lead to catastrophic failures when the policy that looks great
in simulation gets deployed in real world.
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