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Abstract

When troubleshooting buggy executions of distributed systems, developers typically start by manually separating out events that are responsible for triggering the bug (signal) from those that are extraneous (noise). In this paper we present DEMi, a tool for automatically performing this minimization. We apply DEMi to buggy executions of two very different distributed systems, Raft and Spark, and find that it achieves up to 97% reduction of execution length within a small time budget.

1 Introduction

Even simple code can contain bugs (e.g., crashes due to unexpected input). But the developers of distributed systems face additional challenges, such as concurrency, asynchrony, and partial failure, which require them to consider all possible ways that non-determinism might manifest itself. Since the number of event orderings a distributed system may encounter grows exponentially with the number of events, bugs are commonplace.

Software developers discover bugs in several ways. Most commonly, they find them through unit and integration tests. These tests are ubiquitous, but they are limited to cases that developers anticipate themselves. To uncover unanticipated cases, semi-automated testing techniques such as fuzzing (where sequences of message deliveries, failures, etc. are injected into the system) are effective. Finally, despite pre-release testing, bugs may turn up once the code is deployed in production.

The last two means of bug discovery present a significant challenge to developers: the system can run for long periods before problems manifest themselves. The resulting executions can contain a large number of events, most of which are not relevant to triggering the bug. Understanding how a trace containing thousands of concurrent events lead the system to an unsafe state requires significant expertise, time, and luck.

Faulty execution traces can be made easier to understand if they are first minimized, so that only events that are relevant to triggering the bug remain. In fact, developers often start troubleshooting by manually performing this minimization. Since developer time is typically much more costly than machine time, automated minimization tools for sequential test cases [24, 82, 90] have already proven themselves highly valuable, and are routinely applied to bug reports for software projects such as Firefox [1], LLVM [8], and GCC [7].

In this paper we address the problem of automatically minimizing executions of distributed systems. We focus on executions generated by fuzz testing, but we also illustrate how one might minimize production traces.

Distributed executions have two distinguishing features. Most importantly, input events (e.g., node failures) are interleaved with the internal events (e.g. intra-process message deliveries) of concurrent processes. Minimization algorithms must therefore consider both which of the input events and which of the (exponentially many) event schedules are likely to still trigger the bug. Our main contribution (discussed in section 3) is a set of techniques for searching through the space of event schedules in a timely manner; these techniques are inspired by our understanding of how practical systems behave.

Distributed systems also frequently exhibit non-determinism (e.g. since they make extensive use of timers to detect failures), complicating replay. We address this challenge (as we discuss in section 4) by instrumenting the Akka actor system framework [2] to gain nearly perfect control over when events occur.

With the exception of our prior work [68], we are unaware of any other tool that solves this problem without needing to analyze the code. Our prior work targeted a specific distributed system (SDN controllers), and focused on minimizing input events given limited control over the execution [68]. Here we target a broader range of systems, formally define our problem statement, and exercise significantly greater control over execution in order to systematically explore the state space. We also articulate new minimization strategies that quickly reduce input events, internal events, and message contents.

Our tool, Distributed Execution Minimizer (DEMi), is implemented in ~14,000 lines of Scala. We have applied DEMi to akka-raft [3], an open source Raft implementation, and Apache Spark [86], a widely used data analytics framework. Across 11 known and discovered bugs, DEMi reduces the number of events in faulty execution traces by as much as 97%, and provides results that are up to 16 times smaller than those produced by the state-
of-the-art blackbox minimization technique [68]. The results we find for these two very different distributed systems leave us optimistic that these techniques, along with adequate visibility into events (either through a framework such as Akka, or through custom monitoring), can be applied successfully to a wider range of systems.

2 Problem Statement

We start by introducing a model of distributed systems as groundwork for defining our goals. As we discuss further in §4, we believe this model is general enough to capture the behavior of many practical systems.

2.1 System Model

Following [31], we model a distributed system as a collection of \( N \) single-threaded processes communicating through messages. Each process \( p \) has unbounded memory, and behaves deterministically according to a transition function of its current state and the messages it receives. The overall system \( S \) is defined by the transition function and initial configuration for each process.

Processes communicate by sending messages over a network. A message is a pair \((p, m)\), where \( p \) is the identity of the destination process, and \( m \) is the message value. The network maintains a buffer of pending messages that have been sent but not yet delivered. Timers are modeled as messages a process can request to be delivered to itself at a specified later point in the execution.

A configuration of the system consists of the internal state of each process and the contents of the network’s buffer. Initially the network buffer is empty.

An event moves the system from one configuration to another. Events can be one of two kinds. Internal events take place by removing a message \( m \) from the network’s buffer and delivering it to the destination \( p \). Then, depending on \( m \) and \( p \)’s internal state, \( p \) enters a new internal state determined by its transition function, and sends a finite set of messages to other processes. Since processes are deterministic, internal transitions are completely determined by the contents of \( m \) and \( p \)’s state.

Events can also be external. The three external events we consider are: process starts, which create a new process; forced restarts (crash-recoveries), which force a process to its initial state;\(^2\) and external message sends \((p, m)\), which insert a message sent from outside the system into the network buffer (which may be delivered later as an internal event). We do not explicitly consider fail-stop process failures, since these are equivalent to permanently partitioning a process from all other processes.

A schedule is a finite sequence \( \tau \) of events (both external and internal) that can be applied, in turn, starting from an initial configuration. Applying each event in the schedule results in an execution. We say that a schedule ‘contains’ a sequence of external events \( E = \{e_1, e_2, \ldots, e_n\} \) if it includes only those external events (and no other external events) in the given order.

2.2 Testing

An invariant is a predicate \( P \) (a safety condition) over the internal state of all processes at a particular configuration \( C \). We say that configuration \( C \) violates the invariant if \( P(C) \) is false, denoted \( \overline{P}(C) \).

A test orchestrator generates sequences of external events \( E = \{e_1, e_2, \ldots, e_n\} \), executes them along with some schedule of internal events, and checks whether any invariants were violated during the execution. The test orchestrator records the external events it injected, the violation it found (if any), and the interleavings of internal events that appeared during the execution.

After generating a faulty execution, we minimize it by executing modified versions of the original fault-inducing schedule and checking whether they still trigger the invariant violation. We must always ensure that each modified schedule we execute is valid, meaning that whenever an internal message is to be delivered, that message is pending. We must additionally ensure that external events have their causal dependencies met, i.e. we ensure that forced restarts are always preceded by a start event for that process. We assume that external messages are independent of each other, i.e., we do not support external messages that, when removed, cause some other external event to become invalid.

2.3 Problem Definition

We are given a schedule \( \tau \) injected by a test orchestrator,\(^3\) along with a specific invariant violation \( \overline{P} \) observed at the end of the test orchestrator’s execution.

Our main goal is to find a schedule containing a small sequence of external (input) events that reproduces the invariant violation \( \overline{P} \). Formally, we define a minimal causal sequence (MCS) to be a subsequence of external events \( E' \subseteq E \) such that there exists a schedule containing \( E' \) that reproduces \( \overline{P} \), but if we were to remove any single external event \( e \) from \( E' \), there would not exist any schedules containing \( E' - e \) that reproduce \( \overline{P} \).\(^4\)

We start by minimizing external (input) events because they are the first level of abstraction that developers reason about. After finding an MCS, we turn to minimizing internal events, by searching for smaller schedules containing the same external events as the MCS that still triggers the invariant violation. Lastly, we seek to minimize the contents (e.g. data payloads) of external messages.

---

\(^2\)though it may maintain non-volatile state.

\(^3\)We explain how we generate these schedules in §4.

\(^4\)It might be possible to reproduce \( \overline{P} \) by removing multiple events from \( E' \), but checking all combinations is tantamount to enumerating its powerset. Following [90], we only require a 1-minimal subsequence \( E' \), an approximation of global minimality.
Note that we do not focus on bugs involving only sequential computation on a single process. Moreover, we do not specifically focus on human misconfigurations, but instead observe the behavior of the distributed system after it has received an initial configuration. Our focus is on minimizing concurrent schedules, where the complexity of distributed systems lies.

With a minimized execution in hand, the developer begins debugging. Echoing the benefits of sequential test minimization, we claim that the greatly reduced size of the trace makes it easier to understand which code path contains the underlying bug, allowing the developer to focus on fixing the problematic code itself.

### 3 Approach

Conceptually, one could find MCSes by enumerating and executing every possible schedule of a fixed length containing the given external events. The globally minimal MCS would then be the shortest prefix containing the fewest external events that causes the safety violation. Unfortunately, the space of all schedules is exponentially large, so executing all possible schedules is not feasible. This leads us to our key challenge:

*How can we maximize reduction of trace size within bounded time?*

To find MCSes in a reasonable time, we split schedule exploration into two parts. We start by using delta debugging [90], an input minimization algorithm similar to binary search, to prune extraneous external events. Delta debugging works by picking subsequences of the external events, and checking whether each subsequence still triggers the safety violation. We assume the user gives us a maximum time budget, and we spread this time budget evenly across each subsequence’s exploration.

To check whether a particular subsequence of external events results in the specified safety violation, we need to explore the space of possible interleavings of internal events and external events. We use Dynamic Partial Order Reduction (DPOR) to prune this schedule space by eliminating equivalent schedules (i.e. schedules that differ only in the ordering of commutative events [32]).

DPOR alone is insufficient though, since there are still exponentially many non-commutative schedules to explore. We therefore prioritize the order in which we explore the schedules in the schedule space.

For any prioritization function we choose, an adversary could construct the program under test to behave in a way that prevents our prioritization from making any progress. In practice though, programmers do not construct adversarial programs. We choose our prioritization order according to observations about how the programs we care about behave in practice.

Our central observation is that if one schedule triggers a violation, schedules that are similar in their causal structure have a high probability of also triggering the violation. Translating this intuition into a prioritization function requires us to address our second challenge:

*How can we reason about the similarity or dissimilarity of two distinct executions?*

We implement several *match* functions that tell us whether pending messages from the original execution correspond to the same logical message from the current execution. We then start our exploration with a single, uniquely-defined schedule that closely resembles the original faulty execution. If this schedule does not reproduce the violation, we begin exploring nearby schedules. We stop checking whether a particular external event subsequence triggers the violation once we have either successfully found a schedule resulting in the desired violation, or we have exhausted the time allocated for checking that subsequence.

External event minimization ends once the system has successfully explored all subsequences generated by delta debugging. Limiting schedule exploration to a fixed time budget allows minimization to finish in bounded time, albeit at the expense of completeness (i.e., we may not return a perfectly minimal event sequence).

To further minimize execution length, we continue to use the same schedule exploration procedure to minimize internal events once external event minimization has completed. Internal event minimization continues until no more events can be removed, or until the time budget for minimization as a whole is exhausted.

Thus, our strategy is to (i) pick subsequences to be tested using delta debugging, (ii) explore the execution of that subsequence with a modified version of DPOR, starting with a schedule that closely matches the original, and then by exploring nearby schedules, and (iii) once we have found a near-minimal MCS, we attempt to minimize the number of internal events. With this road map in mind, below we describe our minimization approach in greater detail.

#### 3.1 Choosing Subsequences of External Events

We model the task of minimizing a sequence of external events $E$ that causes an invariant violation as a function $ExtMin$ that repeatedly removes parts of $E$ and invokes an oracle to check whether the resulting subsequence, $E'$, still triggers the violation. If $E'$ triggers the violation, then we can safely assume that the parts of $E$ removed to produce $E'$ are not required for producing the violation and are thus not a part of the MCS.

$ExtMin$ can be trivially implemented by removing events one at a time from $E$. However, this would require that we check $O(|E|)$ subsequences to determine
Delta Debugging Algorithm from [89]. Since we assume that external events are causally independent, we can use the version of delta debugging that avoids checking supersets (defined in [89]) and has worst case complexity of \(O(|E|)\).

\[\text{ddmin}(E) = \text{ddmin}_2(E, \emptyset) \quad \text{where} \]

\[
\text{ddmin}_2(E', R) = \begin{cases} 
E' & \text{if } |E'| = 1 \text{ ("base case")}, \\
\text{ddmin}_2(E_1, R) & \text{else if } \text{TEST}(E_1 \cup R) = \mathbf{X} \text{ ("in } E_1\text{")}, \\
\text{ddmin}_2(E_2, R) & \text{else if } \text{TEST}(E_2 \cup R) = \mathbf{X} \text{ ("in } E_2\text{")}, \\
\text{ddmin}_2(E_1, E_1 \cup R) \cup \text{ddmin}_2(E_1, E_1 \cup R) & \text{otherwise ("interference")}
\end{cases}
\]

where \(\mathbf{X}\) denotes an invariant violation, \(E_1 \sqsubseteq E \sqsubseteq E'\), \(E_1 \cup E_2 = E', E_1 \cap E_2 = \emptyset\), and \(|E_1| \approx |E_2| \approx |E'|/2\) hold.

**Figure 1:** Delta Debugging Algorithm from [89]. \(\sqsubseteq\) and \(\sqsupseteq\) denote subsequence relations. TEST is defined in Algorithm 1.

whether each triggers the violation. Checking a subsequence is expensive, since it may require exploring a large set of event schedules. We therefore apply delta debugging [90], an algorithm similar to binary search, to achieve \(O(\log(|E|))\) average case runtime.\(^5\)

\(^5\)Since we assume that external events are causally independent, we can use the version of delta debugging that avoids checking supersets (defined in [89]) and has worst case complexity of \(O(|E|)\).

Even when using DPOR, the task of enumerating all possible schedules containing \(E\) as a subsequence remains intractable. Moreover, others have found that naïve DPOR can easily get stuck exploring a small portion of the schedule space [55]. We address this problem in two ways: first, as mentioned before, we limit \(\text{ExtMin}\) so it spreads its fixed time budget evenly across checking whether each particular subsequence of external events reproduces the invariant violation. It does this by restricting DPOR to exploring a fixed number of schedules before giving up and declaring that an external event sequence does not produce the violation. Second, to maximize the probability that invariant violations are discovered quickly while exploring a fixed number of schedules, we employ a set of schedule exploration strategies to guide DPOR’s exploration, which we describe next.

### 3.3 Schedule Exploration Strategies

We guide schedule exploration by manipulating two degrees of freedom within DPOR: (i) we carefully choose the pending events DPOR initially executes, and (ii) we prioritize the order backtrack points are explored in. In its original form, DPOR only performs depth-first search starting from an arbitrary initial schedule, because it was designed to be **stateless** so that it can run indefinitely in order to find as many bugs as possible. Unlike the traditional use case, our goal is to minimize a known bug in a timely manner. By tracking the schedules we have already explored, we can pick backtrack points in a prioritized order without exploring redundant schedules.

A scheduling strategy implements a particular backtrack prioritization order. Scheduling strategies return the first violation-reproducing schedule they can find, or null if they cannot find any reproducing schedules within a fixed time budget. We design our scheduling strategies with the following observations in mind:

**Observation #1: Stay close to the original execution.**

The original schedule provides us with a ‘guide’ for how we can lead the program down a code path that makes progress towards entering the same unsafe state. By choosing modified schedules that have causal struc-
tates that are close to the original schedule, we should have high probability of retrigging the violation.

We realize this observation by starting our exploration with a single, uniquely defined schedule for each external event subsequence: deliver only messages whose source, destination, and contents ‘match’ (described in detail below) those in the original execution, in the exact same order that they appeared in the original execution. If an internal message from the original execution is not pending (i.e. sent previously by some actor) at the point that internal message should be delivered, we skip it over and move to the next message from the original execution. Similarly, we ignore any pending messages that do not match any events delivered in the original execution. In the case where multiple pending messages match, it does not matter which we choose (see Observation #2).

Matching Messages. A function match determines whether a pending message from a modified execution logically corresponds to a message delivered in the original message. The simplest way to implement match is to check equality of the source, the destination, and all bytes of the message contents. Recall though that we are executing a subsequence of the original external events. In the modified execution the contents of many of the internal messages will likely change. Consider, for example, sequence numbers that increment once for every message a process receives. These differences in message contents prevent simple bitwise equality from finding many matches.

Observation #2: Data independence. Often, altered message contents such as differing sequence numbers do not affect the behavior of the program, at least with respect to whether the program will reach the unsafe state. Formally, this property is known as ‘data-independence’, meaning that the values of some message contents do not affect the system’s control-flow [69, 78].

To leverage data independence, we need the application developers to supply us with a ‘message fingerprint’ function,6 which given a message returns a string that depends on the relevant parts of the message, without considering fields that should be ignored when checking if two message instances from different executions refer to the same logical message. An example fingerprint function might ignore sequence numbers and authentication cookies, but concatenate the other fields of messages. Message fingerprints are useful both as a way of mitigating non-determinism, and as a way of reducing the number of schedules the scheduling strategy needs to explore (by drawing an equivalence relation between all schedules that only differ in their masked fields). We do not require strict data-independence in the formal sense [69]; the fields the user-defined fingerprint function masks over may in practice affect the control flow of the program, which is generally acceptable because we use this as a strategy to guide the choice of schedules, and can always fall back to exploring all schedules.

We combine observations #1 and #2 to pick a single, unique schedule as the initial schedule, defined by selecting pending events in the modified execution that match the original execution. This stage corresponds to the first two lines of TEST in Algorithm 1. We show an example initial schedule in Figure 2, labeled “Initial Schedule”.

Algorithm 1 Pseudocode for schedule exploration. We elide the details of DPOR for clarity (see [32] for a complete description). τ denotes the original execution; b.counterpart denotes the message delivery from τ that b is an alternate for; b.predecessors and b.successors denote the events before and after b when b was set.

```plaintext
procedure TEST(E')
  STSSCHED(E', τ, user defined fingerprint)
  if execution reproduced X then return X
  while τ.bc:backtracks do
    b's type = b.counterpart's type ∧
    b's fingerprint ≠ b.counterpart's fingerprint ∧
    time budget for E' not yet expired do
      prefix ← b.predecessors + b
      if prefix (or superstring) already executed then continue
      STSSCHED(E', prefix, user defined fingerprint)
      STSSCHED(E', b.successors, message type)
      if execution reproduced X then return X
  return

procedure STSSCHED(E', τ', match function)
  τ'' ← τ'.remove {e | e is external and e ∉ E'}
  for i from 0 to τ''.length do
    if τ''[i] is external then inject τ''[i]
    else if match(τ''[i]) ∈ pending then
      next ← pending.remove(match(τ''[i]))
      deliver next
      for e ∈ pending do
        if ¬commute(e,next) then
          set backtrack for e in place of next
```

Challenge: history-dependent message contents. This initial schedule can be remarkably effective, as demonstrated by the fact that minimization often produces good reduction even when we limit it to exploring this single schedule per external event subsequence. However, we find that the initial schedule fails to prune certain extraneous events: when message contents depend on previous events, and the messages delivered in the original execution contained contents that depended on a large number of prior events, the initial schedule will remain

---

6It may be possible to extract message fingerprints using program analysis or experimentation [17]. We have not yet explored those possibilities.
inflated because it never includes “unexpected” pending messages that were not delivered in the original execution yet have contents that depend on fewer prior events.

To illustrate, let us consider two example faulty executions of the Raft protocol. The first execution was problematic because all Raft messages contain logical clocks (“Term numbers”) that indicate which epoch the messages belong to. The logical clocks are incremented every time there is a new leader election cycle. These logical clocks cannot be masked over by the message fingerprint, since they play an important role in determining the control flow of the program.

In the original faulty execution, the safety violation happened to occur at a point where logical clocks had high values, i.e. many leader election cycles had already taken place. We knew however that most of the leader election cycles in the beginning of the execution were not necessary to trigger the safety violation. Minimization restricted to only the initial schedule was not able to remove the earlier leader election cycles, though we would have been able to if we had instead delivered other pending messages with small term numbers.

The second execution was problematic because of batching. In Raft, the leader receives client commands, and after receiving each client command, it replicates it to the other members of the cluster by sending them ‘AppendEntries’ messages. When the leader receives multiple client commands before it has successfully replicated them all, it batches them into a single AppendEntries message. Again, client commands cannot be masked over by the fingerprint function.

We knew that the safety violation could be triggered with only one client command. Yet minimization restricted to only the initial schedule was unable to prune many client commands, because in the original faulty execution AppendEntries messages with large batch contents were delivered before pending AppendEntries messages with small batch contents.

These examples motivated our next observations:

**Observation #3: Coarsen message matching.** We would like to stay close to the original execution (per observation #1), yet the previous examples show that we should not restrict ourselves to schedules that only match according to the user-defined message fingerprints from the original execution. We can achieve both these goals by considering a more coarse-grained match implementation: the type of pending messages.

We choose the next schedules to explore by looking for pending messages whose types (not contents) match those in the original execution, in the exact same order that they appeared in the original execution. We show an example in Figure 2. When searching for candidate schedules, if an internal message from the original execution is not pending at the point that internal message should be delivered, we skip it over. Similarly, we ignore any pending messages that do not match the corresponding type from the original execution. This leaves one remaining issue: how we handle cases where multiple pending messages match the corresponding original message’s type.

**Observation #4: Prioritize backtrack points that resolve match ambiguities.** When there are multiple pending messages that match, we initially only pick one. DPOR sets backtrack points for all other co-enabled dependent events (regardless of type or message contents). Of all these backtrack points, those that match the type of the corresponding message from the original trace are most likely to be fruitful, because they keep the execution close to the causal structure of the original schedule except for small ambiguities in message contents.

Backtrack points allow us to explore all combinations of ambiguous pending messages. During this phase of minimization, note that we do not ignore the user-defined message fingerprint function entirely: we only prioritize backtrack points for pending messages that have the same type and that differ in their message fingerprints. We show the pseudocode for this phase as the while loop in Algorithm 1.

**Minimizing internal events.** Once delta debugging has completed, we attempt to further reduce the smallest reproducing schedule found so far. Here we apply the same minimization strategies, but instead of trying to prune external events, we try to remove internal events by simply not delivering them (leaving them pending). Internal event minimization continues until there is no more minimization to be performed, or until the time budget for minimization as a whole is exhausted.

**Observation #5: Shrink external message contents**
whenever possible. Our last observation is that the contents of external messages can affect execution length; because the test environment crafts these messages, it should minimize their contents whenever possible.

A prominent example is akka-raft’s bootstrapping messages. akka-raft processes do not initially know which other processes are part of the cluster. They instead wait to receive an external bootstrapping message that informs them of the identities of all other processes. The contents of the bootstrapping messages (the processes in the cluster) determine quorum size: how many acknowledgments are needed to reach consensus, and hence how many messages need to be delivered. If the application developer provides us with a function for separating the components of such message contents, we can minimize their contents by iteratively removing elements, and checking to see if the violation is still executable until we arrive at 1-minimal message contents.

Recap. In summary, we first apply delta debugging (ExtMin) to prune external events. To check each external event subsequence chosen by delta debugging, we use a stateful version of DPOR. We first try exploring a uniquely defined schedule that closely matches the original execution. We leverage data independence by applying a user-defined message fingerprint function to deprivilege certain message contents. To overcome inflation due to history-dependent message contents, we explore subsequent schedules by choosing backtrack points that match a more coarse-grained fingerprint: the types of messages. We spend the remaining time budget attempting to minimize internal events, and wherever possible, we seek to shrink external message contents.

3.4 Comparison to Prior Work

We made observations #1 and #2 in our prior work [68]. In this paper, we adapt observations #1 and #2 to determine the first schedule we explore for each external event subsequence (the first two lines of TEST). We refer to the scheduling strategy defined by these two observation as ‘STSSched’, named after the ‘STS’ system where they were initially proposed [68].

STSSched only prescribes a single schedule per external event subsequence chosen by delta debugging. In this work we systematically explore multiple schedules using the DPOR framework. We guide DPOR to explore schedules in a prioritized order based on similarity to the original execution (observations #3 and #4, shown as the while loop in TEST). We refer to the scheduling strategy used to prioritize subsequent schedules as ‘TFB’ (Type Fingerprints with Backtracks). Throughout the minimization process, we seek to spread a fixed time budget across each external event subsequence. We also seek to minimize internal events in addition to external events, and we shrink external message contents whenever possible (observation #5).

4 Implementation

We implement our techniques in a publicly available tool we call DEMi (Distributed Execution Minimizer) [5]. DEMi is an extension to Akka [2], an actor framework for JVM-based languages. Actor frameworks closely match the system model in §2: actors are single-threaded entities that can only access local state and operate on messages received from the network one at a time. On receiving a message an actor performs computation, updates its local state and sends a finite set of messages to other actors before halting. Actors can be co-located on a single machine (though the actors are not aware of this fact) or distributed across multiple machines.

On a single machine Akka maintains a buffer of sent but not yet delivered messages, and a pool of message dispatch threads. Normally, Akka allows multiple actors to execute concurrently, and schedules message deliveries in a non-deterministic order. We use AspectJ [48], a mature interposition framework, to inject code into Akka that allows us to completely control when messages and timers are delivered to actors, thereby linearizing the sequence of events in an executing system. We currently run all actors on a single machine, but minimization could also be distributed across multiple machines.

Our interposition lies above the network transport layer; DEMi makes delivery decisions for application-level (non-segmented) messages. Since DEMi never passes messages to the transport layer, it may need to constrain the schedules it explores during fuzz testing and minimization, depending on the underlying network transport protocol the application assumes (TCP or UDP). In particular, if the application configures Akka to use TCP. DEMi must adhere to a FIFO delivery discipline between each source, destination pair.

Fuzz testing with DEMi. We begin by using DEMi to generate faulty executions. Developers give DEMi a test configuration, which specifies an initial sequence of external events to inject before fuzzing, the types of external events to inject during fuzzing (along with probabilities to determine how often each event type is injected), the safety conditions to check (a user-defined predicate over the state of the actors), the scheduling constraints (e.g. TCP or UDP) DEMi should adhere to, the maximum execution steps to take, and optionally a message fingerprint function. If the application emits side-effects (e.g. by writing to disk), the test configuration specifies how to roll back the side-effects (e.g. by deleting disk contents) so that the environment is returned to its initial state at the end of each replay run.

DEMi then repeatedly executes fuzz runs until it finds a safety violation. It starts by generating a sequence of random external events of the length specified by the
configuration. DEMi then injects the initial set of external events specified by the developer, and then starts injecting external events from the random sequence. Developers can include special ‘WaitCondition’ markers in the initial set of events to execute, which cause DEMi to pause external event injection, and deliver pending internal messages at random until a specified condition holds, at which point the system resumes injecting external events. DEMi periodically checks invariants by halting the execution and running the developer-supplied safety predicate over the current state of all actors. Execution proceeds until a predicate violation is found, the supplied bound on execution steps is exceeded, or there are no more external or internal events to execute.

Once it finds a faulty execution DEMi saves the safety violation(s) it found,\(^7\) a totally ordered recording of all events it executed, and additional information about which messages were sent in response to which events. Users can then replay the execution exactly, or instruct DEMi to minimize the execution as described in §3.

**Mitigating non-determinism.** Although our minimization algorithms assume determinism, processes may behave non-deterministically. For our purposes, a process is non-deterministic if the messages it emits (modulo fingerprints) at a particular step are not uniquely determined by the prefix of messages we have delivered to it in the past starting from its initial state.

The main way we control non-determinism is by interposing on API calls. The Akka framework provides a narrow, general API that operates at a high level abstraction. This makes it easy for us to interpose. For example, Akka provides a timer API that obviates the need for developers to read directly from the system clock.

Nonetheless, applications may still be written to behave non-deterministically. In these cases, we add instrumentation (transparently with AspectJ wherever possible) to the application to mitigate the non-determinism.

**akka-raft instrumentation.** Within akka-raft, actors use a random number generator to choose when to start leader elections. Here we provided a seeded random number generator under the control of DEMi.

**Spark instrumentation.** Within Spark, the task scheduler chooses the first value from a hashmap in order to decide what tasks to schedule. The values of the hashmap are arbitrarily ordered, and the order changes from execution to execution. We needed to modify Spark to sort the values of the hash map before choosing an element.

In addition to actors, Spark runs threads (‘TaskRunners’) that are outside the control of Akka. These threads execute the Spark job’s computational tasks, and send status updates to other actors during their execution. The key challenge with threads that are outside the control of Akka is that during replay we do not know exactly when the messages we observed during the original execution will be resent by the threads, i.e. without knowing when the thread has completely processed the last message we sent it, we become dependent on wall-clock time to infer whether expected messages will or will not show up.

We manually add interposition points in two places within Spark’s TaskRunners to avoid dependence on wall-clock time: the very start of the TaskRunner’s execution, and the very end of the TaskRunner’s execution. Before the TaskRunner starts, we signal to DEMi the identity of the TaskRunner. DEMi then records a ‘start atomic block’ event for that TaskRunner. During replay, if we are expecting a particular status update to be sent during the thread’s execution, we have DEMi block until the ‘end atomic block’ before declaring the message as absent or not. This simple approach works because TaskRunners in Spark have a simple control flow, and TaskRunners do not communicate via shared memory. Were this not the case, we would have needed to interpose on the JVM’s thread scheduler.

Besides TaskRunner threads, the Spark driver also runs a bootstrapping thread that starts up actors and sends initialization messages. We mark all messages sent during the initialization phase as ‘unignorable’, and we have DEMi wait indefinitely for these messages to be sent during replay before proceeding. When waiting for an ‘unignorable’ message, it is possible that the only pending messages in the network are repeating timers. We prevent DEMi from delivering infinite loops of timers while it awaits by detecting timer cycles, and not delivering more timers until it delivers a non-cycle message.

Spark names some of the files it writes to disk using a timestamp read from the system clock. We hardcode a timestamp in these cases to make replay deterministic.

**Akka changes.** In a few places within the Akka framework, Akka assigns IDs using an incrementing counter. This can be problematic during minimization, since the counter value may change as we remove events, and the (non-fingerprinted) message contents in the modified execution may change. We fix this by computing IDs based on a hash of the current callstack, along with task IDs in case of ambiguous callstack hashes. We found this mechanism to be sufficient for our case studies.

**Stop-gap: replaying multiple times.** In cases where it is difficult to locate the cause of non-determinism, good reduction can often still be achieved simply by configuring DEMi to replay each schedule multiple times and checking if any of the attempts triggered the safety violation.

**Other deviations from our computation model.** Akka provides one other API that deviates from the computational model we defined in §2. Normally, actors only per-

\(^7\)The recorded safety violation does not need to be specific to the exact state the system was in at the time of the violation. Less specific recorded safety violations are often better, since they allow DEMi to find divergent code paths that lead to the same buggy behavior.
form asynchronous tasks, e.g. sending messages to other actors with ‘fire-and-forget’ semantics. However, Akka also allows actors to block on certain operations. For example, actors may block until they receive a response to their most recently sent message. To deal with these cases we inject AspectJ interposition on blocking operations, and signal to DEMi that the actor it just delivered a message to will not become unblocked until we deliver the response message. DEMi then chooses another actor to deliver a message to, and marks the previous actor as blocked until DEMi decides to deliver the response.

4.1 Limitations

Safety vs. liveness. We are primarily focused on safety violations, not liveness or performance bugs.

Limited scale. Our current implementation of DEMi is tied to a single JVM, which may limit the scale of actor systems it can test. We do not believe this is fundamental.

Non-Atomic External Events. DEMi currently waits for external events (e.g. crash-recoveries) to complete before proceeding. This may prevent it from finding bugs involving finer-grained event interleavings.

Framework dependence. Our tool is currently limited to applications built on top of the Akka framework. If an application sends messages through some other channel besides Akka (e.g. a different RPC library), we would need to add additional interposition so that DEMi is aware of all message channels that affect control flow.

Shared memory & disk. In practice processes may communicate by writing to shared memory or disk rather than sending messages over the network. Although we do not currently support it, by adding interposition to the runtime system (as in [71]) we could treat writes to shared memory or disk in the same way that we treat network messages. More generally, adapting the basic DPOR algorithm to shared memory systems has been well studied [32, 81], and we could adopt these approaches.

Non-determinism. Mitigating non-determinism in the applications we evaluated required some amount of effort on our part. We might have adopted deterministic replay systems [29, 34, 54, 88] to avoid manual instrumentation. We did not primarily because we could not find a suitably supported record and replay system that operates at the right level of abstraction for Akka or other actor based systems. Note, however that deterministic replay by itself is not sufficient for minimization: deterministic replay does not inform how the schedule space should be explored; it only allows one to deterministically replay prefixes of events. Moreover, minimizing a single deterministic replay log (without exploring divergent schedules) is a more constrained problem than the one we solve, as discussed in §6.

Support for production traces. DEMi does not currently support minimization of production executions. DEMi requires that execution recordings are complete (meaning all message deliveries and external events are recorded) and partially ordered. Our implementation achieves these properties simply by testing and minimizing on a single physical machine. However, obtaining a recording from a production system should not require coordination between machines; moreover, because the actor model only allows actors to process a single message at a time, we can record partial orders without vector clocks. Given all per-actor event logs, which record the order in which each actor processed received messages along with the set of messages they sent while processing each message, we can reconstruct the partial order of messages deliveries. Crash-stop failures do not need to be recorded, since from the perspective of other processes these are equivalent to partitions. Crash-recovery failures would need to be recorded to disk. Byzantine failures are outside the scope of our work.

Recording a sufficiently detailed log for each actor adds some logging overhead, but this overhead should be modest. For the systems we examined, Akka is primarily used a control-plane, not a data-plane (e.g. Spark sends bulk data using Netty rather than Akka), where recording overhead is not particularly problematic.

5 Evaluation

Our evaluation focuses on two key metrics: (i) the size of the reproducing sequence found by DEMi, and (ii) how quickly DEMi is able to make minimization progress within a fixed time budget. We show a high-level overview of our minimization results in Table 1. The “Type” column shows two pieces of information: whether the bug can be triggered using TCP semantics (denoted as FIFO scheduling) or whether it can only be triggered when UDP is used; and whether we discovered the bug ourselves or whether we reproduced a known

<table>
<thead>
<tr>
<th>Bug Name</th>
<th>STSSched</th>
<th>TTB</th>
</tr>
</thead>
<tbody>
<tr>
<td>raft-43</td>
<td>29s (275)</td>
<td>498s (6198)</td>
</tr>
<tr>
<td>raft-46</td>
<td>72s (448)</td>
<td>250s (4628)</td>
</tr>
<tr>
<td>raft-56</td>
<td>18s (233)</td>
<td>197s (3071)</td>
</tr>
<tr>
<td>raft-58a</td>
<td>137s (624)</td>
<td>43345s (834972)</td>
</tr>
<tr>
<td>raft-58b</td>
<td>27s (339)</td>
<td>42s (1747)</td>
</tr>
<tr>
<td>raft-42</td>
<td>118s (568)</td>
<td>10558s (176517)</td>
</tr>
<tr>
<td>raft-66</td>
<td>14s (192)</td>
<td>334s (10334)</td>
</tr>
<tr>
<td>spark-2294</td>
<td>330s (248)</td>
<td>97s (78)</td>
</tr>
<tr>
<td>spark-2294-caching</td>
<td>828s (467)</td>
<td>270s (179)</td>
</tr>
<tr>
<td>spark-3150</td>
<td>219s (174)</td>
<td>26s (21)</td>
</tr>
<tr>
<td>spark-9256</td>
<td>195s (154)</td>
<td>15s (12)</td>
</tr>
</tbody>
</table>

Table 2: Minimization runtime in seconds (total replays). Overall runtime is the summation of columns 2 and 3. Except for two case studies, our minimization techniques completed in under 20 minutes (1200s).

---

Footnote: Interposing at a lower layer than the RPC library would allow DEMi to be applied more broadly. On the other hand, RPC layer interposition gives us finer grained control, access to application semantics, and a reduced schedule space size.
<table>
<thead>
<tr>
<th>Bug Name</th>
<th>Type</th>
<th>Initial</th>
<th>Provenance</th>
<th>STSSched</th>
<th>TFB</th>
</tr>
</thead>
<tbody>
<tr>
<td>raft-45</td>
<td>Akka-FIFO, reproduced</td>
<td>1140 (E:108)</td>
<td>1129 (E:108)</td>
<td>545 (E:9)</td>
<td>37  (E:8)</td>
</tr>
<tr>
<td>raft-46</td>
<td>Akka-FIFO, reproduced</td>
<td>1730 (E:108)</td>
<td>1723 (E:108)</td>
<td>976 (E:9)</td>
<td>61  (E:8)</td>
</tr>
<tr>
<td>raft-56</td>
<td>Akka-FIFO, found</td>
<td>780 (E:108)</td>
<td>771 (E:108)</td>
<td>360 (E:8)</td>
<td>23  (E:8)</td>
</tr>
<tr>
<td>raft-58a</td>
<td>Akka-FIFO, found</td>
<td>2850 (E:108)</td>
<td>2824 (E:108)</td>
<td>953 (E:32)</td>
<td>226 (E:31)</td>
</tr>
<tr>
<td>raft-58b</td>
<td>Akka-FIFO, found</td>
<td>1500 (E:208)</td>
<td>1496 (E:208)</td>
<td>164 (E:13)</td>
<td>40  (E:9)</td>
</tr>
<tr>
<td>raft-42</td>
<td>Akka-FIFO, found</td>
<td>1710 (E:208)</td>
<td>1695 (E:208)</td>
<td>1093 (E:39)</td>
<td>180 (E:21)</td>
</tr>
<tr>
<td>raft-66</td>
<td>Akka-UDP, found</td>
<td>400 (E:68)</td>
<td>392 (E:68)</td>
<td>262 (E:23)</td>
<td>77  (E:15)</td>
</tr>
<tr>
<td>spark-2294</td>
<td>Akka-FIFO, reproduced</td>
<td>1000 (E:30)</td>
<td>886 (E:30)</td>
<td>43  (E:3)</td>
<td>40  (E:3)</td>
</tr>
<tr>
<td>spark-2294-caching</td>
<td>Akka-FIFO, reproduced</td>
<td>700 (E:3)</td>
<td>667 (E:3)</td>
<td>64  (E:3)</td>
<td>51  (E:3)</td>
</tr>
<tr>
<td>spark-3150</td>
<td>Akka-FIFO, reproduced</td>
<td>600 (E:20)</td>
<td>536 (E:20)</td>
<td>18  (E:3)</td>
<td>14  (E:3)</td>
</tr>
<tr>
<td>spark-9256</td>
<td>Akka-FIFO, found (rare)</td>
<td>600 (E:20)</td>
<td>541 (E:20)</td>
<td>16  (E:3)</td>
<td>16  (E:3)</td>
</tr>
</tbody>
</table>

Table 1: Overview of case studies. “E:” is short for “Externals.” Column 5 subtracted from column 3 shows how much overall reduction our techniques achieve; subtracting column 4 shows how much reduction can be achieved statically; subtracting column 5 from column 4 shows how our new techniques compare to the state of the art [68].

The “Provenance” column shows how many events from the initial execution can be statically pruned by computing which of them are concurrent with the safety violation. The STSSched column shows how much reduction DEMi achieves after checking the initial schedules prescribed by our prior work [68]. TFB shows the additional minimization our techniques (‘Type Fingerprints with Backtracks’) provide, where we direct DPOR to explore as many backtrack points that resolve type ambiguities (but no other backtrack points) as possible within the 16 hour time budget we provided. Overall we find that DEMi is able to achieve as much as 97% trace reduction, and provides up to 16 times smaller results than our previous techniques (STSSched). Reproducible executions for all of these case studies are publicly available at github.com/NetSys/demi-experiments.

We create the initial executions for all of our case studies by generating fuzz tests with DEMi and selecting the first fuzz test that triggers the invariant violation with >350 initial message deliveries. For case studies where the bug was previously known, we set up the initial test conditions (cluster configuration, external events) to closely match those described in the bug report. For cases where we discovered new bugs, we set up the test environment to explore situations that developers would likely encounter in production systems (e.g., we tried to avoid fuzz sequences that would be highly unlikely to be encountered in practice).

As noted in the introduction, the systems we focus on are: akka-raft [3], an existing implementation of the Raft consensus protocol, and Apache Spark [86], a widely used large scale data analytics framework. akka-raft, as an early-stage software project, demonstrates how DEMi (and fuzz testing more generally) can be used to aid the development process. Our evaluation of Spark demonstrates that DEMi can be applied to complex, large scale distributed systems.

Reproducing Sequence Size. Ideally, we would like to show how far our minimization gains are from the perfectly optimal result, e.g., a result computed by exhaustively enumerating the schedule space for a given bug. Unfortunately, enumerating the entire schedule space is intractable in most cases, and often even impossible.

We instead compare the minimality of a sampling of our case studies against the smallest fault-inducing executions we could construct by hand. For some case studies, the minimized result was very close to the smallest trace we could produce by hand (e.g., the smallest reproducing trace we could produce by hand for raft-56 was 20 events, whereas DEMi found a 23 event sequence). For others, e.g., raft-58a, the execution was very clearly inflated compared to the subsequence (~30 events) constructed by us. In this case, DEMi exhausted its time budget while checking smaller external event subsequences.

Minimization Pace. To measure how quickly DEMi makes progress, we graph its progress as a function of the number of schedules it executes. Figure 3 shows an example for the raft-58b case study. All of the other case studies follow the same general pattern, where significant progress is made early on, then only rare progress is made.

We also show how much time (# of replays) DEMi took to reach completion of STSSched (initial schedules) and TFB (where only backtrack points that resolve type ambiguities are explored) in Table 2. The time budget we allotted to DEMi for all case studies was 16 hours (57600s). All case studies except raft-58a reached completion of TFB before the time budget expired. For raft-58a, the time budget was spread roughly

---

9 It is possible but highly unlikely to trigger spark-9256 in practice. Nonetheless, it is interesting as an evaluation of minimization.

10 Note that because initial trace size can be arbitrarily inflated, trace reduction is not a robust metric. The more important evaluation question is whether DEMi is able to consistently produce small results, regardless of initial trace size.

11 Any asynchronous distributed system that requires reliable communication (i.e. acknowledgment from peers that messages have been received) is not guaranteed to stop sending messages [9], essentially because nodes cannot distinguish between crashes of their peers and indefinite message delays.
The invariants we checked for akka-raft are the consensus invariants specified in Figure 3 of the Raft paper [63]: Election Safety (at most one leader can be elected in a given term), Log Matching (if two logs contain an entry with the same index and term, then the logs are identical in all entries up through the given index), Leader Completeness (if a log entry is committed in a given term, then that entry will be present in the logs of the leaders for all higher-numbered terms), and State Machine Safety (if a server has applied a log entry at a given index to its state machine, no other server will ever apply a different log entry for the same index). Note that a violation of any of these invariants allows for the possibility for the system to later violate the main linearizability invariant (State Machine Safety).

The lessons we took away from our akka-raft case studies are twofold. First, fuzz testing is quite effective for finding bugs in early-stage software. We found and fixed these bugs in less than two weeks, and several of the bugs we found would have been infeasible to anticipate a priori. Second, debugging unminimized faulty executions would be very time consuming and conceptually challenging; the most fruitful debugging methodology we found was to walk through events one-by-one, which would take hours for unminimized executions.

For each of the bugs where we did not initially know the root cause, we started debugging by first minimizing the failing execution. Then, we manually walked through the sequence of message deliveries in the minimized execution, one at a time. At each step, we noted the current state of the actor receiving the message. Based on our knowledge of the way Raft is supposed to work, we found the places in the execution that deviate from our understanding of correct behavior. We then examined the akka-raft code to understand why it deviated, and came up with a fix. Finally, we reran the recorded execution after the bug fix to see if the bug still surfaced.

The akka-raft case studies in Table 1 are shown in the order that we found or reproduced them. To prevent bug causes from interfering with each other, we fixed bugs from previous case studies before moving on to the next case study. We reported all bugs and fixes to the akka-raft developers.

Due to space limitations we describe only the most interesting case studies here. For full descriptions of each case study, click the hyperlinks in Table 1.

- **raft-56: Nodes forget who they voted for.** akka-raft is written as a finite state machine. All of the state transitions for akka-raft were correct except one: when the Candidate steps down to Follower (e.g., because it receives an ‘AppendEntries’ message, indicating that there is another leader in the cluster), it forgets which node it previously voted for in that term. Now, if another node requests a vote from it in the same term, it may vote for a different node than it previously voted for in the same term, later causing two leaders to be elected, i.e. a violation of Raft’s “Leader Safety” condition. We discovered this by manually examining the state transitions made by each process throughout the minimized execution.

- **raft-42: Quorum computed incorrectly.** Leaders are supposed to commit log entries to their state machine when they know that a quorum (N/2+1) of the pro-
cesses in the cluster have that entry replicated in their logs. akka-raft had a bug where it computed the highest replicated log index incorrectly. First it sorted the values of ‘matchIndex’ (which denote the highest log entry index known to be replicated on each peer). But rather than computing the N/2+1st of the sorted entries, it computed the mode of the sorted entries. This caused the leader to commit entries too early, before a quorum actually had that entry replicated. As we walked through the minimized execution, it became clear mid-way through the execution that not all entries were fully replicated when the master committed its first entry. Another process without all replicated entries then became leader, which constituted a violation of the “Leader Completeness” invariant.

5.2 Spark Case Studies

Spark [4] is a mature software project, used widely in production. The version of Spark we used for our evaluation consists of more than 30,000 lines of Scala for just the core execution engine. Spark is also interesting because it has a significantly different communication pattern than Raft (e.g., a single, statically defined master, directing a fleet of worker nodes).

The external events we inject for Spark case studies are worker join events (where worker nodes join the cluster and register themselves with the master), job submissions, and crash-recoveries of the master node.

Our main takeaway from Spark is that, for simple Spark jobs, STSSched does surprisingly well. From examining the execution traces we believe this is because Spark’s communication tasks are all almost entirely independent of each other. However, for more complex Spark jobs, particularly those that cache intermediate result to be used as inputs to later stages, STSSched does not minimize as effectively (as demonstrated in the spark-2294-caching case study). This is because the messages Spark sends to track the locations of cached intermediate results are history-dependent.

spark-3150: Simultaneous failure causes infinite restart loop. Spark’s master node supports a ‘Cold-Replication’ mode, where it commits its state to a database (e.g., Zookeeper). Whenever the master node crashes, the node that replaces it can read that information from the database to bootstrap its knowledge of the cluster state.

In this bug, the master node and the driver process need to fail simultaneously. When the master node restarts, it tries to recover its state, and crashes in an infinite cycle. The minimized execution for this bug contained exactly these 3 external events, which made the problematic code path immediately apparent.

5.3 Auxiliary Evaluation

External message shrinking. We demonstrate the benefits of external message shrinking with an akka-raft case study. Recall that akka-raft processes receive an external bootstrapping message that informs them of the IDs of all other processes. We show the benefits of shrinking the contents of bootstrapping messages (cluster size) on a node akka-raft cluster, where we trigger the raft-45 bug with a fuzz test. We first shrank message contents as much as possible by removing each element (process ID) of bootstrap messages, replaying these along with all other events in the failing execution, and checking whether the violation was still triggered. We were able to shrink the bootstrap message contents from 9 process IDs to 5 process IDs. Finally, we ran STSSched to completion, and compared the output to STSSched without the initial message shrinking. The results shown in Table 3 demonstrate that message shrinking can help minimize both external events and message contents.

Instrumentation Overhead. Table 4 shows the complexity in terms of lines of Scala code needed to define message fingerprint functions, and to mitigate non-determinism.

6 Related Work

We start our discussion of related work with the most closely related literature.

Input Minimization for Sequential Programs. Minimization algorithms for sequentially processed inputs are well-studied [19, 20, 24, 38, 67, 77, 90]. These are not immediately applicable to inputs that are interleaved with internal events of concurrent processes.

Best-Effort Minimization for Concurrent Systems. Several tools minimize inputs to concurrent systems in a best-effort fashion [11, 26, 42, 45, 74], but none exercise control over sources of non-determinism. We found
in our previous work [68] that minimization makes little progress without interposition. At best, these approaches replay each subsequence multiple times and hope that the violation is reproduced at least once [25, 42].

QuickCheck’s PULSE controls the message delivery schedule [25], but its ‘shrinking’ strategy is still best-effort: it simply skips any expected messages that are not pending when checking a shrunk schedule [41].

**Thread Schedule Minimization.** Other techniques seek to minimize thread interleavings leading up to concurrency bugs [22, 30, 39, 44]. These generally work by iteratively feeding a single input (the thread schedule) to a single entity (a deterministic scheduler). These approaches ensure that they never diverge from the original schedule (otherwise the recorded context switch points from the original execution would become useless). Besides minimizing context switches, these approaches at best *truncate* thread executions by having threads exit earlier than they did in the original execution.

**Program Analysis.** By analyzing the program’s control-and dataflow dependencies, one can remove events in the middle of the deterministic replay log without causing divergence [40, 52, 71]. These techniques do not explore alternate code paths that still trigger the invariant violation. Program analysis also over-approximates state reachability, disallowing them from removing dependencies that actually semantically commute.

**Model Checking.** Algorithmically, our work is most closely related to the model checking literature.

Abstract model checkers convert (possibly concurrent) programs to logical formulas, find logical contradictions (invariant violations) using solvers, and minimize the logical conjunctions to aid understanding [23, 47, 59]. These are tied to a single language and typically assume access to all source code including libraries, whereas the systems we target (e.g. Spark) are composed of multiple languages and may use proprietary libraries.

It is also possible to extract formulas from raw binaries [12]. Fuzz testing is significantly lighter weight.

If, rather than randomly fuzzing, testers enumerated inputs of progressively larger sizes, failing tests would be minimal by construction. However, breadth first enumeration takes very long to get to ‘interesting’ inputs (cf. [6]), and furthermore, minimization is useful beyond testing, e.g. for simplifying production traces.

Because systematic input enumeration is intractable, many papers develop heuristics for finding bugs quickly [18, 28, 33, 53, 55, 61, 62, 64, 72, 75, 80]. We do the same, but crucially, we are able to use information from previously failing executions to guide our search. We are also the first to observe that the application’s use of TCP constrains the schedule space.

As far as we know, we are the first to combine DPOR and delta debugging to minimize executions. Others have modified DPOR to keep state [83, 84] and to apply heuristics for choosing initial schedules [51], but these changes are intended to help *find* bugs.

**Bug Reproduction.** Several papers seek to find a schedule that reproduces a given concurrency bug [10, 65, 87, 88]. These do not seek to find a minimal schedule.

**Probabilistic Diagnosis.** To avoid the runtime overhead of deterministic replay, other techniques capture carefully selected diagnostic information from production execution(s), and correlate this information to provide best guesses at the root causes of bugs [13, 21, 46, 66, 85]. We find exact reproducing scenarios, and currently focus on improving the productivity of early stage development rather than production debugging.

**Log Comprehension.** Model inference techniques summarize log files in order to make them more easily understandable by humans [14–16, 56, 57]. Model inference does not modify the event logs.

**Program Slicing & Automated Debugging.** Program slicing [76] and the subsequent literature on automated debugging [27, 43, 58, 70, 79, 91] seek to localize errors in the code itself. Our goal is to slice the temporal dimension of an execution rather than the code dimension.

7 Conclusion

Distributed systems, like most software systems, are becoming increasingly complex over time. In comparison to other areas of software engineering however, the development tools that help programmers cope with the complexity of distributed systems are lagging behind their sequential counterparts. Inspired by the obvious utility of input minimization tools, we sought to develop a minimization tool for distributed executions. Our evaluation results for two very different distributed systems leave us optimistic that these techniques can be successfully applied to a wide range of distributed systems.
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