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#### Abstract

A $k$-LIN instance is a system of $m$ equations over $n$ variables of the form $s_{i_{1}}+\cdots+s_{i_{k}}=0$ or 1 modulo 2 (each involving $k$ variables). We consider two distributions on instances in which the variables are chosen independently and uniformly but the righthand sides are different. In a noisy planted instance, the right-hand side is obtained by evaluating the system on a random planted solution and adding independent noise with some constant bias to each equation; whereas in a random instance, the righthand side is uniformly random. Alekhnovich (FOCS 2003) conjectured that the two are hard to distinguish when $k=3$ and $m=O(n)$.


We give a sample-efficient reduction from solving noisy planted $k$-LIN instances (a sparse-equation version of the Learning Parity with Noise problem) to distinguishing them from random instances. Suppose that $m$-equation, $n$-variable instances of the two types are efficiently distinguishable with advantage $\varepsilon$. Then, we show that $O\left(m \cdot(m / \varepsilon)^{2 / k}\right)$-equation, $n$ variable noisy planted $k$-LIN instances are efficiently solvable with probability $\exp -\widetilde{O}\left((m / \varepsilon)^{6 / k}\right)$. Our solver has worse success probability but better sample complexity than Applebaum's (SICOMP 2013). We extend our techniques to show that this can generalize to (possibly non-linear) $k$-CSPs.

The solver is based on a new approximate local list-decoding algorithm for the $k$-XOR code at large distances. The $k$-XOR encoding of a function $F: \Sigma \rightarrow\{-1,1\}$ is its $k$-th tensor power $F^{k}\left(x_{1}, \ldots, x_{k}\right)=F\left(x_{1}\right) \cdots F\left(x_{k}\right)$. Given oracle access to a function $G$ that $\mu$-correlates with $F^{k}$, our algorithm, say for constant $k$, outputs the descrip-

[^0]tion of a message that $\Omega\left(\mu^{1 / k}\right)$-correlates with $F$ with probability $\exp \left(-\widetilde{O}\left(\mu^{-4 / k}\right)\right)$. Previous decoders, for such $k$, have a worse dependence on $\mu$ (Levin, Combinatorica 1987) or do not apply to subconstant $\mu^{1 / k}$. We also prove a new XOR lemma for this parameter regime.

The decoder and its analysis rely on a new structure-versus-randomness dichotomy for general Boolean-valued functions over product sets, which may be of independent interest.

## 1 Introduction

One of the most basic examples of learning in the presence of noise is of solving a noisy system of linear equations: Given $m$ samples $\left(a_{i},\left\langle a_{i}, s\right\rangle+e_{i}\right)$ for random $a_{i} \in \mathbb{F}^{n}$ and errors $e_{i}$ according to some error distribution, try to learn $s \in \mathbb{F}^{n}$ - i.e. given $A \in \mathbb{F}^{m \times n}$ and $A s+e$, solve for $s \in \mathbb{F}^{n}$.

Despite its simplicity to state and the ease of solving noiseless systems of linear equations, noisy linear equations are notoriously hard and form the basis for a large body of study intersecting at learning theory, number theoretic lattices, error-correcting codes, and cryptography. That is, for different choices of $\mathbb{F}$, number of equations $m$, and error distributions, this problem becomes Learning With Errors (LWE) [Reg09], Learning Parity with Noise (LPN) [Pie12], and Learning With Rounding (LWR) [BPR12], all of which have been objects of study and have cryptographic primitives based on their hardness.

Learning Parity with Noise, in particular, uses $\mathbb{F}_{2}$ and errors, $e_{i}$, being 1 with some constant probability. Here we consider the sparse variant of LPN where, for some $k$, each row $a_{i}$ has only $k 1$ 's in it. Whereas LPN has no restriction on the number of 1's in its rows and can have as many as $n$ of them, we think of its sparse variant with $k$ much less than $n$ and will think of it throughout the paper even as a constant.

Besides being a natural learning problem, one motivation for considering a sparse-equation version of Learning Parity with Noise is that the assumed
hardness of many of these noisy linear equation problems are used as the basis for cryptography, yet often have unwieldy key sizes and inefficient protocols. More specifically, if we think of the matrix $A$ as a public key in some scheme, then we need to store the entire matrix and perform expensive matrix operations. One approach to circumventing this is to use an $\mathbb{F}$ that has considerable algebraic structure so that rows can be "re-used" in a structured way meaning less rows need to be stored and so that $A$ can be evaluated quickly [LPR10]. While this accomplishes the goal, it bases hardness on lattice problems where the lattice has considerably more algebraic structure that could possibly be exploited algorithmically, calling into question the hardness of the lattice problems. Another approach to achieving matrices $A$ that are easier to store and evaluate is sparsity. With the sparse rows of sparse LPN, we only need to remember where the few 1's are and each row can be evaluated on input $s$ very quickly.

Inspired by this gain in efficiency and key size, if someone were then to try to base cryptography on sparse LPN, a first step to take that is done with other noisy linear equation problems [GL89, AGS03, App17, Reg09, MM11, $\mathrm{BLRL}^{+} 18, \mathrm{BGM}^{+} 16$ ] would be to give a search-to-decision reduction for the problem: The seemingly easier decision version for noisy linear equations is to, given $(A, b)$, distinguish whether $b$ was given in the form of a system of equations $b=$ $A s+e$ or was just a completely random vector.

Thus search-to-decision reductions for these problems show that the one-wayness of solving noisy linear equations (i.e. finding $s$ is hard) yields its pseudorandomness (i.e. $A s+e$ is indistinguishable from random), so that these problems are good pseudorandom generators "out of the box" (without having to go through generic expensive constructions like [HILL99]).

A main parameter of study in these reductions is the blow-up in sample complexity, $m$, needed (see [MM11] for a thorough discussion of this). Our main result is to reduce the sample complexity needed in a search-to-decision reduction for sparse Learning Parity with Noise.

Sparse random linear equations We are given a system of $k$-LIN equations of the form $s_{i_{1}}+$ $\cdots+s_{i_{k}}=0$ or 1 , where the variables in each equation and the left-hand sides of the different equations are independent and identically distributed, and the addition is modulo 2. Such a system has the form $A s=b$ where $A$ is a random $m \times n$ matrix with
sparse and independent rows. We are interested in the following two problems:

- Solving a planted instance: Given $A$ and $A s+e$, where $s \sim\{0,1\}^{n}$ is a random planted solution and $e$ is a vector of random i.i.d. $\{0,1\}$ entries where each entry is 1 with constant probability $\eta$, find $s$.
- Distinguishing planted from random instances: Distinguish the distribution $(A, A s+e)$ from $(A, r)$, where $r \sim\{0,1\}^{m}$ is independent of $A$.

The distinguishing variant was introduced by Alekhnovich [Ale11]. He conjectured that when $k=3$ and $m=O(n)$ distinguishing with advantage substantially better than $1 / n$ is intractable. This is a generalization of Feige's conjecture [Fei02] from which several hardness of approximation results are derived.

A distinguishing advantage of $\Omega\left(\binom{m}{2} /\binom{n}{k}\right)$ can be attained by a simple collision-finder: The distinguisher looks for two appearances of the same equation, accepts if the right-hand sides are equal, and rejects otherwise.

Distinguishing algorithms have received considerable attention in the regime where their advantage is very close to one. A refutation algorithm must accept all planted instances in which the error rate is less than some threshold, say $2 \eta$, and reject almost all random instances (a refutation algorithm can be thought of strengthening of a distinguishing algorithm to be so that the error is only one-sided ). Polynomial-time refutation algorithms are known for random $k$-XOR instances provided the number of clauses $m$ exceeds $\omega_{k}\left(n^{k / 2}\right)$ [AOW15, BM16] and are conjectured not to exist when $m=o\left(n^{k / 2}\right)$ [ABW10, BM16]. In the latter regime, refutation in time $\exp \tilde{O}\left(n^{\delta}\right)$ is possible if $m=\tilde{\omega}_{k}\left(n^{k / 2-\delta(k / 2-1)}\right)$ [RRS17].

On the negative side, Kothari et al. [KMOW17] show that the refutation algorithms of [AOW15, BM16, RRS17] are optimal among a wide class of semidefinite programs. Further, Feldman, Perkins, and Vempala [FPV15] describe a statistical model in which efficient search is possible when $m=$ $\omega\left(n^{k / 2} \log ^{2} n\right)$, but distinguishing isn't when $m=$ $o\left((n / \log n)^{k / 2}\right)$.

For the solving variant, Applebaum [App16] describes an efficient solver in the regime $m=\omega_{k}\left(n^{k / 2}\right)$ by a reduction to a 2CSP instance, the application of a suitable approximation algorithm [GW95, CW04],
and some additional post-processing work. ${ }^{1}$
In this paper we are interested in the relationship between the solving and distinguishing variants. In one direction, a solver that works on an $\alpha$-fraction of instances can be used to distinguish with advantage at least $\alpha-2^{-H(2 \eta) m+n}$, indicating that solving should be harder than distinguishing, as expected. In the other direction, Applebaum [App13] gives an efficient search-to-decision reduction from solving a constant fraction of instances of size $m$ to that of distinguishing instances of size $\left(\varepsilon^{2} m / \log n\right)^{1 / 3}$, where $\varepsilon$ is the advantage of the distinguisher. That is, roughly cubicly many more equations are needed to solve than to distinguish. Our work will reduce this gap.

The starting point of Applebaum's analysis, as is done successfully for the search-to-decision reductions for LPN [GL89, AGS03, App17], LWE [MM11, $\left.\mathrm{BLRL}^{+} 18\right]$, and $\mathrm{LWR}\left[\mathrm{BGM}^{+} 16\right]$, is an application of Yao's distinguishing-to-prediction reduction [Yao82]. In this context the reduction turns a distinguisher for planted instances with $m$ equations and advantage $\varepsilon$ into a predictor that guesses the value of any given $k$ LIN equation (or, respectively, any given linear functional over $\mathbb{F}$ corresponding to whether we instead started with (dense) LPN, LWE, or LWR) evaluated on the planted solution with advantage $\varepsilon / m$, given $m-1$ planted equations as "training data".

Applebaum's work was concerned with general $k$-Constraint Satisfaction Problems however and did not focus on $k$-LIN itself, and so the rest of his techniques diverged from typical search-to-decision techniques for noisy linear equations. Namely, all of LPN [GL89, AGS03, App17], LWE [MM11, BLRL ${ }^{+}$18], and LWR $\left[\mathrm{BGM}^{+} 16\right]$ treat the predictor for linear equations evaluated on $s$ as noisy access to a codeword of an encoding of $s$. For example, LPN considers arbitrary parities with $s$ which, looking at the string of all possible parities of $s$, is exactly the Hadamard encoding of $s$, to which the predictor is noisy access to that codeword. Thus all of these problems then become decoding problems of recovering $s$ from the appropriate error-correcting code.

We wish to follow this successfully applied perspective to achieve search-to-decision for the sparse LPN problem. While the natural code for LPN was the Hadamard code, sparse LPN is looking at the subset of the Hadamard code corresponding to pari-

[^1]ties of exactly $k$ positions. This is exactly the $k$-XOR code.

XOR Codes XOR lemmas [Yao82] are statements that are typically used to relate the averagecase hardness of a Boolean function $F: \Sigma \rightarrow\{-1,1\}$ to that of its $k$-XOR encoding $F^{k}: \Sigma^{k} \rightarrow\{-1,1\}$ given by

$$
F^{k}\left(x_{1}, \ldots, x_{k}\right)=F\left(x_{1}\right) \cdots F\left(x_{k}\right)
$$

That is, if some algorithm $A$ of low complexity computes $F$ on a $\left(1+\mu^{1 / k}\right) / 2$-fraction of inputs under the uniform distribution over $\Sigma$ (equivalently, we say that $A \mu^{1 / k}$-correlates with $F$ ), then the algorithm $A^{\prime}\left(x_{1}, \ldots, x_{k}\right)=A\left(x_{1}\right) \cdots A\left(x_{k}\right)$ computes $F^{k}$ on a $(1+\mu) / 2$-fraction of inputs. Thus, the ability of $A$ to correlate with the function drops exponentially in $k$ from $\mu^{1 / k}$ to $\mu$ when used naïvely as with $A^{\prime}$. XOR lemmas formalize the intuition that this is essentially the best possible average-case algorithm for $F^{k}$.

Although XOR lemmas are typically used for hardness amplification in computational complexity, we will break from this use and interpretation. More specifically, if we think of the truth table $F \in$ $\{-1,1\}^{|\Sigma|}$ as a string where we call $N=|F|$, then we will be thinking of extremely small correlations ${ }^{2}$ $\mu=1 / N^{\Omega(k)}$ which would simply not make sense in the non-uniform hardness amplification framework: achieving $(1+\mu) / 2$ fraction of agreement with $F^{k}$ in this regime amounts to being correct on just a few more bits than half of $F^{k}$ 's truth table, which we can never guarantee hard in the non-uniform model since you could just hardcode those very few bits into the circuit to match the small advantage required. Thus it is not useful to think of the XOR code in terms of hardness amplification or of the usual techniques used for it for that use-case. We instead look at XOR code in terms of coding theory.

In coding-theoretic language, XOR lemmas are approximate local list-decoding algorithms for the $k$ XOR code [STV01]. The function $F$ represents a binary message of length $|\Sigma|$ and $F^{k}$ is its encoding. List-decoding is the task of finding all the codewords $F^{k}$ that have relative agreement at least $(1+\mu) / 2$ with a given corrupted codeword $G: \Sigma^{k} \rightarrow\{-1,1\}$.

[^2]For smaller $\mu$ (that we consider here) the number of such codewords can be exponentially large in $|\Sigma|$ which severely restricts the utility of exact listdecoding. ${ }^{3}$ It is common to study the following relaxation.

Definition 1.1. Let $\mu, \alpha \in[0,1]$ be parameters. $A$ binary code is $(1+\alpha) / 2$-approximately list-decodable for error rate $(1-\mu) / 2$ with list size $\ell(\mu, \alpha)$ if for every corrupted codeword $G$ there exists a list of codewords $C_{1}, \ldots, C_{\ell}$ such that for any codeword $C$ that agrees with $G$ on at least $a(1+\mu) / 2$-fraction of positions, $C$ also agrees on a $(1+\alpha) / 2-$ fraction with $C_{i}$ for some $i$.

That is, for any codeword that is corrupted on at most a $(1-\mu) / 2$-fraction of positions, we want a list that might not contain the original codeword itself but at least contains a codeword close to the original one (i.e. agrees on a $(1+\alpha) / 2$-fraction). This relaxation may allow for smaller (and non-trivial) list size.

Remark 1.1. We talk in terms of recovering a list of approximate codewords instead of trying to approximately recover the message since, in the case of the $k$-XOR code, two codewords $F^{k}, F^{\prime k}$ are at distance $(1-\alpha) / 2$ if and only if the corresponding messages $F, F^{\prime}$ are at distance $\left(1-\alpha^{1 / k}\right) / 2$. Thus, we will freely interchange between talking about decoding to codewords versus messages. ${ }^{4}$

When $\alpha>\mu$ the list size is still exponential in $\Sigma$ (as we'll show in Proposition 4.2), so the regime of interest is $\alpha \leq \mu$. While modern XOR lemmas have a suite of impressive and desirable properties, such being simple, derandomized, uniform, and having extremely small list sizes such as $O\left(1 / \mu^{2}\right)$ [IJKW10], almost all XOR lemmas [Imp95a, GNW11, IJK09, IJKW10] have the constraint that the approximation $\operatorname{error}\left(1-\alpha^{1 / k}\right) / 2$ is at least $\Omega((\log 1 / \mu) / k)$. Thus, all of them can only talk about smaller $\mu$ when $k$ is large and do not address the regime in which $k$ is smaller than $\log 1 / \mu-$ e.g. if $k$ is constant, like we're concerned with, then so must be $\alpha$ and $\mu$, and so smaller correlations/noisier codewords can't be

[^3]discussed. While this makes sense for being applied to hardness amplification where $k$ can be increased as desired, our use needs much smaller $\mu$ to be discussed in the regime $\mu=o\left(2^{-k}\right)$ and even $\mu=o(1 /|\Sigma|)$, even while $k$ is constant.

To address such extreme parameters we stray from modern XOR lemmas and look to the first written proof of the XOR lemma [Lev87] which, as a notable exception to all other XOR lemmas, achieves near optimal approximation $\alpha^{1 / k}=\mu^{1 / k}-\varepsilon$ for arbitrary $\varepsilon>0$ with no constraints. Unfortunately its list size grows at least exponentially in $1 / \mu^{2}$ but it is a main lemma of our work to improve this to exponential in $1 / \mu^{4 / k}$.
1.1 Our results Our first result, which we will use to prove our search-to-decision reduction of sparse LPN, is a new approximate local list-decoding algorithm for the $k$-XOR code at very large distances. We define correlation between two functions $A$ and $B$ using the notation $\mathrm{E}[A \cdot B]$ for the product of $A(x)$ and $B(x)$ averaged over their inputs, i.e., $\mathrm{E}[A \cdot B]=$ $\mathrm{E}_{x}[A(x) \cdot B(x)]$. Further, we will talk in terms of $\alpha$ correlating for codewords and $\alpha^{1 / k}$-correlating with messages interchangeably as per Remark 1.1.

Definition 1.2. $A\left(\mu, \alpha^{1 / k}\right)$ approximate listdecoder with success probability $p$ for the $k-X O R$ code is an algorithm that, given a corrupted codeword $G$ such that $\mathrm{E}\left[G \cdot F^{k}\right] \geq \mu$ for some message $F$, outputs a message $\hat{F}$ such that $\mathrm{E}[F \cdot \hat{F}] \geq \alpha^{1 / k}$ with probability $p$. The implicit list size is $O(1 / p)$.

The approximate list-decoder is local if $G$ is provided as an oracle, and its output $\hat{F}$ is a circuit (which on input $x$ calculates $\hat{F}(x)$ ), and uniform if its dependence on the parameters $\mu,|\Sigma|, k$, and $\alpha$ is uniform (that is, it uses no non-uniform advice).

We now state a simple version of the theorem we attain for achieving an approximate local list-decoder for the $k$-XOR code where we think of $k$ as constant and $\mu=1 / n^{O(1)}$, where $n=|F|$ is the message size. A more generally parameterized and more carefully quantified full Theorem 2.1 in Section 2.
Informal Theorem 1.1. There is a uniform local $\left(\mu, \Omega\left(\mu^{1 / k}\right)\right)$-approximate list decoder for the $k-X O R$ code that succeeds with probability at least $2^{-\tilde{O}\left(1 / \mu^{4 / k}\right)}$ and runs in time $\tilde{O}\left(\mu^{-4}\right)$.

In contrast, for constant $k$, most other XOR lemmas [Imp95a, GNW11, IJK09, IJKW10] cannot address our small $\mu=1 / n^{O(1)}$ (nor does it make sense
for them to in the use-case of hardness amplification). Further, the algorithm implicit in Levin's XOR lemma [Lev87], which we derandomize, succeeds with probability inverse exponential in $\mu^{-2}$ whereas ours is inverse exponential in $\mu^{-4 / k}$. For concreteness, Levin can technically address $\mu=1 / n^{O(k)}$ but only to attain a more than trivial list size $2^{1 / \mu^{2}}=2^{n^{O(k)}}$, whereas for $\mu=1 / n^{k / 5}$ we can achieve a non-trivial list size $2^{1 / \mu^{4 / k}}=2^{n^{4 / 5}}$.

We apply Informal Theorem 1.1 to derive the following informal statement of our search-to-decision reduction for sparse noisy linear equations where we think of $k$ and advantage $\varepsilon$ as a constant. A more carefully quantified version of the full Theorem 3.1 can be found in Section 3.
Informal Theorem 1.2. Suppose that m-equation, $n$-variable planted $\eta$-noisy $k$ LIN instances are distinguishable from random ones in time $t$ with advantage $\varepsilon$, where $\eta<1 / 2$. Then, planted instances with $O\left(m^{1+2 / k}\right)$ equations and $n$ variables can be solved in time polynomial in $t$, $m$, and $n$, and $1 / \varepsilon$, with probability at least $2^{-\tilde{O}\left(m^{6 / k}\right)}$ over the choice of the instance and the randomness of the solver.

In contrast, the solver in Applebaum's reduction requires more than $m^{3}$ equations but succeeds with constant probability. It is possible to obtain other tradeoffs between the sample complexity and the success probability of the solver.

In Section 3.1 we show how this search-todecision reduction can be generalized to (possibly non-linear) $k$-Constraint Satisfaction Problems (CSPs) other than the $k$-LIN one.

By combining Theorem 1.2 with the refutation algorithm of Raghavendra, Rao, and Schramm, it follows that for constant $k$ and constant noise rate, for every constant $2 / 3<\delta<1$, $m$-equation, $n$ variable planted noisy $k$-LIN instances can be solved with probability $2^{-\tilde{O}\left(m^{6 / k}\right)}$ in time $2^{\tilde{O}\left(n^{\delta}\right)}$ as long as $m=\tilde{\Omega}\left(n^{(1-\delta) k / 2+1+2 \delta / k}\right) .{ }^{5}$

Other consequences As a corollary of (the more thoroughly quantified) Theorem 2.1 we obtain an upper bound on the list size for $k$-XOR codes at high error rates.
Corollary 1.1. For $\alpha=\left(\mu^{1 / k}-\varepsilon\right)^{k}, \ell(\mu, \alpha)=$ $O(|\Sigma| / \varepsilon)^{O\left(k^{2} / \mu^{2 / k} \varepsilon^{2}\right)}$.

[^4]The value of $\alpha$ in Corollary 1.1 is close to optimal. In Section 4 we will show that when $\alpha>\mu$ the list size becomes exponential in $|\Sigma|$ (see Proposition 4.2). We do not know, however, if the list size has to be exponentially large in $\mu^{\Theta(1 / k)}$ when $\alpha \leq \mu$. Further, Proposition 4.3 will prove the lower bound $\ell=\Omega\left(\alpha^{2 / k} \mu^{-2}\right)$ for all $\alpha$, assuming $\mu \geq|\Sigma|^{-1 / 2}$. Also in Section 4, Proposition 4.1 gives a much tighter nonconstructive upper bound when $\alpha<\mu^{2}$.

We also obtain the following consequence for nonuniform hardness amplification in the low-correlation regime. The following corollary (proved in Section 2.4) improves the amount of advice in Levin's proof [Lev87] from linear in $\mu^{-2}$ to linear in $\mu^{-O(1 / k)}$.

Corollary 1.2. There is a log-time uniform oracle circuit $L$ with $O\left(k \log (1 / \varepsilon)\left(n+\mu^{-2 / k} \varepsilon^{-2}\right)\right)$ bits of advice and size $\tilde{O}\left(k^{k} \mu^{-2} \varepsilon^{-2 k}\right)$ such that, if $G$ predicts $F^{k}$ with advantage $\mu$, then for some setting of the advice $L^{G}$ predicts $F:\{0,1\}^{n} \rightarrow\{-1,1\}$ with advantage at least $\mu^{1 / k}-\varepsilon$.
1.2 Techniques for list-decoding the XOR code Our proof of Theorem 1.1 is a derandomization of Levin's proof [Lev87] (see also [GNW11]). We begin with a short outline of his proof and point out its limitations with respect to list size. This motivates the two main innovations introduced in our work: A new notion of regularity for functions over product sets, and an analysis of a natural sampler for regular functions.

Remark 1.2. It is worth noting that the "derandomization" of XOR lemmas has a long history [Imp95b, IW97, IJKW10], however we mean something qualitatively different when we talk about derandomizing our XOR lemma. Namely, all other derandomizations do so in the forward direction of the encoding process; that is, they derandomize the encoding process so that, rather than looking at all possible $k$ tuples of indices of $F$ to XOR, they generate the $k$ tuples pseudorandomly so that less of them are considered and the resulting codeword is smaller. This is typically done for better hardness amplification guarantees since a smaller codeword means that it is the truth table over a smaller input size and so the hardness guarantees suffer less of a parameter loss in the transformation of input sizes from message to codeword. In contrast, our derandomization is of the backwards direction of the encoding process; that is, we derandomize the decoding process so that, instead of taking random samples for which we need advice,
we generate the samples we need advice for pseudorandomly in order to decrease the list size we result with. This can say something in terms of hardness amplification as well since we require less advice and so lose less in the circuit size degradation of a hardness amplification, but this is uninteresting in light of the extremely small list sizes (and thus uniformity) of works like [IJKW10]. We instead care about decoding Levin's proof so that we can consider extremely small $\mu$ (which would not be useful for hardness amplification anyway) while still shaving some advice/list-size off.

In the ensuing discussion we ignore the locality of the list-decoder, so the concepts are introduced in less general form than in Section 2.

Levin's XOR lemma Here is an outline of Levin's proof for $k=2$. The correlation assumption $\mathrm{E}\left[G \cdot F^{2}\right] \geq \mu$ can be written in the form

$$
\mathrm{E}_{x}\left[F(x) \cdot \mathrm{E}_{y}[F(y) G(x, y)]\right] \geq \mu
$$

One case is that the inner expectation is at least $\sqrt{\mu}$ in absolute value for some $x$. Then the column function $G_{x}(y)=G(x, y)$ or its negation predicts $F$ with advantage $\sqrt{\mu}$ and we're already done. Otherwise, all inner expectations are bounded by $\sqrt{\mu}$ in magnitude. Then the function $\mu^{-1 / 2} \tilde{F}$, where

$$
\tilde{F}(x)=\mathrm{E}_{y}[F(y) G(x, y)]
$$

is $[-1,1]$-bounded and predicts $F$ with advantage $\sqrt{\mu}$. With constant probability, the function $\mu^{-1 / 2} \tilde{F}$ can be pointwise estimated to within $\varepsilon$ or, equivalently, $\tilde{F}$ can be estimated to precision $\varepsilon \mu^{1 / 2}$ from $\tilde{\Theta}\left(1 / \varepsilon^{2} \mu\right)$ samples $F(y) G(x, y)$ for random $y$ via a Hoeffding or Chebyshev bound (although a Chebyshev bound will be more appropriate to think of by the time we begin derandomizing this algorithm). Then $F$ can be predicted with advantage $\sqrt{\mu}-\varepsilon$ given $\tilde{O}\left(1 / \varepsilon^{2} \mu\right)$ pairs $(y, F(y))$ as advice.

More generally, given a correlation assumption of the form $\mathrm{E}[A(x) B(y) G(x, y)] \geq \alpha \beta$, either some column of $G$ predicts $B$ up to sign with advantage $\beta$, or else the empirical average $\beta^{-1} \mathrm{E}[G(x, y) B(y)]$ taken over $\tilde{\Theta}\left(1 / \varepsilon^{2} \beta^{2}\right)$ samples usually predicts $A$ with advantage $\alpha-\varepsilon$. Since $\varepsilon$ must be less than $\alpha$, the number of required samples grows at least quadratically in the inverse of the advantage $1 / \alpha \beta$.

Levin's $k$-XOR lemma is proved by applying this proposition inductively. By setting $A=F^{i}, \alpha=\mu^{i / k}$ and $B=F^{k-i}, \beta=\mu^{(k-i) / k}$, proving a $k$-XOR
lemma is reduced to proving an $i$-XOR lemma and a $(k-i)$-XOR lemma. Even though different choices of the parameter $i$ lead to different proofs, the resulting decoder always requires at least $\tilde{\Omega}\left(1 / \alpha^{2} \beta^{2}\right)=$ $\tilde{\Theta}\left(1 / \mu^{2}\right)$ values of $F$ as advice. The decoding we achieve in this paper only needs $\tilde{\Theta}\left(1 / \mu^{4 / k}\right)$ values. For $k=2$ we match Levin's algorithm and do substantially better as $k$ increases.

Our derandomized XOR lemma We illustrate our improvement on the list size for the $3-\mathrm{XOR}$ code, for which Informal Theorem 2.1 gives a list of size exponential in $\tilde{O}\left(1 / \mu^{4 / 3}\right)$, which improves upon Levin's exponent of $\tilde{\Theta}\left(1 / \mu^{2}\right)$.

Assume $\mathrm{E}[F(x) F(y) F(z) G(x, y, z)] \geq \mu$. In case $\mathrm{E}[F(y) F(z) G(x, y, z)]$ is at least $\mu^{2 / 3}$ in magnitude for some $x$, we apply Levin's 2-XOR lemma to the function $G_{x}(y, z)_{\tilde{O}}=G(x, y, z)$ to obtain a list size exponential in $\tilde{O}\left(1 /\left(\mu^{2 / 3}\right)^{2}\right)$ and we're done. Otherwise, we may assume that the function

$$
\tilde{F}(x)=\mathrm{E}_{y, z}\left[H_{x}(y, z)\right]
$$

(where $H_{x}(y, z)=F(y) F(z) G_{x}(y, z)$ ) is bounded in magnitude by $\mu^{2 / 3}$ for all $x$. Levin's proof proceeds by estimating $\mu^{-2 / 3} \tilde{F}$ pointwise with precision, say, $\varepsilon=\mu^{1 / 3} / 2$, or equivalently estimating $\tilde{F}$ pointwise with precision $\mu / 2$. This requires $\tilde{\Theta}\left(1 / \mu^{2}\right)$ samples, and thus advice, of the form $F(y) F(z)$ coming from a set $S$ of independent random pairs $(y, z)$.

The source of our improvement in list size is an emulation of the random set $S$ by a (small number of) random product $\operatorname{set}(\mathrm{s}) S_{Y} \times S_{Z}$ of comparable size, such that $\left|S_{Y}\right|=\left|S_{Z}\right|$. Since the advice we want is essentially the values of the $2-\mathrm{XOR}$ code $F^{2}(y, z)$ on tuples $(y, z)$ from say $S$ or $S_{Y} \times S_{Z}$, then knowing $F(y)$ and $F(z)$ is enough to reconstruct $F^{2}(y, z)=F(y) F(z)$ by definition of the XOR code; thus, receiving just $F(y)$ for all $y \in S_{y}$ and $F(z)$ for all $z \in S_{z}$ is enough to reconstruct all of $F(y) F(z)$ for all $(y, z) \in S_{y} \times S_{z}$. This significantly reduces our advices since $|S|=\left|S_{Y} \times S_{Z}\right|$ will mean that $\left|S_{Y}\right|=$ $\left|S_{Z}\right|=|S|^{1 / 2}$ and so we reduce the amount of advice bits quadratically. ${ }^{6}$ Since the list size is exponential in the advice length, this effectively reduces it from from $\exp (|S|)$ bits to $\exp \left(\left|S_{Y}\right|+\left|S_{Z}\right|\right)=\exp \left(|S|^{1 / 2}\right)$ bits.

Unfortunately though, random product sets may be poor samplers in general. For example, if $H_{x}(y, z)$

[^5]happens to be a dictator in $y$ (i.e. independent of $z$ ), then a random sample of size $s^{2}$ would produce a precision of a $\Theta(1 / s)$-biased estimate. Yet a random product sample, which would only depend on $S_{y}$ in this case, of the same size would yield a $\Theta(1 / \sqrt{s})$-biased estimate since $\left|S_{y}\right|=\left(s^{2}\right)^{1 / 2}=s$; to achieve the same $\Theta(1 / s)$-bias a random sampler achieves, we would need $|S(y)|=s^{2}$ as well, wiping away any potential savings. On the other hand, this unfortunate example of a dictator $H$ is so bad since $\left|\mathrm{E}_{z}\left[H_{x}\left(y_{0}, z\right)\right]\right|$ equals one for any dictator value $y_{0}$, so $G_{x}\left(y_{0}, z\right)$ or its negation is an exact decoding of $F(z)$ and so we have a decoding anyways.

We show that this phenomenon is true in general: Either a random product sampler is a good pseudorandom generator for our decoding algorithm or it fails because $H$ was so structured that it could have been decoded easily anyways. Said in a slightly more formal way, our approximate list-decoder for the $k$ XOR code is based on a structure versus randomness dichotomy: Either the function $H_{x}$ is "regular", in which case the product sampler accurately emulates a truly random sampler, or else one of the rows or columns of $H_{x}$ is "structured", in which case the problem reduces to approximately list-decoding the ( $k-1$ )-XOR code.

Sampling regular functions Let $H(y, z)$ be a function with $|\mathrm{E}[H]|=\mu^{2 / 3}$. We call $H$ regular if all rows and columns of $H$ are pseudorandom in the sense that $\left|\mathrm{E}_{y}[H(y, z)]\right| \leq \mu^{1 / 3}$ for all $z$ and $\left|\mathrm{E}_{z}[H(y, z)]\right| \leq \mu^{1 / 3}$ for all $y$. If one of the functions $H_{x}$ is not regular, then one of the columns or rows of $G_{x}$ already predicts $F$ with advantage $\mu^{1 / 3}$ up to sign.

Our main technical result is Lemma 2.1, which shows that if $H$ is regular, then a product sampler of complexity $\left|S_{Y}\right|=\left|S_{Z}\right|=\tilde{O}\left(\mu^{-4 / 3}\right)$ estimates $\mathrm{E}[H]$ to within $\mu / 2$ with constant probability. If all $H_{x}$ are regular then $F$ can be predicted with $\tilde{O}\left(\mu^{-4 / 3}\right)$ bits of advice, giving the desired list size.

The product sampler is an unbiased estimator of $\mathrm{E}[H]$. Lemma 2.1 is proved by upper bounding its variance for regular functions by $o\left(\mu^{2}\right)$. This amounts to comparing the bias of the product and random samplers on a typical pair of samples $(y, z)$ and $\left(y^{\prime}, z^{\prime}\right)$. The only difference is that the pairs $\left(y, y^{\prime}\right)$ and $\left(z, z^{\prime}\right)$ have a higher collision probability in the product sampler. Conditioned on neither of these pairs colliding, $(y, z)$ and $\left(y^{\prime}, z^{\prime}\right)$ are identically distributed for both samplers.

For the variance analysis, the product sampler
is therefore modeled by the following process: With probability $1-o\left(\mu^{4 / 3}\right)$ emulate the random sampler, with probability $o\left(\mu^{4 / 3}\right)$ fix $y=y^{\prime}$ to a random value and emulate the random sampler for the function $H_{y}(z)=H(y, z)$, with probability $o\left(\mu^{4 / 3}\right)$ do the same with the roles of the two coordinates reversed, and with probability $o\left(\mu^{8 / 3}\right)$ fix both $y=y^{\prime}$ and $z=z^{\prime}$ to random values and output the constant $H_{y z}=H(y, z)$. By the regularity assumption, each of these cases contributes $o\left(\mu^{2}\right)$ to the variance, giving the desired conclusion.
1.3 Techniques for hardness versus randomness of noisy linear equations The proof of Theorem 1.2 is based on the paradigm of Goldreich and Levin [GL89] for converting hardness into pseudorandomness in cryptographic settings. Yao's reduction [Yao82] is first applied to convert the distinguisher into a predictor. The truth-table of the predictor is then viewed as a corrupted codeword with respect to a suitable encoding of the planted solution. A decoding algorithm is then used to recover the solution.

In the setting of noisy random $k$-LIN instances, the predictor is a function that, given $m-1$ equations from the planted distribution as "training data", produces a guess for the value of the $m$-th equation. Given good training data, the truth-table of the predictor is therefore a corrupted codeword of the $k$ XOR code. A distinguisher with advantage $\varepsilon$ yields a predictor with advantage $\mu=\varepsilon /(1-2 \eta) m$ in expectation over the choice of the training data. This step of the reduction is also carried out (in greater generality) in the work of Applebaum [App13]. He then amplifies the advantage of the predictor by using independent samples of the training data up to the point where the solution can be uniquely extracted.

To avoid the increase in sample complexity, we instead apply our list-decoding algorithm for the $k$-XOR code to the predictor. With noticeable probability, the list-decoder outputs an approximate solution $\hat{s}$ that $\mu^{1 / k} / 2$-correlates with the planted solution $s$. In other words, the output of the listdecoder predicts the value of $s_{i}$ for a random index $i$ with advantage $\mu^{1 / k} / 2$. Our main insight is that, owing to the symmetries of the $k$-LIN instance, the same advantage can be attained for an arbitrary $i$, which allows the advantage to be amplified by repetition (this is thoroughly explored in the full version of the paper). Once it is sufficiently large, the solution can be extracted using a technique of

## Bogdanov and Qiao [BQ12].

In our search-to-decision reduction, the list size of the $k$-XOR decoder governs the advantage, while the approximation quality $\alpha$ affects the sample complexity. As our value of $\alpha$ is close to optimal by Proposition 4.2 the sample complexity blowup appears to be inherent in our method. On the other hand, better bounds on list size would yield a corresponding improvement in the advantage of the reduction.

## 2 Approximately List-Decoding the XOR Code

In this section we prove state a more general and more thoroughly quantified version of Informal Theorem 1.1. Namely, we will prove the follow theorem.
Theorem 2.1. There is a uniform local $\left(\mu, \mu^{1 / k}-\varepsilon\right)$ approximate list decoder for the $k-X O R$ code that succeeds with probability at least $\Omega(\varepsilon)^{O\left(k^{2} / \mu^{2 / k} \varepsilon^{2}\right)}$ and runs in time $\tilde{O}\left(k^{k} \mu^{-2} \varepsilon^{-2 k} \log |\Sigma|\right)$.

Section 2.1 introduces the notion of regularity for product functions and analyzes the variance of product samplers. Section 2.2 describes and analyzes the list-decoding algorithm for a function $G$ under the assumption that most of the functions $G\left(x_{1}, \ldots, x_{k-1}, a\right) F\left(x_{1}\right) \cdots F\left(x_{k-1}\right)$ are regular. Section 2.3 describes the list-decoder for general codewords $G$ and proves Theorem 2.1.
2.1 Regularity and product samplers Suppose $R: \Sigma^{k} \rightarrow\{-1,1\}$ is a random function each of whose entries are i.i.d. with some unknown bias and we are interested in estimating $R$ 's expectation up to precision $\mu$. Chebyshev's inequality guarantees that about $1 / \mu^{2}$ samples are sufficient to produce an accurate estimate with constant probability. When $R$ is random, it is irrelevant how the samples are chosen as long as they are all distinct. In particular they can be chosen from a product sample of the form $S_{1} \times \cdots \times S_{k}$ where $\left|S_{1}\right|=\cdots=\left|S_{k}\right|=1 / \mu^{2 / k}$.

For general functions, however, product samplers produce substantially poorer estimates than random samplers of the same size. For example, if $H: \Sigma^{k} \rightarrow$ $\{-1,1\}$ is a dictator (that is, fully determined by one of its inputs) then the precision of the product sampler drops to $O\left(\mu^{1 / k}\right)$.

Regularity is a pseudorandomness property of bounded functions over product sets that guarantees the product sampler has about the same accuracy as for a random function. In this context, the crucial property of the random function turns out
to be its "closure" under input restriction: If some subset $I$ of the indices of the $k$ inputs is restricted, the product sampler on the remaining inputs has standard deviation $\mu^{2(k-|I|) / k}$. This motivates the following definition of regularity.

Definition 2.1. A function $H: \Sigma^{k} \rightarrow\{-1,1\}$ is $(\mu, \lambda)$-regular if for all nonempty $I \subseteq[k]$,

$$
\mathrm{E}\left[H\left(x_{1}, \ldots, x_{k}\right) H\left(x_{1}^{\prime}, \ldots, x_{k}^{\prime}\right) \mid x_{I}=x_{I}^{\prime}\right] \leq \mu^{2} \lambda^{-|I|}
$$

$H$ is strongly $(\mu, \lambda)$-regular if the inequality also holds for $I=\varnothing$.
(The notation $x_{I}=x_{I}^{\prime}$ is shorthand for " $x_{i}=x_{i}^{\prime}$ for all $i \in I . "$ )

The regularity requirement is worst-case in the sense that it must hold for all subsets of coordinates, but average-case in the sense that once the coordinates of the input variables to be restricted are fixed, the deviation need only be small on average over the choice of the restricted values (note that this averagecase notion is slightly weaker than the informal notion of regularity we gave in Section 1.2 which required that this be worst-case as well).

The parameter setting that is consistent with the above discussion is $\lambda=\mu^{2 / k}$. For our intended application it is convenient to allow for a small deviation from this value and so the definition is stated in this more general form.

The main result of this section is the following lemma which bounds the variance of the estimator when using the product sampler with respect to regular functions. This is the main utility of the notion of regular as bounding the variance of the estimate gotten when using the product sampler will allow us to use the Chebyshev bound as before to bound the number of samples required to estimate up to precision $\mu$.

Lemma 2.1. If $H$ is $(\mu, \lambda)$-regular, the sets $S_{1}, \ldots, S_{k} \subseteq \Sigma$ of size $s$ each are mutually independent of each other, and the elements within each set $S_{i}$ are pairwise independent, then

$$
\begin{aligned}
\operatorname{Var}_{S_{1}, \ldots, S_{k}} \mathrm{E}\left[H\left(x_{1}, \ldots, x_{k}\right) \mid\right. & \left.x_{i} \in S_{i} \text { for all } i\right] \\
& \leq\left(\left(1+\frac{1}{s \lambda}\right)^{k}-1\right) \cdot \mu^{2}
\end{aligned}
$$

An interesting setting of parameters is $\lambda=\mu^{2 / k}$ and $s=O\left(k \cdot \mu^{-2 / k}\right)$. The variance of the product sampler is then bounded by $\mu^{2}$ just like for a random function at a (small) multiplicative cost of $O(k)$ in the sizes of the sets $S_{1}, \ldots, S_{k}$.

Proof. Let $\mathbf{S}=\left(S_{1}, \ldots, S_{k}\right), \mathbf{x}=\left(x_{1}, \ldots, x_{k}\right)$ and $\mathbf{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{k}^{\prime}\right)$. In this notation, the variance of interest equals

$$
\begin{align*}
\operatorname{Var}_{\mathbf{S}} \mathrm{E}_{\mathbf{x}} & {[H(\mathbf{x}) \mid \mathbf{x} \in \mathbf{S}] } \\
& =\mathrm{E}_{\mathbf{S}}\left[\mathrm{E}[H(\mathbf{x}) \mid \mathbf{x} \in \mathbf{S}]^{2}\right]-\mathrm{E}[H]^{2} \\
2.1) \quad & =\mathrm{E}_{\mathbf{S}, \mathbf{x}, \mathbf{x}^{\prime}}\left[H(\mathbf{x}) H\left(\mathbf{x}^{\prime}\right) \mid \mathbf{x}, \mathbf{x}^{\prime} \in \mathbf{S}\right]-\mathrm{E}[H]^{2} \tag{2.1}
\end{align*}
$$

The triples $\left(S_{1}, x_{1}, x_{1}^{\prime}\right), \ldots,\left(S_{k}, x_{k}, x_{k}^{\prime}\right)$ in the first term are independent. Moreover, the induced marginal distribution on every pair $\left(x_{i}, x_{i}^{\prime}\right)$ is
$\left(x_{i}, x_{i}^{\prime}\right) \sim\left\{\begin{array}{c}\text { identical uniformly random element } \\ \text { in } \Sigma, \text { with probability } 1 / s, \\ \text { uniformly random pair of distinct ele- } \\ - \text { ments in } \Sigma, \text { with probability } 1-1 / s .\end{array}\right.$
This distribution has the following alternative description: Flip a coin $C_{i}$ with probability of heads $p=(1 / s-1 /|\Sigma|) /(1-1 /|\Sigma|) \leq 1 / s$ and sample
$\left(x_{i}, x_{i}^{\prime}\right) \sim\left\{\begin{array}{c}\text { identical uniformly random element } \\ \text { in } \Sigma, \text { if } C_{i} \text { is heads, } \\ \text { independent uniformly random pair in } \\ \Sigma \times \Sigma, \text { if } C_{i} \text { is tails. }\end{array}\right.$
Letting $I \subseteq[k]$ denote the set of those $i$ for which $C_{i}$ came out heads we can write

$$
\begin{aligned}
& \mathrm{E}_{\mathbf{S}, \mathbf{x}, \mathbf{x}^{\prime}}\left[H(\mathbf{x}) H\left(\mathbf{x}^{\prime}\right) \mid \mathbf{x}, \mathbf{x}^{\prime} \in \mathbf{S}\right] \\
& =\mathrm{E}_{I, \mathbf{x}, \mathbf{x}^{\prime}}\left[H(\mathbf{x}) H\left(\mathbf{x}^{\prime}\right) \mid x_{I}=x_{I}^{\prime}\right] \\
& =\sum_{I \subseteq[k]} p^{|I|}(1-p)^{k-|I|} \mathrm{E}_{\mathbf{x}, \mathbf{x}^{\prime}}\left[H(\mathbf{x}) H\left(\mathbf{x}^{\prime}\right) \mid x_{I}=x_{I}^{\prime}\right] \\
& \leq E[H]^{2}+\sum_{I \subset[k]}\left(\frac{1}{s}\right)^{|I|} \cdot \mu^{2} \lambda^{-|I|} .
\end{aligned}
$$

Plugging into (2.1) it follows that

$$
\begin{aligned}
\operatorname{Var}_{\mathbf{S}} \mathrm{E}_{\mathbf{x}, \mathbf{x}^{\prime}}[H(\mathbf{x}) \mid \mathbf{x} \in \mathbf{S}] & \leq \sum_{I \subset[k]}\left(\frac{1}{s}\right)^{|I|} \cdot \mu^{2} \lambda^{-|I|} \\
& \leq \mu^{2} \sum_{I \subset[k]}\left(\frac{1}{\lambda s}\right)^{|I|} \\
& =\mu^{2}\left(\left(1+\frac{1}{\lambda s}\right)^{k}-1\right) .
\end{aligned}
$$

The success probability of the sampler can be increased by taking the median run of several independent repetitions.

## Repeated product sampler $S^{H}$ :

1 Choose independent sets $S_{i j}, 1 \leq i \leq k$, $1 \leq j \leq t$ of size $s$ each.
2 Output the median value of $\mathrm{E}\left[H(x) \mid x_{i} \in S_{i j}\right.$ for all $\left.i\right]$ among all $t$ such values.

The following claim states the effectiveness of the product sampler. The additional parameter $\theta$ controls the tradeoff between the accuracy of the estimate and the product sample size and can be initially thought of as a small constant.

Claim 2.1. Assuming $H$ is $(\mu, \lambda)$-regular, $s \geq k / \theta \lambda$, and $t \geq 8 \log 1 / \eta$, with probability at least $1-\eta$, $\left|S^{H}-\mathrm{E}[H]\right| \leq 2 \sqrt{\theta /(1-\theta)} \cdot \mu$.

Proof. By Chebyshev's inequality, for any $j$, the probability that the estimator

$$
E_{j}=\mathrm{E}\left[H(x) \mid x_{i} \in S_{i} \text { for all } i\right]
$$

deviates by more than two standard deviations from its mean $\mathrm{E}[H]$ is at most $1 / 4$. By Lemma 2.1 and the choice of parameters, the standard deviation is at most $\sqrt{(1+\theta / k)^{k}-1} \cdot \mu \leq \sqrt{\theta /(1-\theta)} \cdot \mu$.

Since the estimators $E_{j}$ are independent and each one falls within two standard deviations of $\mathrm{E}[H]$ with probability at least $3 / 4$, by a large deviation bound the probability that more than half of them fall outside this range is less than $2^{-t / 8} \leq \eta$.

### 2.2 Approximately list-decoding product-

 sampleable functions In this section we describe and analyze the list-decoder assuming the correlation function $H=G \cdot F^{k}$ is "product-sampleable", meaning that most restrictions to the last coordinate yield a regular function. The argument follows Levin's proof of the XOR lemma, except that we apply the product sampler from Section 2.1 in lieu of Levin's random sampler.Definition 2.2. A function $H: \Sigma^{k} \rightarrow\{-1,1\}$ is ( $\mu, \varepsilon$ )-product-sampleable if for all but an $\varepsilon$-fraction of inputs $a \in \Sigma$, the functions $H_{a}\left(x_{1}, \ldots, x_{k-1}\right)=$ $H\left(x_{1}, \ldots, x_{k-1}, a\right)$ are all strongly $\left(\mu^{(k-1) / k}, \frac{1}{2} \mu^{2 / k}\right)$ regular.

Lemma 2.2. Assume $k \geq 2$. There is a uniform local $\left(\mu, \mu^{1 / k}-\varepsilon\right)$ list decoder that succeeds with
probability at least $(\varepsilon / 80)^{O\left((k-1)^{2} / \mu^{2 / k} \varepsilon^{2}\right)}$ and runs in time $k^{2} \log |\Sigma| \cdot \operatorname{poly}\left(\mu^{-1 / k}, \varepsilon^{-1}\right)$ on input $G$, assuming $H=G \cdot F^{k}$ is $\left(\mu, \varepsilon \mu^{(k-1) / k} / 80\right)$-product-sampleable and $|\mathrm{E}[H]| \geq \mu$.

```
Approximate list-decoder \(\operatorname{LPS} S^{G}(k, \mu,|\Sigma|, \varepsilon)\) :
1 Set \(s=\left\lceil 514(k-1) / \mu^{2 / k} \varepsilon^{2}\right\rceil\) and
    \(t=\lceil 8 \log (80 / \varepsilon)\rceil\).
2 Choose independent sets \(S_{i j} \subseteq \Sigma\),
    \(1 \leq i \leq k-1,1 \leq j \leq t\) of size \(s\) each.
3 Guess the values \(F(x)\) at random for all
    \(x \in S_{i j}\).
    For every \(a\) in \(\Sigma\) :
    Let \(G_{a}: \Sigma^{k-1} \rightarrow\{-1,1\}\) be the function
        \(G\left(x_{1}, \ldots, x_{k-1}, a\right) F\left(x_{1}\right) \cdots F\left(x_{k-1}\right)\).
    Let \(\tilde{F}(a)\) be the median value of
        \(\mathrm{E}\left[G_{a}(x) \mid x_{i} \in S_{i j}\right.\) for all \(\left.i\right]\).
\(7 \quad\) Choose a uniformly random \(B\) from the
    range \([-1,1]\) within \(\lceil\log (4 / \varepsilon)\rceil\) bits
    of precision.
\(8 \quad\) Let \(\tilde{F}_{B}(a)=1\) if \(\mu^{-(k-1) / k} \tilde{F}(a) \geq B\) and
    -1 if not.
\(9 \quad\) Output \(\pm \tilde{F}_{B}\) where the sign is chosen
    at random.
```

Steps 2 to 6 implement the product sampler. The output of this sampler produces real-valued estimates $\mu^{-(k-1) / k} \tilde{F}(a)$ of the message bits $F(a)$. The accuracy of the product sampler guarantees that when $G_{a}$ is regular, these estimates significantly correlate with $F$ on average. In order to extract a $\{-1,1\}$-valued codeword from $\hat{F}$, steps 7 and 8 in effect round the values with respect to a random threshold $B$. The rounding preserves the correlation in expectation. The expectation can be turned into a noticeable probability at a small price in accuracy.

In the proof of Lemma 2.2 we use the rounding function $\llbracket \rrbracket \rrbracket: \mathbb{R} \rightarrow[-1,1]$ given by

$$
\llbracket t \rrbracket= \begin{cases}1, & \text { if } t>1 \\ t, & \text { if }-1 \leq t \leq 1 \\ -1, & \text { if } t<-1\end{cases}
$$

FACT 2.1. $\llbracket \rrbracket \rrbracket$ is a contraction, i.e., $|\llbracket s \rrbracket-\llbracket t \rrbracket| \leq|s-t|$ for all $s$ and $t$.

Proof. [Proof of Lemma 2.2] Let $R$ be the set of all $a$ for which the function $H_{a}$ is strongly
$\left(\mu^{(k-1) / k}, \frac{1}{2} \mu^{2 / k}\right)$-regular. By assumption, $\bar{R}$ has measure at most $\varepsilon \mu^{(k-1) / k} / 80$. For every $a \in N$, the function

$$
\begin{aligned}
& G_{a}\left(x_{1}, \ldots, x_{k-1}\right)=H_{a}\left(x_{1}, \ldots, x_{k-1}\right) F(a) \\
& \quad=G\left(x_{1}, \ldots, x_{k-1}, a\right) F\left(x_{1}\right) \cdots F\left(x_{k-1}\right) .
\end{aligned}
$$

is also strongly $\left(\mu^{(k-1) / k}, \frac{1}{2} \mu^{2 / k}\right)$-regular, as $G_{a}$ and $H_{a}$ may differ only in sign.

By Claim 2.1 with parameters $\theta=\varepsilon^{2} / 257$ and $\eta=80 / \varepsilon$, for all but at most $\varepsilon / 80$ of those $a$ that are in $R$,

$$
\begin{equation*}
\left|\tilde{F}(a)-\mathrm{E}\left[G_{a}(x)\right]\right| \leq \mu^{(k-1) / k} \cdot \frac{\varepsilon}{8} \tag{2.2}
\end{equation*}
$$

with probability at least $1-\varepsilon / 80$ over the random choices in step 2. Let $A \subseteq R$ be the set of those $a$ 's for which inequality (2.2) holds. Then $A$ has expected measure at least $1-\varepsilon / 80-\varepsilon \mu^{(k-1) / k} / 80 \geq$ $1-\varepsilon / 40$. By Markov's inequality, $A$ has measure at least $1-\varepsilon / 20$ with probability at least $1 / 2(2.3)$

If $a$ is in $A$, then by (2.2),

$$
\left|\mu^{-(k-1) / k} \tilde{F}(a)-\mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right]\right| \leq \frac{\varepsilon}{8} .
$$

By the strong regularity of $G_{a}$, $\left|\mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right]\right| \leq 1$. Since $\llbracket \rrbracket \rrbracket$ is a contraction,

$$
\left|\llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket-\mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right]\right| \leq \frac{\varepsilon}{8}
$$

If $a$ is in $R$ (but not in $A$ ), then strong regularity still holds and

$$
\left|\llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket-\mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right]\right| \leq 2
$$

as both terms take values between -1 and 1 . Finally, if $a$ is not in $R$ then

$$
\begin{aligned}
\mid \llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket & -\mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right] \mid \\
& \leq 1+\mu^{-(k-1) / k} \\
& \leq 2 \mu^{-(k-1) / k}
\end{aligned}
$$

Therefore

$$
\begin{align*}
\mid \mathrm{E}_{a}[F(a) \cdot & \left.\left(\llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket-\mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right]\right)\right] \mid \\
\leq & \frac{\varepsilon}{8} \cdot \operatorname{Pr}[a \in A]+2 \cdot \operatorname{Pr}[a \in R \backslash A] \\
& +2 \mu^{-(k-1) / k} \cdot \operatorname{Pr}[a \notin R] \\
\leq & \frac{\varepsilon}{8}+2 \cdot \frac{\varepsilon}{20}+2 \mu^{-(k-1) / k} \cdot \frac{\varepsilon \mu^{(k-1) / k}}{80} \\
(2.4) \leq & \frac{\varepsilon}{4} \tag{2.4}
\end{align*}
$$

By the assumption $|\mathrm{E}[H]| \geq \mu$,

$$
\begin{align*}
& \left|\mathrm{E}_{a}\left[F(a) \cdot \mu^{-(k-1) / k} \mathrm{E}\left[G_{a}(x)\right]\right]\right|  \tag{2.5}\\
& =\mu^{-(k-1) / k}\left|\mathrm{E}_{x, a}\left[G(x, a) \cdot F\left(x_{1}\right) \cdots F\left(x_{k-1}\right) F(a)\right]\right| \\
& \geq \mu^{1 / k}
\end{align*}
$$

From (2.4), (2.5) and the triangle inequality it follows that

$$
\begin{equation*}
\left|\mathrm{E}_{a}\left[F(a) \cdot \llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket\right]\right| \geq \mu^{1 / k}-\frac{\varepsilon}{4} \tag{2.6}
\end{equation*}
$$

If $B$ was a uniform $[-1,1]$ random variable, $\mathrm{E}_{B}\left[\tilde{F}_{B}(a)\right]$ would equal $\llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket$. As $B$ is precision-bounded, we have the weaker guarantee

$$
\begin{equation*}
\left|\mathrm{E}_{B}\left[\tilde{F}_{B}(a)\right]-\llbracket \mu^{-(k-1) / k} \tilde{F}(a) \rrbracket\right| \leq \frac{\varepsilon}{4} \tag{2.7}
\end{equation*}
$$

for every $a \in \Sigma$. From (2.6) and (2.7) it follows that

$$
\left|\mathrm{E}_{B, a}\left[F(a) \cdot \tilde{F}_{B}(a)\right]\right| \geq \mu^{1 / k}-\frac{\varepsilon}{2}
$$

By Markov's inequality, the inequality

$$
\left|\mathrm{E}_{a}\left[F(a) \cdot \tilde{F}_{B}(a)\right]\right| \geq \mu^{1 / k}-\varepsilon
$$

must hold for at least a $\varepsilon / 2(2.8)$ fraction of $B$ 's. If such a $B$ is chosen, the correlation between the output and $F$ is at least $\mu^{1 / k}-\varepsilon$ with probability $1 / 2(2.9)$ over the choice of sign in step 9.

To summarize, conditioned on events (2.3), (2.8), and (2.9) occurring and the guesses in step 3 of the algorithm being correct, the output of the algorithm has the desired correlation with $F$. As step 3 involves guessing at most $(k-1)$ st boolean values, the algorithm succeeds with probability at least

$$
\frac{\varepsilon}{8} \cdot 2^{-(k-1) s t} \geq\left(\frac{\varepsilon}{80}\right)^{O\left((k-1)^{2} / \mu^{2 / k} \varepsilon^{2}\right)}
$$

by our choice of parameters.
2.3 Proof of Theorem 2.1 The approximate listdecoder $L$ guesses whether the function $H=G \cdot F^{k}$ is product-sampleable. If its guess is positive it runs the list-decoding algorithm $L P S$ for product-sampleable functions from Section 2.2. Definitions 2.2 and 2.1 ensure that if $H$ is not product-sampleable then a noticeable fraction of its restrictions have large bias. In this case, $L$ guesses the suitable restriction and runs recursively on it.

The following specification is obtained by unwinding the recursion with uniform guessing probabilities. This choice turns out to be convenient for the analysis. We use the notation $a_{I}$ to describe a partial assignment restricted to the subset of indices $I \subseteq[k]$, and $a_{i}$ as a shorthand for $a_{\{i\}}$.

Algorithm $L^{G}(k, \mu,|\Sigma|, \varepsilon)$ :
1 Choose a random subset $R \subseteq[k]$ and a random partial assignment $a_{R} \sim \Sigma^{R}$.
2 Let $G^{\prime}: \Sigma^{\bar{R}} \rightarrow\{-1,1\}$ to be the function $G$ restricted to $x_{R}=a_{R}$.
$3 \quad$ If $|\bar{R}|=0$, fail.
4 If $|\bar{R}|=1$, output $G^{\prime}$ or $-G^{\prime}$ with equal probability.
$5 \quad$ Otherwise, output $L P S^{G^{\prime}}\left(|\bar{R}|, \mu^{|\bar{R}| / k},|\Sigma|, \varepsilon\right)$.

To prove Theorem 2.1, we will show by strong induction on $k$ that $L$ is a $\left(\mu, \mu^{1 / k}-\varepsilon\right)$-approximate list decoder with success probability at least

$$
p(k, \mu)=2^{-k-1} \cdot(\varepsilon / 80)^{C(k-1)^{2} / \mu^{2 / k} \varepsilon^{2}}
$$

where $C$ is a sufficiently large constant. Assume that $|\mathrm{E}[H]| \geq \mu$ for $H=G \cdot F^{k}$.
Base case $k=1: R$ is non-empty with probability $1 / 2$. In this case the larger one of $\mathrm{E}[F \cdot G]$ and $\mathrm{E}[F \cdot(-G)]$ is at least $\mu \geq \mu-\varepsilon$, so the output of $L$ has correlation at least $\mu-\varepsilon$ with $F$ with probability $1 / 4$, which is larger than $p(1, \mu)$.
Inductive step: Assume $k \geq 2$ and the claim holds up to $k-1$. We consider two cases.

If $H$ is $\left(\mu, \varepsilon \mu^{(k-1) / k} / 80\right)$-product-sampleable, then in step 1 the empty set is chosen with probability $2^{-k}$, in which case step 5 is triggered with $G^{\prime}=G$. By Lemma 2.2, the output of $L P S^{G}$ $\left(\mu^{1 / k}-\varepsilon\right)$-correlates with $F$ with probability at least $(\varepsilon / 80)^{C(k-1)^{2} / \mu^{2 / k} \varepsilon^{2}}$, so the overall success probability exceeds $p(k, \mu)$ as desired.

The following claim summarizes the irregularity of functions that are not product-sampleable.
Claim 2.2. If $H$ is not $\left(\mu, \varepsilon \mu^{(k-1) / k} / 80\right)$-productsampleable then with probability at least $\varepsilon \mu^{(k-1) / k} / 80$ over the choice of $a_{k}$ there exists a proper subset $I \subset[k]$ with $k \in I$ for which with probability at least $\mu^{2|\bar{T}| / k}$ over the choice of $a_{I \backslash\{k\}}, \mid \mathrm{E}\left[H(x) \mid x_{I}=\right.$ $\left.a_{I}\right] \mid \geq \mu^{|\bar{I}| / k}$.

Proof. By Definition 2.2, for more than a $\varepsilon \mu^{(k-1) / k} / 80$ fraction of $a_{k}$ there exists a subset $I \subseteq[k], k \in I$ that violates strong regularity in the following sense:

$$
\begin{align*}
\mathrm{E}\left[H(x) H\left(x^{\prime}\right)\right. & \left.\mid x_{I}=x_{I}^{\prime}, x_{k}=x_{k}^{\prime}=a_{k}\right]  \tag{2.10}\\
& >\left(\mu^{(k-1) / k}\right)^{2} \cdot\left(\frac{1}{2} \mu^{2 / k}\right)^{-|I \backslash\{k\}|} \\
& =2^{|I|-1} \cdot \mu^{2|\bar{T}| / k} .
\end{align*}
$$

The subset $I$ must be proper because when $|I|=k$, the right-hand side exceeds one. Fix such an $a_{k}$ and let $a_{I}$ be a random extension of $a_{k}$. By the independence of $x_{\bar{I}}$ and $x_{\bar{I}}^{\prime}$,

$$
\begin{align*}
& \mathrm{E}_{a_{I}}\left[\mathrm{E}\left[H(x) \mid x_{I}=a_{I}\right]^{2}\right]  \tag{2.11}\\
& =\mathrm{E}\left[H(x) H\left(x^{\prime}\right) \mid x_{I}=x_{I}^{\prime}, x_{k}=x_{k}^{\prime}=a_{k}\right] .
\end{align*}
$$

When $I=\{k\}$, the claim follows from (2.10) and (2.11) after taking square roots. Otherwise, by Markov's inequality $\mathrm{E}\left[H(x) \mid x_{I}=a_{I}\right]^{2} \geq \mu^{2|\bar{T}| / k}$ with probability at least $\left(2^{|I|-1}-1\right) \mu^{2|\bar{I}| / k}$ over the choice of $a_{I}$. Because $2^{|I|-1}-1$ is at least 1 , the claim follows again after taking square roots.

Let $U$ be the event ${ }^{\prime}\left|\mathrm{E}\left[H(x) \mid x_{I}=a_{I}\right]\right| \geq \mu^{|\bar{T}| / k}$ and $I \subseteq R$." By Claim 2.2 and the uniform choice of $R, U$ has probability at least

$$
\begin{equation*}
\operatorname{Pr}[U] \geq 2^{-|I|} \cdot \frac{\varepsilon \mu^{(k-1) / k}}{80} \cdot \mu^{2|\bar{T}| / k} \geq \frac{(\varepsilon / 80) \mu^{3(k-1) / k}}{2^{|I|}} \tag{2.12}
\end{equation*}
$$

Claim 2.3. Conditioned on $U$, the output $L^{G}(k, \mu)$ has correlation at least $\mu^{1 / k}-\varepsilon$ with $F$ with probability at least $p\left(|\bar{I}|, \mu^{|\bar{I}| / k}\right)$.

Proof. Conditioned on $U$, the view of $L(k, \mu)$ when querying the oracle $G$ is identical to the view of $L\left(|\bar{I}|, \mu^{|\bar{I}| / k}\right)$ when querying the oracle $\hat{G}\left(x_{\bar{I}}\right)=$ $G\left(x_{\bar{I}}, a_{I}\right)$. Also conditioned on $U$, the function $\hat{H}\left(x_{\bar{I}}\right)=H\left(x_{\bar{I}}, a_{I}\right)$ is at least $\mu^{|\bar{I}| / k}$-biased. The function $\hat{H}$ equals

$$
\hat{H}\left(x_{\bar{I}}\right)=\sigma \cdot \hat{G}\left(x_{\bar{I}}\right) \cdot \prod_{i \in \bar{I}} F\left(x_{i}\right)
$$

where $\sigma=\prod_{i \in I} F\left(a_{i}\right)$ is a possible change of sign. By inductive assumption, $L^{\hat{G}}\left(|\bar{I}|, \mu^{|\bar{I}| / k}\right)$ then has correlation at least $\left(\mu^{|\bar{I}| / k}\right)^{1 /|\bar{I}|}-\varepsilon=\mu^{1 / k}-\varepsilon$ with $F$ with the desired probability.

From (2.12) and Claim 2.3 it follows that $L^{G}(k, \mu)$ succeeds with probability at least

$$
\begin{aligned}
& \operatorname{Pr}[U] \cdot p\left(|\bar{I}|, \mu^{|\bar{I}| / k}\right) \\
& \geq \frac{(\varepsilon / 80) \mu^{3(k-1) / k}}{2^{|I|}} \cdot 2^{-|\bar{I}|-1} \cdot(\varepsilon / 80)^{C(|\bar{I}|-1)^{2} / \mu^{2 /|\bar{I}|} \varepsilon^{2}} \\
& \geq 2^{-k-1} \cdot(\varepsilon / 80)^{3 k-2} \cdot(\varepsilon / 80)^{C(k-2)^{2} / \mu^{2 / k} \varepsilon^{2}} \\
& \geq 2^{-k-1} \cdot(\varepsilon / 80)^{C(k-1)^{2} / \mu^{2 / k} \varepsilon^{2}} \\
& =p(k, \mu)
\end{aligned}
$$

assuming $\varepsilon \leq \mu^{1 / k}$ in the second inequality and $C \geq 4$ in the third one. This completes the inductive step and the proof of Theorem 2.1.
2.4 Proof of Corollary 1.2 Let $\Sigma=\{0,1\}^{n}$. The proof of Theorem 2.1 shows that the circuit $L^{G}$ computes a function that predicts $F$ with advantage $\mu^{1 / k}-\varepsilon$ with positive probability. In particular, the prediction succeeds for some fixed choice of the randomness. The amount of advice is therefore upper bounded by the randomness complexity of $L^{G}$.

The randomness complexity of the list-decoder $L P S$ is governed by the $(k-1) t$ choices of the sets $S_{i j}$ chosen in step 2 and the $(k-1) s t$ values of $F$ guessed in step 3. If the elements of each set $S_{i j}$ are chosen in a pairwise independent manner, step 2 can be performed using at most $2 k t n$ bits of randomness. Plugging in the parameters for $s$ and $t$ we conclude that $L P S$ has randomness complexity $O\left(k \log (1 / \varepsilon)\left(n+\mu^{-2 / k} \varepsilon^{-2}\right)\right)$.

In step 5 of the list-decoder $L$ the randomness complexity of the call to $L P S$ is maximized when $R$ is the empty set. In step $1, L$ requires $k(n+1)$ additional bits of randomness, so the randomness complexity of $L$ is also $O\left(k \log (1 / \varepsilon)\left(n+\mu^{-2 / k} \varepsilon^{-2}\right)\right)$ as desired.

## 3 From Distinguishing to Solving Random Noisy Linear Equations

In this section, we show how to use an approximate list-decoder of the $k$-XOR code to reduce solving random planted $k$-LIN instances to distinguishing them from completely random instances. Namely, we will prove the following more thoroughly quantified version of Informal Theorem 1.2.

Theorem 3.1. Suppose that m-equation, n-variable planted $\eta$-noisy $k L I N$ instances are distinguishable from random ones in time $t$ with advantage $\varepsilon$, where $\eta<1 / 2$. Then, planted instances with $O(m$.
$\left.(m / \varepsilon)^{2 / k}+2^{2 k} n \log n / k\right)$ equations and $n$ variables can be solved in time polynomial in $t, m$, $n$, and $1 / \varepsilon$, with probability at least $(\varepsilon / m)^{O\left(k(m / \varepsilon)^{6 / k}\right)}$ over the choice of the instance and the randomness of the solver.

Definition 3.1. ( $k$-LIN) Let $k, m, n \in \mathbb{N}$, and $\eta \in$ $[0,1 / 2)$. An m-equation $n$-variable $k$-LIN instance is a pair $(A, b)$, where $A \in\{0,1\}^{m \times n}$ is such that each row $a_{i}$ of $A$ has at most $k$ non-zero entries, and $b \in\{0,1\}^{m}$. $A$ random planted $\eta$-noisy $k$-LIN instance is such a pair $(A, A s+e)$ where:

- Each row of $A \in\{0,1\}^{m \times n}$ is sampled independently from the row distribution $\mathcal{R}_{n, k}$, which is the modulo 2 sum of $k$ independent random indicator vectors in $\{0,1\}^{n}$ (i.e. vectors of the form $(0, \ldots, 0,1,0, \ldots, 0))$.
- $s \in\{0,1\}^{n}$, called the planted solution, is chosen uniformly at random.
- $e \in\{0,1\}^{m}$, called the noise vector, is chosen such that each bit in it is 1 independently with probability $\eta$.

In the rest of this section, unless specified otherwise, the number of equations in a $k$-LIN instance is to be taken to be $m$, the number of variables to be $n$, and the noise to be $\eta$.

Remark 3.1. Another natural distribution on the rows of $A$ is the uniform distribution on strings on Hamming weight $k$. Our results and analysis can be modified to apply to this distribution as well.

Definition 3.2. (Solving/Distinguishing $k$-LIN) We define the following two operations for random $k$-LIN instances:

- An algorithm S is said to solve planted $\eta$-noisy $k$-LIN instances with success probability $p$ if, given a random planted $\eta$-noisy $k$-LIN instance $(A, A s+e)$, it outputs $s$ with probability $p$ (over the randomness of $A$, e and S itself).
- An algorithm D is said to distinguish planted $\eta$ noisy $k$-LIN instances from random with advantage $\varepsilon$ if it distinguishes, with advantage $\varepsilon$, between a random planted $\eta$-noisy $k$-LIN instance $(A, A s+e)$ and $(A, r)$, where $A$ is chosen as in $k$-LIN, but $r \sim\{0,1\}^{m}$ is chosen at uniform independently of $A$. That is,

$$
\mathrm{E}_{A, s, e}[\mathrm{D}(A, A s+e)]-\mathrm{E}_{A, r}[\mathrm{D}(A, r)] \geq \varepsilon
$$

We will be reducing the task of solving a $k$-LIN instance with $m^{\prime}$-equations to that of distinguishing instances with $m$ equations from random (with advantage $\varepsilon$ ) for some $m^{\prime}>m$. Our objective here is to keep $m^{\prime}$ as small as possible in relation to $m$. It is already known (from [App13]) how to perform such a reduction with $m^{\prime}=\tilde{\Theta}\left(m^{3} / \varepsilon^{2}\right)$ that results in constant success probability for the solver. Using the approximate list-decoder constructed in Section 2, we are able to bring $m^{\prime}$ down significantly at the cost of lower success probability.

Theorem 3.2. (Refined Theorem 3.1) Suppose that m-equation $n$-variable planted $\eta$-noisy $k L I N$ instances are distinguishable from random in time $t$ with advantage $\varepsilon$. Then planted $\eta$-noisy $k L I N$ instances with $m^{\prime}$ equations and $n$ variables can be solved in time polynomial in $t, m, n, 1 / \varepsilon$, and $1 /(1-2 \eta)$ with probability at least $p$ where:

$$
\begin{gathered}
m^{\prime}=O\left((1-2 \eta)^{2 / k} \cdot m \cdot(m / \varepsilon)^{2 / k}\right. \\
\left.\quad+2^{2 k} n \log n / k(1-2 \eta)^{2}\right) \\
\text { and } \\
p=(\varepsilon /(1-2 \eta) m)^{O\left(k((1-2 \eta) m / \varepsilon)^{6 / k}\right)}
\end{gathered}
$$

The rest of this section is dedicated to the proof of this theorem. Our approach for getting a solver for $k$-LIN from a distinguisher is broadly divided into the following three parts, each of which we describe briefly below:

1. Using the distinguisher to get a predictor.
2. Using the predictor to get an approximatesolver.
3. Using the approximate-solver to get an actual solver.

The first step is to show (as stated in Lemma 3.1) that a distinguisher for $k$-LIN can be used to construct a predictor that, given a noisy $k$-LIN instance $(A, A s+e)$, has a small advantage in predicting the answers to random equations - that is, the value of $\langle a, s\rangle$ for random $a$ from the row distribution $\mathcal{R}_{n, k}$. This operation is defined as below.

Definition 3.3. An algorithm P is called a predictor for $\eta$-noisy $k$-LIN with advantage $\delta$ if, when given a random planted $\eta$-noisy $k$-LIN instance ( $A, A s+e$ ) and a random "row" a from the row distribution $\mathcal{R}_{n, k}$, predicts $\langle a, s\rangle$ with advantage $\delta$. That is,

$$
\mathrm{E}_{A, s, e, a}\left[\mathrm{P}(a ; A, A s+e) \cdot(-1)^{\langle a, s\rangle}\right] \geq \delta
$$

We say that such a predictor P predicts $s$ with advantage $\delta$ from the training data $(A, A s+e)$.

The predictor is constructed from the distinguisher using standard hybrid arguments. The following lemma is proven in the full version of the paper.

Lemma 3.1. Suppose there is an algorithm that distinguishes m-equation $n$-variable planted $\eta$-noisy $k$ LIN instances from random with advantage $\varepsilon$ and runs in time $t$. Then, there is a predictor for $m$ equation $n$-variable $\eta$-noisy $k$-LIN that also runs in time $t$ and has advantage $\varepsilon /(1-2 \eta) m$.

Once we have such a predictor, we then use it to solve $k$-LIN "approximately". That is, given a planted instance $(A, A s+e)$, we recover an $\tilde{s}$ that correlates well with $s$. We use the following shorthand for the measure of correlation between two binary strings. Given $s, \tilde{s} \in\{0,1\}^{n}$,

$$
s \cdot \tilde{s}=\mathrm{E}_{i}\left[(-1)^{s[i]}(-1)^{\tilde{s}[i]}\right]
$$

where the expectation is over $i$ drawn at random from $[n]$. Note that this quantity is contained in $[-1,1]$, and $s \cdot \tilde{s}=\gamma$ is the same as saying that $s$ and $\tilde{s}$ agree on a $(1+\gamma) / 2$ fraction of coordinates. We also overload this notation to handle the case where $s$ (or $\tilde{s}$ ) is a $\{-1,1\}$-string, in which case $(-1)^{s[i]}$ in the expression above is to be replaced with $s[i]$.

The operation of approximately solving $k$-LIN instances is now defined as below.

Definition 3.4. (Approximately Solving $k$-LIN) An algorithm $\tilde{\mathrm{S}}$ is said to $\gamma$-approximately solve planted $\eta$-noisy $k$-LIN instances with success probability $p$ if, given a random planted $\eta$-noisy $k$-LIN instance $(A, A s+e)$, with probability $p$ it outputs some $\tilde{s}$ such that $s \cdot \tilde{s} \geq \gamma$.

To construct an approximate solver for $k$-LIN from a predictor, we use the approximate list-decoder for the $k$-XOR code. Given a $k$-LIN instance $(A, A s+$ $e)$ as training data, we view the "truth-table" of the predictor $\mathrm{P}(\cdot ; A, A s+e)$ as a corrupt codeword of the $k$-XOR code. Intuitively, the correctness of the predictor should say that this codeword is not too far from the $k$-XOR encoding of $s$. We are unable to decode or list-decode this codeword, however, as the noise in the codeword is too high. Instead, we use the approximate list-decoder and obtain, as one of the elements in the list, an $\tilde{s}$ that is noticeably
correlated with $s$. We then amplify this correlation by exploiting certain symmetries of $k$-LIN. See the full version of the paper for a more thorough exposition of the intuition behind this approach and the proof of the following lemma that states our results in this respect.

Lemma 3.2. Let $\mu, \alpha, \gamma \in[0,1]$, and $k \in \mathbb{N}$ be a constant. For some $m, n \in \mathbb{N}$, suppose:

1. There is a predictor for m-equation $n$-variable $\eta$-noisy $k$-LIN that runs in time $t_{1}$ and has advantage $\delta$.
2. There is a $\left(\mu, \alpha^{1 / k}\right)$ approximate list-decoder for the $k$-XOR code with messages of length $n$ that runs in time $t_{2}$ and has success probability $p$.

Let $r=8 \log (8 /(1-\gamma)) / \alpha^{2 / k}$. Then, there is an algorithm that $\gamma$-approximately solves ( $m r$ )-equation $n$-variable planted $\eta$-noisy $k$-LIN instances that runs in time $\widetilde{O}\left(r\left(t_{1}+t_{2}+m n\right)\right)$, and has success probability $\frac{3}{4}[p(\delta-\mu)]^{r}$.

The final step in our reduction is to convert the approximate solution produced by the approximate solver above into an actual solution. To do this, we employ a technique of Bogdanov and Qiao [BQ12]. In brief, given an approximate solution $\tilde{s}$, to recover the first bit $s[1]$ of the actual solution, we first find a number of equations where the first bit is involved. In each of these equations, we pretend that $\tilde{s}$ is correct about the values of the remaining bits and solve for $s[1]$, and finally set $s[1]$ to be the majority answer. This is repeated for each bit of $s$ and, if enough equations are used, all the bits are recovered correctly. The end result in our case is stated in the following lemma.

Lemma 3.3. Assuming $m \geq 40 n \log n / k(1-$ $2 \eta)^{2} \gamma^{2(k-1)}$, there is a $O\left(m n^{2}\right)$-time algorithm that, given a m-equation, n-variable planted noisy $k$-LIN instance $(A, A s+e)$ and a $\gamma$-approximate solution $\hat{s}$ that is independent of $A$ and $e$, outputs $s$ with probability $1-o(1)$.

We finish our proof by putting the above lemmas together with the approximate list-decoder for the $k$ XOR code from Section 2.

Proof. [Proof of Theorem 3.2] The hypothesis of the theorem promises a $k$-LIN distinguisher that runs in time $t$ and has advantage $\varepsilon$. Lemma 3.1 now immediately implies the existence of a $k$-LIN
predictor $P$ that runs in time $t$ and has advantage $\delta=(\varepsilon /(1-2 \eta) m)$.

Set $\mu=\delta / 2$ and $\alpha$ to be such that $\alpha^{1 / k}=\mu^{1 / k} / 2$ $\left(=\mu^{1 / k}-\mu^{1 / k} / 2\right)$. Theorem 2.1 implies a $\left(\mu, \alpha^{1 / k}\right)$ approximate list-decoder for the $k$-XOR code that runs in time $\widetilde{O}\left(\mu^{-4} \log n\right)$, and has success probability $\Omega(\mu)^{O\left(k / \mu^{4 / k}\right)}$.

Set $\gamma=1 / 2$. Along with the above predictor and list-decoder, Lemma 3.2 now implies an algorithm that $\gamma$-approximately solves $m^{\prime}$-equation $n$-variable planted $\eta$-noisy $k$-LIN instances, where $m^{\prime}$ is equal to:

$$
\begin{aligned}
10 \cdot \frac{32 m}{\alpha^{2 / k}} & =1280 \cdot \frac{m}{\mu^{2 / k}} \\
& \leq 2560 \cdot \frac{m}{\delta^{2 / k}} \\
& =2560 \cdot(1-2 \eta)^{2 / k} \cdot m \cdot\left(\frac{m}{\varepsilon}\right)^{2 / k}
\end{aligned}
$$

This approximate solver runs in time on the order of:

$$
\begin{aligned}
& \left.\frac{1}{\alpha^{2 / k}} \cdot\left(t+\mu^{-4} \log n+m n\right)\right) \\
& \quad=\operatorname{poly}(t,(1-2 \eta), m, n, 1 / \varepsilon)
\end{aligned}
$$

It has success probability at least:

$$
\begin{aligned}
\frac{3}{4}\left[(\mu)^{O\left(k / \mu^{4 / k}\right)}\right. & \cdot(\delta-\mu)]^{32 / \alpha^{2 / k}} \\
& \geq \mu^{O\left(k / \mu^{4 / k} \alpha^{2 / k}\right)} \\
& \geq\left(\frac{\varepsilon}{(1-2 \eta) m}\right)^{O\left(k((1-2 \eta) m / \varepsilon)^{6 / k}\right)}
\end{aligned}
$$

With the above probability, we have a $\gamma$-approximate solution. In order to recover the actual solution, we apply Lemma 3.3 with this approximate solution and a fresh set of $m^{\prime \prime}$ equations with the same planted solution, where $m^{\prime \prime}=40 \cdot 2^{2(k-1)} n \log n / k(1-$ $2 \eta)^{2}$. This gives us the actual solution, incurs an additional running time of $O\left(m n^{2}\right)$ and the final success probability becomes the above multiplied by $(1-o(1))$. This completes the proof of the theorem.

See the full version for the proof of Lemmas 3.1 to 3.3.
3.1 Generalizing to Other Predicates Next, we sketch how to extend our results to apply to predicates other than $k$-XOR. Let $\phi$ be any $k$-ary predicate. The problems we will be talking about are defined by repeated applications of $\phi$ on ordered subsets
of the bits of a string $s \in\{0,1\}^{n}$. Correspondingly, we use the following notation in this subsection. We will denote by $a$ an ordered tuple in $[n]^{k}$, and by $s_{a}$ the string $(s[a[1]], \ldots, s[a[k]]) \in\{0,1\}^{k} ; \phi\left(s_{a}\right)$ then denotes the application of $\phi$ to the bits of $s$ pointed to by $a$. We denote by $A=\left\{a_{i}\right\}_{i \in[m]}$ an ordered collection of $m$ such tuples, and call each $a_{i}$ a "row" of $A$ (in analogy to the matrix $A$ from the case of $k$-XOR). Finally, $\phi\left(s_{A}\right)$ denotes the vector $\left(\phi\left(s_{a_{1}}\right), \ldots, \phi\left(s_{a_{m}}\right)\right)$.

We call such a pair $\left(A, \phi\left(s_{A}\right)\right)$ an $m$-equation $n$-variable $\phi$-CSP instance. The problems we are interested in are the following, where each row $a_{i}$ of $A$ is sampled uniformly at random from $[n]^{k}$, and $s$ is sampled uniformly from $\{0,1\}^{n}$.
Solving a planted instance: Given $A$ and $\phi\left(s_{A}\right)$, find $s$.
Distinguishing planted from random instances: Distinguish the distribution $\left(A, \phi\left(s_{A}\right)\right)$ from $(A, r)$, where $r \sim\{0,1\}^{m}$ is independent of A.

The formal definitions of the above follow as the natural generalization of Definition 3.2. Let $k_{\phi}$ be the size of the smallest parity that has non-zero correlation with $\phi$. We show the following theorem.

Theorem 3.3. Let $\phi$ be any $k$-ary predicate, and $m<o\left(n^{k / 2}\right)$. Suppose that $m$-equation, $n$-variable planted $\phi$-CSP instances are distinguishable from random ones in time $t$ with advantage $\varepsilon$. Then, planted instances with $O\left(m \cdot(m / \varepsilon)^{2 / k_{\phi}}+2^{2 k_{\phi}} n \log n / k_{\phi}\right)$ equations and $n$ variables can be solved in time polynomial in $t, m, n^{k}$, and $1 / \varepsilon$, with probability at least $(\varepsilon / m)^{O\left(k(m / \varepsilon)^{6 / k_{\phi}}\right)}$ over the choice of the instance and the randomness of the solver.

This theorem is proved following the same outline as the proof of Theorem 3.2. The $\phi$-CSP analogue of Lemma 3.1 (which would obtain a predictor for $\phi\left(s_{A}\right)$ from a distinguisher) follows from the same hybrid argument used there, and that of Lemma 3.3 (which transforms an approximate solver to an actual solver) follows from the work of Bogdanov and Qiao [BQ12]. All that remains is to prove the following analogue of Lemma 3.2.

Lemma 3.4. Let $\mu, \alpha, \gamma \in[0,1]$, and $\phi$ be a $k$-ary predicate for some constant $k$. For some $m, n \in \mathbb{N}$, suppose:

1. There is a predictor for m-equation $n$-variable $\phi$-CSP that runs in time $t_{1}$ and has advantage $\delta$.
2. There is a $\left(\mu, \alpha^{1 / k_{\phi}}\right)$ approximate list-decoder for the $k_{\phi}$-XOR code with messages of length $n$ that runs in time $t_{2}$ and has success probability $p$.

Let $r=32 \log (8 /(1-2 \gamma)) / \alpha^{2 / k_{\phi}}$, and suppose $\gamma>10 \sqrt{\log (1 / p) / n}$. Then, there is an algorithm that $\gamma$-approximately solves ( $m r$ )-equation $n$ variable planted $\phi$-CSP instances that runs in time $\widetilde{O}\left(r\left(t_{1}+t_{2}+m n\right)\right)$, and has success probability at least $\frac{1}{4}\left[\frac{p}{4}\left(\delta \cdot 2^{-k}-\mu\right)\right]^{r+1}$.

The proof of this lemma is the only place where the fact that we are dealing with $\phi$-CSP rather than $k$-LIN matters, and we prove it in the full version by showing an alternative reduction that does not make use of symmetries that are specific to $k$-LIN.

## 4 Bounds on list size

In this section we state and prove upper and lower bounds on the list size $\ell(\mu, \alpha)$. The upper bound in Corollary 1.1 follows from Theorem 2.1 and a counting argument. Proposition 4.1 gives a substantially tighter non-constructive upper bound in the regime $\alpha<\mu^{2}$. The lower bound of Proposition 4.2 in the regime $\alpha>\mu$ is proved by a volume argument. The lower bound in Proposition 4.3, which applies to the whole range of parameters, is obtained by analyzing a specific corrupted codeword.
4.1 Proof of Corollary 1.1 We show that the existence of an approximate list-decoder for a code of message length $|\Sigma|$ that succeeds with probability at least $p$ implies $\ell \leq \ln 2 \cdot|\Sigma| / p$. Plugging in the value of $p$ from Theorem 2.1 then gives Corollary 1.1.

Let list be the collection of outputs generated by $\ln 2 \cdot|\Sigma| / p$ independent runs of the approximate listdecoder $L^{G}$. If a codeword $\mu$-correlates with $G$, the probability that it doesn't $\alpha$-correlate with anything in list is at most $(1-p)^{\ln 2 \cdot|\Sigma| / p}<2^{-|\Sigma|}$. Since there are at most $2^{|\Sigma|}$ codewords that $\mu$-correlate with $G$, by a union bound there is a positive probability that list covers all of them.
4.2 Non-constructive upper bound in the regime $\alpha<\mu^{2}$ The following lemma, which is essentially the proof of the Johnson bound, gives a much tighter upper bound on list size than Corollary 1.1 in the regime $\alpha<\mu^{2}$.

Proposition 4.1. For every $0<\alpha<\mu^{2}$ and every binary code, $\ell(\mu, \alpha) \leq(1-\alpha) /\left(\mu^{2}-\alpha\right)$.

For example, $\ell\left(\mu, \mu^{2} / 2\right) \leq 4 / \mu^{2}$. In the case of the $k$-XOR code, Proposition 4.1 shows the existence of a list $F_{1}, \ldots, F_{\ell}$ of messages such that $\mathrm{E}\left[G \cdot F^{k}\right] \geq \mu$ implies $\left|\mathrm{E}\left[F \cdot F_{i}\right]\right| \geq \alpha^{1 / k}$ for some $i \in[\ell]$ (since $\left.\mathrm{E}\left[F^{k} \cdot F_{i}^{k}\right]=\mathrm{E}\left[F \cdot F_{i}\right]^{k}\right)$.

Proof. Let $\ell$ be the maximal value for which there exists a list $C_{1}, \ldots, C_{\ell}$ such that $\mathrm{E}\left[G \cdot C_{i}\right] \geq \mu$ for all $1 \leq i \leq \ell$ and $\mathrm{E}\left[C_{i} \cdot C_{j}\right] \leq \alpha$ for all $i \neq j$. Then for every $t \geq 0$,

$$
\begin{aligned}
& 0 \leq \mathrm{E}\left[\left(C_{1}+\cdots+C_{\ell}-t G\right)^{2}\right] \\
& \leq \sum_{i=1}^{\ell} \mathrm{E}\left[C_{i}^{2}\right]+\sum_{i \neq j} \mathrm{E}\left[C_{i} \cdot C_{j}\right] \\
& \quad-2 t \sum_{i=1}^{\ell} \mathrm{E}\left[C_{i} \cdot G\right]+t^{2} \mathrm{E}\left[G^{2}\right] \\
& \leq \ell+\ell(\ell-1) \delta-2 \ell \mu t+t^{2}
\end{aligned}
$$

This is only possible if the discriminant $4 \ell^{2} \mu^{2}-4(\ell+$ $\left(\ell^{2}-\ell\right) \alpha$ ) (of the quadratic in $t$ ) is nonnegative, implying that $\delta \geq \mu^{2}$ or $\ell \leq(1-\alpha) /\left(\mu^{2}-\alpha\right)$.

If $\mathrm{E}[G \cdot C] \geq \mu$ then $\mathrm{E}\left[C \cdot C_{i}^{k}\right]$ must be greater than $\alpha$ for some $i$, for otherwise the maximality of $\ell$ would be contradicted.

### 4.3 Lower bound in the regime $\alpha>\mu$

Proposition 4.2. For the $k$-XOR code, when $\mu<$ $\alpha<1$,
$\ell(\mu, \alpha) \geq \frac{4}{e \sqrt{1-\mu^{2 / k}} \cdot|\Sigma|} \cdot \exp \left(\frac{1}{2}\left(\alpha^{2 / k}-\mu^{2 / k}\right)|\Sigma|\right)$.
Let $h$ denote the binary entropy function and $0 \leq \delta \leq 1$. We will use the following bounds on the volume of Hamming balls:

$$
\begin{align*}
\binom{N}{\leq(1-\delta) N / 2} & \leq 2^{N h\left(\frac{1-\delta}{2}\right)}  \tag{4.13}\\
\binom{N}{(1-\delta) N / 2} & \geq \frac{4}{e \sqrt{1-\delta^{2}} N} 2^{N h\left(\frac{1-\delta}{2}\right)} \tag{4.14}
\end{align*}
$$

The following Taylor expansion is valid for all $-1 \leq \delta \leq 1:$

$$
\begin{equation*}
h\left(\frac{1-\delta}{2}\right)=1-\frac{1}{2 \ln 2} \cdot \sum_{i=1}^{\infty} \frac{\delta^{2 i}}{i(2 i-1)} \tag{4.15}
\end{equation*}
$$

Proof. Let $N=|\Sigma|$ and $G$ be the constant function 1. The codewords $\mathcal{C}$ that agree on a $(1-\mu) / 2$-fraction to
$G$ are exactly those that encode messages of relative Hamming weight at most $\left(1-\mu^{1 / k}\right) / 2$, so the number of such codewords is at least

$$
\begin{aligned}
|\mathcal{C}| & \geq\binom{ N}{\left(1-\mu^{1 / k}\right) N / 2} \\
& \geq \frac{4}{e \sqrt{1-\mu^{2 / k}} \cdot N} \cdot 2^{h\left(\frac{1-\mu^{1 / k}}{2}\right) \cdot N}
\end{aligned}
$$

by (4.14). On the other hand, the codewords that agree on a $(1-\alpha) / 2$-fraction to any given codeword $C_{i}=F_{i}^{k}$ are those that encode messages within Hamming distance at most $\left(1-\alpha^{1 / k}\right) / 2$ from $F_{i}$ (as noted in Remark 1.1), so there are at most $2^{h\left(\left(1-\alpha^{1 / k}\right) / 2\right) \cdot N}$ of them by (4.13). Therefore covering $\mathcal{C}$ requires a list of size

$$
\frac{4}{e \sqrt{1-\mu^{2 / k}} \cdot N} \cdot 2^{h\left(\frac{1-\mu^{1 / k}}{2}\right) \cdot N-h\left(\frac{1-\alpha^{1 / k}}{2}\right) \cdot N}
$$

Using the Taylor expansion (4.15), we can lower bound $h\left(\left(1-\mu^{1 / k}\right) / 2\right)-h\left(\left(1-\alpha^{1 / k}\right) / 2\right)$ by the difference of the leading terms in the summation, which equals $\left(\alpha^{2 / k}-\mu^{2 / k}\right) / 2 \ln 2$, completing the proof.

### 4.4 A general lower bound

Proposition 4.3. For the $k$-XOR code, when $\mu \geq$ $|\Sigma|^{-1 / 2}, \ell(\mu, \alpha) \geq \Omega\left(\alpha^{2 / k} \mu^{-2}\right)$, assuming $|\Sigma|$ is a power of two.

Proof. We first assume that $\mu$ is equal to $|\Sigma|^{-1 / 2}$. Let $\Sigma$ be a $\mathbb{F}_{2}$-vector space and $\mathcal{H} \subseteq\{-1,1\}^{\Sigma}$ be the Hadamard code. Its codewords are the functions $H(x)=(-1)^{\langle a, x\rangle}$. The codewords of the $k$-wise tensor product $\mathcal{H}^{k}$ of $\mathcal{H}$ are given by $H^{k}\left(x_{1}, \ldots, x_{k}\right)=H\left(x_{1}\right) \cdots H\left(x_{k}\right)=H\left(x_{1}+\cdots+x_{k}\right)$. Thus the code $\mathcal{H}^{k}$ is isomorphic to $\mathcal{H}$ as a linear space.

Let $G$ be the corrupted codeword $G\left(x_{1}, \ldots, x_{k}\right)=B\left(x_{1}+\cdots+x_{k}\right)$, where $B$ is the bent function

$$
B(z)=(-1)^{z_{1} z_{2}+\cdots+z_{t-1} z_{t}}, \quad t=\log |\Sigma| .
$$

For every codeword $H$ of $\mathcal{H}, \mathrm{E}\left[G H^{k}\right]=\mathrm{E}[B H]$. The correlation of $B$ with every linear function is identical up to sign, so by Parseval's identity $\mathrm{E}[B H]$ always equals $|\Sigma|^{-1 / 2}$ or $-|\Sigma|^{-1 / 2}$. After a possible change of sign in $G$ we may assume that $\mathrm{E}\left[G H^{k}\right] \geq|\Sigma|^{-1 / 2}$ for at least half the codewords in $\mathcal{H}^{k}$. Since all these codewords also belong to the $k$-XOR code, there must exist a list $X_{1}^{k}, \ldots, X_{\ell}^{k}$ of $k$-XOR codewords such
that half the codewords in $\mathcal{H} \alpha^{1 / k}$-correlate to some $X_{i}$. Viewed as vectors in $\mathbb{R}^{\Sigma}$, the elements of $\mathcal{H}$ are orthonormal. By Pythagoras' theorem any $X_{i}$ can $\alpha^{1 / k}$-correlate with at most $\alpha^{-2 / k}$ of them. It follows that $\ell=\Omega\left(|\Sigma| \cdot \alpha^{2 / k}\right)$.

When $\mu>|\Sigma|^{-1 / 2}$ we apply the argument to a dimension- $\left\lceil\log 1 / \mu^{2}\right\rceil$ quotient of the Hadamard code.

## 5 Open Questions

The main coding-theoretic question left open is the dependence of the list size on the correlation $\mu$ at large distances for the $k$-XOR code. The upper bound in Corollary 1.1 is exponential in $\mu^{\Theta(1 / k)}$, while the lower bound in Proposition 4.3 is proportional to $1 / \mu^{2}$. A tensoring argument shows that $\ell_{2 k}\left(\mu^{k}, \alpha^{k}\right)>\ell_{2}(\mu, \alpha)$, where $\ell_{k}$ is the list size for the $k$-XOR code. If, say, $\ell_{2}(\mu, \mu / 2)$ were lower bounded by an exponential in $1 / \mu$, an exponential lower bound certifying the optimality of Corollary 1.1 would follow. On the other hand, any improvement in the success probability in the decoder (and therefore the list size) would improve the success probability of our $k$-LIN reduction.

While our reduction is sample-efficient, it still incurs a loss of $O\left(m^{2 / k}\right)$. Is it possible to reduce this loss by reusing training data in different uses of the predictor? One intriguing possibility is suggested by our product sampler for regular functions. When predicting the answer to a fixed equation $a$, the predictor P takes as input $m$ samples $\left(a_{1}, b_{1}\right), \ldots,\left(a_{m}, b_{m}\right)$, and the bias of the predictor over all these samples is towards $\langle a, s\rangle$. So amplifying the probability of successful prediction is the same as estimating the bias of $P$. And if $P$ were a regular function, we would be able to use our product sampler to reuse samples during amplification. While there is no reason to expect an arbitrary predictor to be regular, it might be possible to convert it into a regular one.

Finally, the success probability of the solver produced by our reduction becomes trivial for small values of $k$ (that is, if $k \leq 6$ and $m=\Omega(n)$ ). Is it possible to perform meaningful solving-to-distinguishing reductions for $k$-LIN for such small values of $k$ ?
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[^1]:    ${ }^{1}$ This approach applies more generally to equations with adversarial noise.

[^2]:    ${ }^{2}$ We care about such small advantage since, in the sparse LPN case, we think of $F$ as our secret $s$ of size $N$ that we want to recover from $M>N$ noisy parities of it. Thus, as mentioned earlier, a sparse LPN distinguisher with advantage $\varepsilon$ can be converted to a predictor with advantage $\varepsilon / M<\varepsilon / N$. This small advantage necessitates our extreme parameterization of the XOR code for our use-case.

[^3]:    ${ }^{3}$ More precisely, the list can be of size $2^{h\left(\left(1-\mu^{1 / k}\right) / 2\right)|\Sigma|}$, where $h$ is the binary entropy function.
    ${ }^{4}$ This holds since, for $\{-1,1\}$-valued functions, the $k$ XOR code $F$ is simply the tensor product $F^{\otimes k}$ and since $\left\langle F^{\otimes k}, F^{\prime \otimes k}\right\rangle=\left\langle F, F^{\prime}\right\rangle^{k}$ (we'll see correlation defined in terms of inner product/expectation later).

[^4]:    ${ }^{5}$ It has been pointed out by an anonymous reviewer that for sums-of-squares refutation algorithms the solution can also be recovered by the method of Barak, Kelner, and Steurer [BKS14].

[^5]:    ${ }^{6}$ For the $k$-XOR code, these product spaces will become become sub-cubes of the $k$-dimensional boolean cube, and so only requiring advice along its borders gives us our $k^{t h}$ root in savings in advice we achieve.

