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Abstract

We present functions that can be computed in some fixed polynomial time but are hard
on average for any algorithm that runs in slightly smaller time, assuming widely-conjectured
worst-case hardness for problems from the study of fine-grained complexity. Unconditional
constructions of such functions are known from before (Goldmann et al., IPL ’94), but these
have been canonical functions that have not found further use, while our functions are closely
related to well-studied problems and have considerable algebraic structure.

We prove our hardness results in each case by showing fine-grained reductions from solving
one of three problems – namely, Orthogonal Vectors (OV), 3SUM, and All-Pairs Shortest Paths
(APSP) – in the worst case to computing our function correctly on a uniformly random input.
The conjectured hardness of OV and 3SUM then gives us functions that require n2−o(1) time to
compute on average, and that of APSP gives us a function that requires n3−o(1) time. Using the
same techniques we also obtain a conditional average-case time hierarchy of functions.

Based on the average-case hardness and structural properties of our functions, we outline the
construction of a Proof of Work scheme and discuss possible approaches to constructing fine-
grained One-Way Functions. We also show how our reductions make conjectures regarding the
worst-case hardness of the problems we reduce from (and consequently the Strong Exponential
Time Hypothesis) heuristically falsifiable in a sense similar to that of (Naor, CRYPTO ’03).
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1 Introduction

Since the 1970s we have had a notion of what we consider “easy” and what we consider “hard.”
Polynomial-time computable has long been synonymous to efficient and easy, while showing a prob-
lem NP-complete was to condemn it as intractable. In our recent history, however, this categoriza-
tion has been called into question: SAT instances, the flagship of NP-complete problems, are solved
on the daily [BHvM09], while algorithms that run in as little as quadratic time may be prohibitively
expensive for some practical problems such as DNA sequencing, due to large input sizes.

Thus, in the “real world,” our notions of easy and hard may not always align with our classical
views. The main problem here is our choice of analysis. For SAT, we classify it as “hard” when it
often may be more appropriately classified as “easy” because complexity theory typically employs
worst-case analysis. That is, we may be adhering to an overly-pessimistc metric, when, in practice,
the SAT instances we come across may be much more benign. In part to combat this sort of problem,
average-case complexity was introduced in [Lev86]. By considering distributions over problem
instances, we can at least hope to argue about the performance of heuristic algorithms in practice.

Similarly, the practical hardness of a problem with quadratic time complexity is invisible to our
typical “coarse-grained” analysis that only distinguishes between polynomial and not polynomial.
Within the past decade, the field of fine-grained complexity has quickly developed [Wil15], mapping
out (conditional) hardness of natural problems within P. By introducing fine-grained reductions, a
picture is emerging of a few main islands amongst the web of reductions, giving us an increasingly
clearer classification of the relative hardness of fine-grained problems. Through such reductions,
the more exact practical hardness of problems, such as DNA sequencing’s quadratic time barrier
[BI14], has been given evidence for.

However, while average-case analysis and fine-grained analysis independently address issues in
classical complexity theory, average-case analysis is still coarse-grained and fine-grained analysis is
still worst-case. A more complete theory attempting to capture the notion of “complexity” in our
world should begin by marrying average-case and fine-grained analysis.

In this paper we do so by providing average-case fine-grained hardness conjectures and show
them to follow from widely conjectured worst-case assumptions on well-studied fine-grained prob-
lems. Alternatively viewed, we give new routes for the falsifications of these worst-case conjectures.

1.1 Our Results

We present worst-case–to–average-case fine-grained reductions from the three main islands of fine-
grained complexity theory. We recall these three problems here to frame our work, and their
relevance is discussed in Section 2.

• Orthogonal Vectors: The OV problem on vectors of dimension d (denoted OVd) is to deter-

mine, given two sets U , V of n vectors from {0, 1}d(n) each, whether there exist u ∈ U and
v ∈ V such that 〈u, v〉 = 0 (over Z). (If left unspecified, d is to be taken to be

⌈
log2 n

⌉
.)

• 3SUM: The 3SUM problem is to determine whether a given set S ⊂ {−n3, . . . , n3} of size n
contains three distinct elements a, b, c such that a+ b = c.

• All-Pairs Shortest Path: Given an edge-weighted (undirected or directed) graph on n vertices,
the APSP problem is to find the distances between every pair of vertices, where edge weights
are in {1, . . . , nc} for some sufficiently large c.

We give a family of polynomials over finite fields corresponding to each of these, called FOV,
F3SUM, and FZWT respectively, and conjecture these polynomials to be hard to evaluate on
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uniformly chosen inputs. To support these conjectures we prove worst-case–to–average-case fine-
grained reductions from OV, 3SUM, and APSP to their respective families of polynomials (where
3SUM reduces also to FZWT). Specifically, we show:

• If OV requires n2−o(1) time to decide in the worst-case, then FOV requires n2−o(1) time to
evaluate with probability 3/4 on uniformly chosen inputs.

• If 3SUM requires n2−o(1) time to decide in the worst-case, then F3SUM requires n2−o(1) time
to evaluate with probability 3/4 on uniformly chosen inputs.

• If APSP requires n3−o(1) time or 3SUM requires n2−o(1) time to decide in the worst-case, then
FZWT requires n3−o(1) time to evaluate with probability 3/4 on uniformly chosen inputs.

Further, we conjecture a fourth family of polynomials, FTC, to also be average-case hard and
support this with fine-grained reductions from 3SUM, and APSP, and k-SAT. The reduction from
k-SAT makes FTC hard under the Strong Exponential Time Hypothesis (SETH), which states that
there is no ε > 0 such that k-SAT can be solved in time Õ(2n(1−ε)) for all values of k.

• If either APSP requires n3−o(1) time, 3SUM requires n2−o(1) time, or SETH holds, then FTC
requires n3−o(1) time to evaluate with probability 3/4 on uniformly chosen inputs.

We note that SETH implies that OV requires n2−o(1) time to decide in the worst-case and so
FOV is also hard on average under the stronger assumption of SETH. Thus, FOV and FTC are
our mostly strongly supported average-case hardness results. FTC only becomes easy if SETH
breaks and both 3SUM and APSP, while FOV, even with a broken SETH, remains hard unless all
first-order graph problems become easy since [GI16] shows that all such problems reduce to OV.1

Our results crucially rely on the fact that the polynomials in FOV, F3SUM, FZWT, and FTC
have degree polylog(n), which is very low. This extremely low degree enables us to invoke in
a fine-grained way the classic random self-reducibility of evaluating low-degree polynomials, first
used to show the average-case hardness of computing the Permanent when assuming its worst-case
hardness [Lip91, FF90], or more generally to show local correctability of Reed-Muller codes [GS92].

Beyond low degree, our polynomials are efficient to evaluate in time that tightly matches their
conjectured average-case hardness. These two properties are what distinguishes our polynomials
from näıvely representing a decision problem with a multilinear extension, which has “low” degree
n and, having exponentially many terms, can take exponential time to compute, both of which are
too large for our fine-grained analysis. A key technique we use to bypass the näıve construction,
then, is to look at the structure of specific problems from fine-grained complexity to tailor very
low-degree efficiently-computable polynomials to them. The matching upper and lower bounds are
precisely what allows us to capture the complexity of our problems in the fine-grained setting and
open the door for applications.

Extensions. We extend our results to a generalization of OV, called k-OV whose hardness can
also be based on the SETH. To this end, we define a corresponding polynomial FOVk which is
computable in Õ(nk) time in the worst-case. Using the same ideas as in the above worst-case to
average-case reductions we show:

• If k-OV requires nk−o(1) time to decide in the worst-case, then FOVk requires nk−o(1) time to
evaluate with probability 3/4 on uniformly chosen inputs.

1Technically this requires moderate-dimension OV, for which our results still apply to, and we need to consider
the generalization FOVk we introduce to account for all first-order graph properties.
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We note that this yields a tight average-case time hierarchy: an average-case problem computable
in time nk but not much faster for every integer k (these can be extended to rational numbers
through standard padding techniques). Unconditional average-case time hierarchies are known –
e.g. [GGH94] – but these are based on canonical functions that have not found further use than as
a proof of this concept, while our functions are closely related to well-studied problems and have
considerable algebraic structure.

Building on [CPS99], we use local list decoding to show that our families of polynomials remain
hard even when asking for their successful evaluation on just a 1/polylog(n) fraction of inputs. We
extend this to attain a smooth trade-off between the running time and the upper bound on the
probability of success of any average-case solver. We additionally show that FOV remains hard to
evaluate even over very small field sizes by applying an isolation lemma to OV, which may be of
independent interest itself.

Applications. Leveraging the structure of our problems, and using ideas from [Wil16], we con-
struct a Proof of Work scheme based on their average-case hardness. In subsequent work, [BRSV17]
extends our Proofs of Work framework to introduce Proofs of Useful Work. That is, Proofs of Work
whose completion is useful for solving practical problems. We pose the application of creating fine-
grained cryptography as an open problem, and outline a structural barrier to achieving fine-grained
one-way functions from our results.

Finally, we note that these reductions set up a win-win scenario: either the worst-case conjec-
tures are true and we have average-case fine-grained hard problems or we can show them easy and
thus break our worst-case conjectures, allowing a breakthrough in fine-grained complexity theory.
We explore this notion further by considering the ideas introduced in [Nao03] of falsifiable assump-
tions to show that our results make the OV, 3SUM, and APSP conjectures falsifiable in a practical
sense. Specifically, in Section 6.2 we show that empirically evaluating our polynomial for OV faster
than we conjecture possible would give strong heuristic evidence that SAT has faster worst-case
algorithms – i.e. that the SETH is false. In this sense, we discuss how our results allow for the
heuristic falsifiability of conjectures.

1.2 Related Work

Recently, and independently of our work, a sequence of papers [BK16, GR17, Wil16] has also
observed that a number of problems from the fine-grained world can be captured by the evaluation
of efficiently computable low-degree polynomials. The focus of these papers has been on using
the algebraic structure and low-degree of the polynomials to delegate computation of fine-grained
problems in quickly verifiable ways. The papers were not, however, concerned with the hardness
aspects of complexity and made no average-case claims or guarantees.

A key discovery, then, achieved here and independently in [BK16, GR17, Wil16], is the utility
of looking at the structure of specific computational problems to tailor very low-degree polynomials
that are efficiently computable to them. From the algorithmic perspective, [BK16, GR17, Wil16]
find utility for delegation of computation, while, from the hardness perspective, we connect it to
average-case complexity and applications thereof.

This gives a very rich framework that our results are applicable to, as our worst-case to average-
case reductions can be adapted in a straightforward way to work for any problem appropriately
expressible as a low-degree polynomial. Many other low-degree polynomials for interesting practical
problems are found in [BK16, GR17, Wil16], with [Wil16] independently discovering our FOV
polynomial and [BK16] independently finding a polynomial similar to our F3SUM. The work
of [GR17], in fact, identifies a natural class of “locally characterizable sets” that contains problems
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admitting low-degree polynomials akin to the ones considered here. Many of the above polynomials
can fit into the framework of applications of average-case fine-grained hardness, such as the Proofs
of Work we introduce.

In subsequent work, [BRSV17] extends our Proofs of Work framework to obtain Proofs of Useful
Work, which can be viewed as combining the delegation of computation from [BK16, GR17, Wil16]
with the hardness results we achieve here. This allows for the ability to delegate arbitrary instances
of practical problems yet guarantee that the response time will require some (tunable) fixed poly-
nomial amount of time (even for easy instances). That is, Proofs of Work whose completion is
useful for solving practical problems. Further shown in [BRSV17] is that the evaluation of our
polynomials (and thus the Proofs of Work) are non-amortizable over multiple instances, even on
average.

Lastly, [GH16] recently shows that fine-grained problems related to DNA sequencing are ac-
tually easy when given a batch of correlated instances. While these correlated instances are not
typically what we consider in average-case complexity, they are distributional notions of inputs
on fine-grained problems and so seems to be the closest existing work to average-case fine-grained
complexity. The techniques used, however, are very different and focused on attaining easiness
for specific problems with respect to specific distributions, whereas we focus on attaining hardness
and applications of hardness and do so within the emerging low-degree polynomial framework.
However, [GH16] can also be used to make claims similar to our notion of heuristic falsifiability,
suggesting that whenever the intersection of average-case complexity and fine-grained complexity
is considered it may immediately bear interesting fruit for this notion. We discuss this further in
Section 6.2.

1.3 Organization

For reference, our paper’s results are discussed as follows:

– Worst-case–to–average-case fine-grained reductions to the evaluation of our families of polyno-
mials FOV, F3SUM, FZWT, and FTC in Section 3.1, Appendix C, Section 3.2, and Section 3.3,
respectively.

– An infinite average-case time hierarchy arising from the assumption of SETH and two other
hierarchies from the assumption of the k-SUM conjecture as discussed in Section 4.

– Definitions of fine-grained cryptography and one-way functions, a barrier to achieving them from
our results, and a possible way to bypass this barrier all in Section 5.

– Constructions of Proofs of Work guaranteed by worst-case hardness assumptions in Section 6.1.

– Applications of our average-case results and Proofs of Work to the heuristic falsifiability of worst-
case assumptions, including SETH, in Section 6.2.

– Amplifying hardness of our average-case problems and smooth trade-offs between hardness and
running time in Appendix D.

– An isolation lemma for the Orthogonal Vectors problem that lets us perform our reductions to
polynomials over much smaller fields in Appendix E.

– Open problems in average-case fine-grained hardness, fine-grained cryptography, and heuristically
falsifying assumptions in practice in Section 7.
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2 Worst-Case Conjectures

We consider a few well-studied problems in fine-grained complexity and conjectures about their
worst-case hardness that we use to support our average-case hardness conjectures. For a more
comprehensive survey of fine-grained complexity, connections between problems, and formal defi-
nitions of concepts like fine-grained reductions, see [Wil15].

(All our discussion will be in the Word RAM model of computation with O(log(n))-bit words.
When we speak of randomized algorithms in a worst-case setting, we mean algorithms that, for
every input, output the correct answer with probability at least 2/3. And unless specified otherwise,
all algorithms and conjectures about algorithms are randomized throughout the paper.)

2.1 Main Islands of Fine-Grained Complexity

First we recall the problems of OV, 3SUM, and APSP defined in Section 1.1. These problems
currently remain the three key problems of fine-grained complexity as they partition what is known
in the field. That is, there are no known reductions between them, but they reduce to many other
problems and, thus, give us the basis for what we generally call hardness within P [Wil15]. This
foundation is more formally given, after extensive attempts to find improved algorithms for them,
through the following popular hardness conjectures:

• OV Conjecture: For any d = ω(log n), any algorithm for OVd requires n2−o(1) time.

• 3SUM Conjecture: Any algorithm for 3SUM requires n2−o(1) time.

• APSP Conjecture: Any algorithm for APSP requires n3−o(1) time.

These conjectures are not only important because they help stratify P, but the truth or falsity of
each of them has many ramifications to practical problems.

It has been shown that if the the OV conjecture is true, then many string processing problems,
hugely relevant to DNA sequencing and data comparison, also have hardness bounds (typically
sub-quadratic) [AWW14, ABW15b, BI14, BK15]. On the other hand, if a sub-quadratic algorithm
for OV is found, Williams [Wil05] gave a reduction to show we would achieve improved algorithms
for SAT; more specifically, the well-known Strong Exponential Time Hypothesis (SETH) would
break. Thus, as stated in Section 1.1, SETH implies the OV conjecture.

(We note that the results in this paper still go through under a slightly weaker variant of the OV
conjecture: for all ε > 0, there is no O(n2−εpoly(d)) algorithm for OVd. This problem, “Moderate
Dimension” OV, was shown to be hard for the class of all first-order graph problems in [GI16].)

Similarly, if the 3SUM conjecture is true, problems in computational geometry [GO95] and exact
weighted subgraph problems [AL13] are hard. Further, [AL13] shows that if the 3SUM conjecture
is false, we get improved algorithms for many of the same graph problems.

Finally, the APSP conjecture’s truth would give lower bounds for many problems in dense
graphs [WW10] and for dynamic problems [RZ04]. [WW10] also shows that the conjecture being
false gives better algorithms for the dense graph problems.

We note that while it is common to make these conjectures only for deterministic algorithms,
we see these as structural beliefs about the problems – that brute force is essentially necessary as
there is no structure to algorithmically exploit – and so there is no reason to believe that allowing
randomness will allow a significant speed-up. Indeed, these conjecture are often made against
randomized expected running time machines as in [Wil15] and randomized one-sided error versions
of SETH have been made in [DHW10] and [CIKP03]. Further, [CFK+15] conjectures and argues
for a SETH under randomized two-sided error machines (as we apply to all of our conjectures for
the use of worst-case to average-case reductions).
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Besides these three main islands of fine-grained complexity theory, a fourth seems to be emerg-
ing based on the k-CLIQUE problem. With the current best algorithm solving the problem in nωk/3

time [NP85], where ω is the matrix multiplication constant, there has been recent work showing
that conjecturing this to be optimal leads to interesting hardness results for other important prob-
lems such as parsing languages and RNA folding [ABW15a, BGL16, BDT16, BT16]. To explore
delegating computation, [BK16, GR17, Wil16] all introduce different families of polynomials to ex-
press the k-CLIQUE problem, yet none yield analysis akin to those above. The polynomials either
yield average-case hardness via our techniques but cannot be computed efficiently enough to give
matching upper bounds [GR17, Wil16], or they have too large of a degree for our worst-case to
average-case reductions [BK16]. We leave the open problem of finding a family of polynomials to
represent k-CLIQUE that both are computable in time nωk/3 and have degree no(1).

2.2 Auxiliary Problems

For these practical connections, any reduction to or from the main island problems has interesting
consequences (see [Wil15] for a more comprehensive treatment). In our results we achieve reductions
from these problems and, to help facilitate that, we recall two more problems.

• Zero-Weight Triangle: Given an edge-weighted graph on n vertices, the ZWT problem is to
decide whether there exists a triangle with edge weights w1, w2, w3 such that w1 +w2 = −w3,
where edge weights are in {−nc, . . . , nc} for some sufficiently large c.

• Triangle-Collection: Given an graph on n vertices and a partition C of the vertices into colors,
the Triangle-Collection problem is to decide whether for each triple of three colors a, b, c ∈ C,
there exists vertices x, y, z in the graph that form a triangle and x ∈ a, y ∈ b, and z ∈ c.
That is, each triplet of colors is ‘collected’ by some triangle.

We will follow the approach in [CGI+16] of, at times, using ZWT as a proxy for both 3SUM
and APSP. That is, both reduce in a fine-grained way to ZWT: APSP reduces to (Negative
Weight Triangle [WW10] and then to) ZWT [VW09], and 3SUM has a randomized (which suits our
purposes) reduction to ZWT in [VW09, P1̌0]. Thus reducing from ZWT reduces from both 3SUM
and APSP simultaneously. It then follows that if either the 3SUM or APSP conjecture are true,
then ZWT requires n3−o(1) time.

Similarly, the Triangle-Collection problem is introduced in [AWY15] as a way to base hardness
on the believable conjecture that at least one of the SETH, 3SUM, or APSP conjectures are true.
To do this, they give fine-grained reductions from all three of k-SAT, 3SUM, and APSP so that if
any of their conjectures are true, then Triangle-Collection requires n3−o(1) time.

In general, it is better to reduce from problems furthest down a chain of reductions, as as-
suming those problems to be hard will then be the weakest assumption required - e.g. assuming
Triangle-Collection requires n3−o(1) time is a weaker assumption than assuming that at least one of
k-SAT, 3SUM, or APSP are hard. It is an interesting direction to base average-case fine-grained
hardness on increasingly weaker assumptions.

For this reason, it would be desirable to reduce from some very practical DNA sequencing prob-
lems (e.g. EDIT-DISTANCE and LCS) that are reduced to from OV (and thus k-SAT). Further,
there is mounting evidence that, regardless of the status of k-SAT’s complexity, these DNA se-
quencing problems are in fact very likely to be hard [GI16, AHWW15]. We remark, however, that
there is a barrier to representing these problems with low-degree polynomials [Abb17]. Namely,
representing them with low-degree polynomials would allow for small speedups – i.e. by using the
polynomial method [CW16] – but such speedups (of just shaving some logarithmic factors off of
the runtime) have been show to imply new breakthroughs in circuit lower bounds [AHWW15].
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3 Average-Case Fine-Grained Hardness

We now define the notion of average-case complexity that we shall use and describe the technique
we use for our worst-case to average-case reductions. Then, we describe the problems we conjecture
to be hard on average and show reductions from the worst-case problems described in Section 2 in
support of these conjectures.

Definition 1. A family of functions F = {fn} is computable in time t on average if there is an
algorithm that runs in t(n) time on the domain of fn and, for all large enough n, computes fn
correctly with probability at least 3/4 over the uniform distribution of inputs in its domain.

For broader definitions that are more useful when one is concerned with whole classes of prob-
lems rather than a handful of specific ones, and for extensive discussions of the merits of the same,
we refer the reader to Bogdanov and Trevisan’s survey [BT06].

To achieve average-case hardness for our fine-grained problems, our main technique will be to
“express” these problems as low-degree polynomials and then use the random self-reducibility of
evaluating these polynomials to attain average-case hard problems.

We now recall the classic random self-reducibility of evaluating low-degree polynomials, first
used to show the average-case hardness of computing the Permanent when assuming its worst-case
hardness [Lip91, FF90]. We can more generally view this as the local correctability of Reed-Muller
codes first shown by Gemmell and Sudan [GS92] and get better error rates using techniques from
this perspective. We repeat the proof in Appendix A in order to accurately assess the running time
of the algorithm involved.

Lemma 1. Consider positive integers N , D, and p, and an ε ∈ (0, 1/3) such that D > 9, p is
prime and p > 12D. Suppose that for some polynomial f : FNp → Fp of degree D, there is an
algorithm A running in time t such that A is an average-case solver. That is,

Pr
x←FNp

[A(x) = f(x)] ≥ 1− ε

Then there is a randomized algorithm B that runs in time O(ND2 log2 p+D3 + tD) such that
B is a probabilistic worst-case solver. That is, for any x ∈ FNp :

Pr [B(x) = f(x)] ≥ 2

3

Remark 1. The range of ε being (0, 1/3) is arbitrary to some extent. It could be any constant
smaller than 1/2 at the cost of p having to be slightly larger.

Remark 2. An important thing to note here is how B’s runtime depends on f ’s degree D. Assuming
tD is the high-order term in the runtime, B runs in time O(tD). So if we want our reductions to
have low overhead, we will need D to be rather small. For our fine-grained purposes, we need to
be careful in what we consider “low” and we will see that we always have D polylogarithmic in N .

We now introduce three families of polynomials that we conjecture average-case hard to evaluate
and then give evidence for this by reducing to them from the worst-case problems OV, ZWT,
and Triangle-Collection, respectively, and then applying the random self-reducibility of low-degree
polynomials as just described. A fourth family of polynomials arising from 3SUM can be seen in
Appendix C. The landscape of these reductions is seen in Figure 1.
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k-SAT

OV

FOV

3SUM

C3SUM

F3SUM

APSP

ZWT FZWT

TC

FTC

Figure 1: Arrows represent (fine-grained) reductions and dashed means they’re randomized. Thus a
dashed self-loop is a worst-case to average-case self-reduction. Our work introduces FOV, F3SUM,
FZWT, and FTC and the reductions involving them. See Appendix C for C3SUM and F3SUM.

3.1 Orthogonal Vectors

For any n, let p(n) be the smallest prime number larger than n2, and d(n) =
⌈
log2 n

⌉
(for brevity,

we shall write just p and d). We define polynomials fOVn : F2nd
p → Fp over 2nd variables. We

view these variables as representing the input to OV – we separate the variables into two matrices
U, V ∈ Fn×dp . The polynomial fOVn is then defined as follows:

fOVn(U, V ) =
∑
i,j∈[n]

∏
`∈[d]

(1− ui`vj`)

A similar polynomial was used independently by Williams [Wil16] to construct coMA proof
systems for OV with efficient verifiers. Given an OV instance (U, V ) ∈ {0, 1}2nd, fOVn(U, V )
counts the number of pairs of orthogonal vectors in it – for each pair i, j ∈ [n], the corresponding
summand is 1 if 〈ui, vj〉 = 0, and 0 otherwise (there is no modular wrap-around of the sum as
p > n2). Also, fOVn has degree at most 2d, which is rather low.

Define the family of polynomials FOV = {fOVn}. We show a worst-case to average-case
reduction from OV to FOV that, given an algorithm that computes fOVn well on average, decides
OV on instances of length n without much overhead. This is stated as the following theorem.

Theorem 1. If FOV can be computed in O(n1+α) time on average for some α > 0, then OV can
be decided in Õ(n1+α) time in the worst case.

Proof. Suppose there were an algorithm A that ran in O(n1+α) time and computed fOVn correctly
on more than a 3/4 fraction of inputs for all large enough n.

In order to be able to use such an average-case algorithm, however, one has to be able to write
down inputs to run it on. These inputs to fOVn are in F2nd

p , and so to work with them it is
necessary to know p = p(n), the smallest prime number larger than n2. Further, p would have to

8



be computable from n rather efficiently for a reduction that uses A to be efficient. As the following
lemma states, this turns out to be possible to do.

Lemma 2 (Implied by [LO87]). The smallest prime number greater than m can be computed
deterministically in Õ(m1/2+α) time for any α > 0.

We will then use A and this lemma to decide OV as follows. Given an input (U, V ) ∈ {0, 1}2nd,
first compute p = p(n) – this can be done in Õ(n1+α) time by Lemma 2. Once p is known, A can be
used along with Lemma 1 to compute fOVn(U, V ) in O(n(2d)2 log2 p+ (2d)3 + 2dn1+α) = Õ(n1+α)
time, and this immediately indicates membership in OV as observed above.

Corollary 1. If OV requires n2−o(1) time to decide, FOV requires n2−o(1) time to compute on
average.

Note that our result is then tight under the OV conjecture in the sense that our polynomial is
computable in Õ(n2) time, but in no less (even on average) assuming sub-quadratic hardness of
OV. That is, we demonstrate a problem that is quadratic-computable but sub-quadratic-hard on
average. It should also be noted that our results can adapted the Moderate Dimension OV problem
(as mentioned in Section 2) and thus an appropriately parametrized variant of FOV is average-case
hard for the class of all first-order graph problems as defined in [GI16].

3.2 3SUM and All-Pairs Shortest Path

Recall from Section 2 that both 3SUM and APSP have fine-grained reductions to ZWT, and so we
restrict our attention to ZWT. We now show a family of polynomials that can count Zero Weight
Triangles.

For any n, let p(n) denote the smallest prime number larger than n3 and let d = dlog(2(2nc + 1))e+
3 (c being the constant from the definition of ZWT). We define the polynomial fZWTn : Fn2d

p → Fp
as taking in a set E of n2d variables where we split them into n2 sets, wij , of d variables each for
all i, j ∈ [n]:

fZWTn(E) =
∑

i,j,k∈[n]

∏
`∈[d]

(
1− (s` (wij , wjk)− s` (wik, 0 . . . 01))2

)
where s` : F2d

p → Fp is the polynomial such that if x, y ∈ {0, 1}d, then s`(x, y) equals the `th bit
of (x+y) as long as x and y represent numbers in [−nc, nc]. Such polynomials exist, have degree at
most 2d, and are computable in O(d log2 p) time – see Appendix B. Further, wik represents the set
of linear polynomials that toggle all the bits in a boolean valued wij ; so s` (wik, 0 . . . 01) effectively
takes the one’s complement of wij and then adds 1, which is exactly the two’s complement of wij .

Now, considering a graph on n vertices with edges weighted from [−nc, . . . , nc]. We use this
polynomial to count zero weight triangles in it: For an edge-weight between nodes i and j we
decompose the value to its bit representation in two’s complement notation and now have d boolean
inputs for wij . If an edge does not exist between an i and j, we similarly put the bit decomposition
of the value 2nc + 1 into wij (note that i = j is possible and we consider there to not be an edge
for this). Conceptually, we now have weights wij corresponding to a complete graph on n vertices
with the the non-edges added at weight 2nc + 1. Note that each triangle in it is zero weight if and
only if it was a zero weight triangle in the original graph. Thus, collecting these all together we
have boolean input E ∈ {0, 1}n2d. This reduction certainly takes sub-cubic time.

Then, given the binary representation of a ZWT instance, the `th term in the product above
checks whether the `th bit of the sum of wij and wjk equals that of the negation of wik. If all d bits
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are equal, then, and only then, the summand is 1, otherwise it is 0. So the sum counts the number
of triples of distinct (i, j), (j, k), and (i, k) such that wij +wjk = −wik. Also, the degree of fZWTn
is at most 4d3 = O(log3 n).

Define the family of polynomials FZWT = {fZWTn}. The following theorem can be proved
identically to Theorem 1.

Theorem 2. If FZWT can be computed in O(n1.5+α) time on average for some α > 0, then ZWT
can be decided in Õ(n1.5+α) time in the worst case.

Corollary 2. If ZWT requires n3−o(1) time to decide, FZWT requires n3−o(1) time to compute on
average.

Thus, assuming the ZWT conjecture, using the fact that fZWTn has n3 terms and each s`
is computable in O(d) time, we again achieve tightness where FZWT is cubic-computable but
sub-cubic-hard. It is also worth noting that the following corollary frames our result in the more
familiar problems of 3SUM and APSP.

Corollary 3. If either 3SUM requires n2−o(1) time or APSP requires n3−o(1) time, then FZWT
takes n3−o(1) time to compute on average.

3.3 SETH, 3SUM, and All-Pairs Shortest Path

We now give our most encompassing worst-case–to–average-case result. Recall from Section 2
that if any of k-SAT, 3SUM, or APSP are hard then the Triangle-Collection problem is also hard
[AWY15], thus so would be any polynomial based on it. We can hence focus our attention on
Triangle-Collection. More specifically, we will look at a restricted version of the problem called
Triangle-Collection∗ shown to be equivalent to Triangle-Collection in [AWY15, Abb17], whose extra
structure we will use to construct low-degree polynomials.

• Triangle-Collection*: Given an undirected tripartite node-colored graph G with n colors and
m = n log2 n+ 2n log4 n nodes and with partitions A,B,C of the form:

– A contains n log2 n nodes a`,i where i ∈ [n], ` ∈ [log2 n] and a`,i is colored with color i.

– B (respectively C) contains n log4 n nodes b`,i,x (respectively c`,i,x) where i ∈ [n], ` ∈
[log2 n], x ∈ [log2 n] and b`,i,x (respectively c`,i,x) is colored with color i.

– For each node a`,i and colors j, k ∈ [n], there is exactly one edge from A to B of the
form (a`,i, b`,j,x) and exactly one edge from A to C of the form (a`,i, c`,k,y), for some
x, y ∈ [log2 n].

– A node b`,j,x can only be connected to nodes of the form c`,k,y in C. (There no edges
across disparate `’s.)

For all triples of distinct colors i, j, k, is there a triangle (u, v, w) in G where u has color i, v
has color j, and w has color k?

We now give a polynomial whose evaluation would allow us to decide Triangle-Collection∗. For
any n, let p(n) denote the smallest prime number larger than n3. We define the polynomial
fTCn : Fmp → Fp as taking in a set E of m = (n log2 n + 2n log4 n)2 variables (corresponding to
entries in the adjacency matrix of an input graph to the above problem):
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fTCn(E) =
∑

1≤i<j<k≤n

∏
`,x,y∈[log2 n]
π∈S{i,j,k}

(
1− ea`,π(i),b`,π(j),xea`,π(i),c`,π(k),yeb`,π(j),x,c`,π(k),y

)

(Note that for a set X, SX denotes the set of permutations on X.)
Consider a tripartite graph as defined above with adjacency matrix E. For each triple of colors,

(i, j, k) ∈ [n]3, if there is a corresponding triangle in the graph then it zeroes out that particular
term, otherwise it will evaluate to one. Thus, fTCn counts the number of colors not collected
by a triangle – i.e. the number of violations to being a YES instance – and so, for boolean E,
fTCn(E) = 0 if and only if E corresponds to a YES instance of Triangle-Collection∗. Moreover, the
degree of fTCn is at most 18 log6 n.

Define the family of polynomials FTC = {fTCn}. The following theorem can be proved iden-
tically to Theorem 1.

Theorem 3. If FTC can be computed in O(n1.5+α) time on average for some α > 0, then TC can
be decided in Õ(n1.5+α) time in the worst case.

Corollary 4. If TC requires n3−o(1) time to decide, FTC requires n3−o(1) time to compute on
average.

Thus, fTCn only having n3 many summands with each being computable in polylog(n) time, it
is easily seen that we again achieve tightness where FTC is cubic-computable but sub-cubic-hard.
More recognizably we attain the following.

Corollary 5. If either SETH holds, 3SUM takes n2−o(1) time, or APSP takes n3−o(1) time, then
FTC takes n3−o(1) time to compute on average.

Note that this does not subsume the hardness of FZWT as, even if SETH fails and 3SUM and
APSP become easy, the ZWT problem may still be hard and yield hardness for FZWT.

4 An Average-Case Time Hierarchy

In this section we present an infinite collection of generalizations of FOV that we conjecture form an
average-case time hierarchy. That is, for every rational number k the collection contains a function
FOVk such that FOVk is computable in Õ(nk) time, but (we conjecture) requires nk−o(1) time to
compute even on average. This conjecture is supported by SETH. We describe these generalizations
below and indicate how this follows from SETH for integer values of k ≥ 2 and note that this can
be extended to all rational numbers using standard padding techniques.

• k-Orthogonal Vectors: For an integer k ≥ 2, the k-OV problem on vectors of dimension d is
to determine, given k sets (U1, . . . , Uk) of n vectors from {0, 1}d(n) each, whether there exist
ui ∈ Ui for each i such that over Z, ∑

`∈[d(n)]

u1` · · ·uk` = 0

(As with OV, if left unspecified, d is to be taken to be
⌈
log2 n

⌉
.)
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Similar to how it implies the hardness of OV, (the randomized version of) SETH also implies
that for any integer k ≥ 2, any randomized algorithm for k-OV requires nk−o(1) time – the proof is
a natural generalization of that for OV shown in [Wil15]. We next take the same approach we did
for OV and define for any integer k ≥ 2 a family of polynomials FOVk =

{
fOVkn

}
, where with p

being the smallest prime number larger than nk and d =
⌈
log2(n)

⌉
, fOVkn : Fkndp → Fp is defined

as:

fOVkn(U1, . . . , Uk) =
∑

u1∈U1,...,uk∈Uk

∏
`∈[d]

(1− u1` · · ·uk`)

Exactly as fOVn does, when fOVkn’s input is a k-OV instance from {0, 1}knd, fOVkn(U1, . . . , Uk)
counts the number of sets of “orthogonal” vectors in it. Note that the degree of fOVkn is at most
kd. And also that by simply evaluating each summand and adding them up, the polynomial can
be evaluated in Õ(nk) time. The following theorem can again be proven in a manner identical to
Theorem 1.

Theorem 4. For any integer k ≥ 2, if FOVk can be computed in O(nk/2+α) time on average for
some α > 0, then k-OV can be decided in Õ(nk/2+α) time in the worst case.

Corollary 6. Suppose for every k ≥ 2, k-OV requires nk−o(1) time to decide. Then for every such
k, FOVk requires nk−o(1) to compute on average but can be computed in the worst case in Õ(nk)
time.

Thus, we can attain the hierarchy from an infinite number of conjectures, one for each k, but, as
noted earlier, the entire hierarchy is also implied by the single assumption SETH. We note that for
k-OV (and all other problems) we could näıvely express k-OV with a polynomial via a multilinear
extension, yet this polynomial, as discussed in Section 1.2, would have exponentially many terms
and degree n. Already the degree is too high for our purposes but not by much: we may not be
too disappointed with n(k−1)−o(1) average-case hardness that degree n would still afford us. The
main problem then is that the näıve polynomial may take exponential time to compute and so the
upper bound is very far from the lower bound. The tightness of our hierarchy is a key feature then
in capturing the hardness of our problems as well as for use in applications such as in Section 6.1
and in [BRSV17].

Remark 3. We can also attain two semi-tight hierarchies from generalizations of the 3SUM prob-
lem. That is, if we assume the k-SUM conjecture proposed in [AL13], we get hardness for two
infinite hierarchies, with one based on generalizing FZWT and one from generalizing a polynomial
introduced in Appendix C, F3SUM (the proper generalizations can be based on problems found in
[AL13]). These hierarchies, however, are loose, in that the k-SUM conjecture gives us

(
ndk/2e−o(1)

)
hardness at the kth level but, to our knowledge, our generalized polynomials are only Õ(nk−1)
computable (as they have nk−1 many terms).

5 Towards Fine-Grained Cryptography

Average-case hardness has frequently found use in cryptography, where it is in fact a necessity –
it is almost always required that a cryptographic object be hard to defeat on average for it to be
useful. In this light, it is a natural question to ask whether the worst-case to average-case reductions
presented here, along with the conjectured hardness of the worst-case problems, can be used to do
cryptography.
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Of course, since these problems are actually computable in polynomial time, one cannot expect
to use them to construct standard cryptographic objects, which have to be secure against all
polynomial time adversaries. We hence consider fine-grained cryptography, where we only ask for
security against adversaries that run in some fixed polynomial time.

A major reason for interest in such notions is that a form of cryptography might be realizable
even in Impagliazzo’s Pessiland (or Heuristica or even Algorithmica) [Imp95]. That is, even if
we live in a world where One-Way Functions or “coarse-grained” average-case hardness do not
exist, it may still be possible to construct fine-grained cryptographic objects and salvage practical
cryptography. Further, even if we do have standard cryptography, it may be the case that fine-
grained cryptography can use weaker assumptions as it only needs to be secure against moderately
powerful adversaries. Though not done so very extensively and not done from the sort fine-grained
complexity in [Wil15], such notions have indeed been considered several times before – see for
instance [Mer78, H̊as87, Mau92, DVV16].

In this section we define a notion of fine-grained cryptography in Section 5.1, show a struc-
tural barrier to achieving it in Section 5.2, and outline as an open problem a possible approach to
circumventing this barrier in Section 5.3. While this outline has not yet yielded fine-grained cryp-
tography, we use its techniques in Section 6.1 to obtain Proofs of Work. Our framework has since
been extended to achieve Proofs of Useful Work [BRSV17], which we also mention in Section 6.1

5.1 Fine-Grained One-Way Functions

To illustrate the kinds of objects, approaches, and difficulties fine-grained cryptography might
involve, we consider the case of One-Way Functions (OWFs). A fine-grained OWF would capture
the same concept as a standard OWF – easy to compute yet hard to invert – but with a more
fine-grained interpretation of “easy” and “hard”.

Definition 2. We say a function f : {0, 1}∗ → {0, 1}∗ is (t, ε)-one-way if it can be computed in
O(t(n)1−δ) time for some δ > 0, but for any δ′ > 0, any O(t(n)1−δ

′
)-time algorithm A, and all

sufficiently large n,

Pr
x←{0,1}n

[
A(f(x)) ∈ f−1(f(x))

]
≤ ε(n, δ′)

One approach to constructing such OWFs (that has perhaps been part of folklore for decades)
is as follows. Take one of our hard-on-average to evaluate polynomials – e.g. fOVn – and suppose
there was an input-output sampling algorithm S ≡ (S1, S2) that runs in sub-quadratic time in n
such that, on uniform input r, S1(r) is distributed uniformly over the appropriate domain, and
S2(r) = fOVn(S1(r)). By our results it can be seen that S1 is (n2, 3/4)-one-way if we assume the
OV conjecture (strengthened to assume hardness for all sufficiently large input sizes).

5.2 Barriers and NSETH

However, as stated, there turn out to be certain barriers to this approach. For instance, if S(r) =
(x, y), then r would be a certificate that fOVn(x) = y that can be verified in sub-quadratic time.
In particular, if x ∈ {0, 1}2nd is a NO instance of OV, then r is a certificate for this that is verifiable
in deterministic sub-quadratic time – i.e. that fOVn(x) = 0.

Further, tracing this back through the reduction of k-SAT to OV (see [Wil15]), this gives us a
certificate for NO instances of k-SAT (for any k) that are verifiable in O(2n(1−ε)) time for some
ε > 0 – i.e. short and quickly verifiable certificates for CNF-UNSAT instances. Interestingly, the
impossibility of this was recently conjectured and formalized as NSETH (the Non-deterministic
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Strong Exponential Time Hypothesis) in [CGI+16] along with the establishment of its barrier
status: its falsification would yield breakthroughs in both circuit complexity and proof complexity.

An alternative view of matters would be that this presents another approach to breaking NSETH.
In fact, something weaker would suffice for this purpose – one only needs a sampler that runs in sub-
quadratic time and samples (x, fOVkn(x)) for some k such that the distribution of x has {0, 1}knd
in its support.

Note that while a sampler based on OV would, because of its relation to k-SAT, break NSETH,
a sampler based on ZWT would only yield quick deterministic certification for APSP instances (the
reduction from 3SUM is randomized). So we are left with much weaker “barriers” for F3SUM and
FZWT samplers. Indeed, [CGI+16]’s introduction of NSETH was in a direction opposite to ours:
while we explore NSETH to argue that OV is unlikely to have small co-nondeterministic complexity
because of its relationship to SAT, they introduce it to argue that 3SUM and APSP are unlikely to
have a relationship to SAT (as OV does) by showing them to actually have small co-nondeterministic
complexities. Thus they explicitly break both “barriers” for a F3SUM or FZWT sampler!

Still, FOV is much simpler algebraically and so seems to hold more hope for constructing a
fine-grained OWF in this manner. We now discuss ways in which we may still salvage a sampler
for FOV.

5.3 A Way Around

There are visible ways to skirt this NSETH barrier: Suppose that the sampler S was not perfect
– that with some small probability over r it outputs (x, y) such that fOVn(x) 6= y. Immediately,
NSETH no longer applies, as now an r such that S(r) = (x, y) may no longer be a sound certificate
that fOVn(x) = y. And, as explained below, such a sampler still gives us a fine-grained distri-
butional OWF based on the hardness of OV as long as the probability that it is wrong is small
enough.

Informally, a distributional OWF is a function f such that f(x) is easy to compute, but for
most y’s it is hard to sample a (close to) uniformly random x such that f(x) = y. A distributional
OWF might not be a OWF itself, but it is known how to derive a OWF from any distributional
OWF [IL89]. And further, this transformation works with quasi-linear overhead using constructions
of hash functions from [IKOS08].

We claim that S1 is now a fine-grained distributional OWF. Intuitively, if it were not, then we
would, for many x, be able to sub-quadratically sample r almost uniformly from those obeying
S1(r) = x. But, since the probability over r is low that S errs, the r we sampled is likely a
non-erring one. That is, it is likely that we would have sub-quadratically obtained an r that gives
us S2(r) = fOVn(x) and thus we likely can sub-quadratically compute fOVn(x). So if fOVn is
actually hard to compute on average, then such a distributional inverter cannot exist.

While, as mentioned earlier, such an erring sampler would no longer give efficiently verifiable
certificates for NO instances of OV, it turns out that it would still yield a “barrier” of a coAM
protocol for OV with sub-quadratic verification.

First we note that we get an AM protocol with a sub-quadratic time verifier that takes input
(x, y) and proves that fOVn(x) = y, and is complete and sound for most values of x. Since the
sampler is wrong with only with a very small probability over r, most values of x’s have the property
that most values of r satisfying S1(r) = x also satisfy S2(r) = fOVn(x). In the protocol with input
(x, y), the verifier simply asks the prover to prove that for most r’s such that S1(r) = x, it is also
the case that S2(r) = y. If S1 is indeed distributed uniformly, then this comes down to proving a
lower bound on the number of r’s such that S1(r) = x and S2(r) = y, and this can be done in AM
using the protocol from [GS86], in a single round (verifier sends a message and prover responds)
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and with the verifier running in sub-quadratic time. With a little more analysis and appropriate
setting of parameters, this protocol can be shown to work even if S1 is only close to uniform.

Further, from this protocol one can get a protocol that works for all values of x by following
the approach in the proof of Lemma 1 – given an input (x, y), the verifier runs the random self-
reduction for x and, for each evaluation query to fOVn that comes up in its course, it asks the
prover for the answer along with an AM proof of its correctness. Thus, done all at once, this gives
a single-round coAM protocol for OV with a sub-quadratic time verifer (this is when y = 0). This
in turns leads to a single-round coAM protocol for k-SAT with a verifier that runs in Õ(2n(1−ε))
time for some ε > 0.

The impossibility of the existence of such a protocol could be conjectured as a sort of AM[2]SETH.
Williams [Wil16] gives a non-interactive MA protocol that comes close to breaking this conjecture,
but standard approaches for converting MA protocols to AM protocols [Bab85] seem to incur a
prohibitively large overhead in our fine-grained setting.

We next detail the MA protocol from [Wil16] to pose an open problem of efficiently converting
this to an AM protocol, thus breaking the barrier to an erring sampler (and thus a fine-grained
OWF) with the further hope such a sampler could be “reverse-engineered” from an AM protocol. In
Section 6.1, show how this MA protocol is already useful to our framework by constructing Proofs
of Work.

5.4 An MA Protocol

We briefly describe the MA protocol for fOVn achieved in [Wil16], where a more general protocol
and framework can be found. Recall that the objective of the prover is to convince the verifier that,
for given (x, y), fOVn(x) = y. We will expand x into (U, V ) ∈ Fn×dp × Fn×dp , which is the syntax
we used when defining fOVn as:

fOVn(U, V ) =
∑
i,j∈[n]

∏
`∈[d]

(1− ui`vj`)

For a fixed V , we define the supporting polynomial fOVV : Fdp → Fp as:

fOVV (x1, . . . , xd) =
∑
j∈[n]

∏
`∈[d]

(1− x`vj`)

Now we may write fOVn as:

fOVn(U, V ) =
∑
i∈[n]

fOVV (ui1, . . . , uid)

Next let φ1, . . . , φd : Fp → Fp be the polynomials of degree (n− 1) such that for i ∈ [n], φ`(i) =
ui` (treating i as an element of Fp). Define the polynomial RU,V (x) = fOVV (φ1(x), . . . , φd(x)). We
can then write:

fOVn(U, V ) =
∑
i∈[n]

RU,V (i)

The degree of RU,V is at most (n − 1)d. If the verifier knew the coefficients of RU,V , then it

could evaluate it on the points {1, . . . , n} in time Õ(nd) (using fast techniques for batch evaluation
on univariate polynomials [Fid72]) and thus compute fOVn(U, V ). This suggests the following
protocol. The prover sends over the coefficients of a polynomial R∗ that it claims to be RU,V .
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To verify this claim, the verifier checks whether R∗(x) = RU,V (x) for a random x ∈ Fp. This
can be done because even though the verifier does not know the coefficients of RU,V , it can evaluate

it at an input x in time Õ(nd) by first evaluating all the φ`(x)’s (these polynomials can be found
using fast interpolation techniques for univariate polynomials [Hor72]), and then evaluating fOVV
using these values. By the Schwartz-Zippel lemma, since the field is considerably larger than the
degree of R∗ and RU,V , if these are not the same polynomial, the verifier will catch this with high
probability. If this check passes, the verifier uses R∗ to compute fOVn(U, V ).

We pose the open problem of using the ideas of this protocol to construct an AM protocol that
does the same. Further we pose the problem of creating an erring sampler from such a protocol, or
more generally constructing a fine-grained OWF. We show in Section 6.1 how to use the existing
MA scheme to create Proofs of Work.

6 Proofs of Work and the Falsifiability of Conjectures

In this section we present two other applications of our results. While we focus on FOV, these
applications can similarly be made for F3SUM, FZWT, and FTC (and FOVk from Section 4).

6.1 Proofs of Work

A Proof of Work (PoW) scheme is a means for one party (that we call the Prover) to prove to
another (called the Challenger) that it has expended a certain amount of computational resources.
These were introduced by Dwork and Naor [DN92] as a means to deter spam mail and denial-of-
service attacks, and have also found use in cryptocurrencies [Nak08]. Here we formulate a simplified
definition of a PoW scheme to illustrate how our results could be used in this context. A PoW
scheme consists of three algorithms:

• Challenge(1n) takes a difficulty parameter n and produces a challenge c of this difficulty.

• Solve(c) solves the challenge c and produces a solution s.

• Verify(c, s) verifies that s is a valid solution to the challenge c.

The idea is that when the challenger wants the prover to work for a certain amount of time (and
prove that it has done so), it runs Challenge with the appropriate difficulty parameter to generate a
challenge c that it sends over. The prover is then required to produce a solution s to the challenge
that the challenger verifies using Verify.

Intuitively, our average-case hardness results for fOVn says that random inputs, thought of as
challenges, must require a certain amount of work for a prover to evaluate fOVn on. Then, the MA
protocol in Section 5.4 gives a quick way for the challenger to verify a solution.

Definition 3. The triple of algorithms (Challenge, Solve,Verify) is a Proof of Work (PoW) scheme
if the following properties are satisfied:

• Challenge and Verify are computable in time s(n).

• Solve is computable in time t(n) and Verify(c,Solve(c)) = 1. (t(n) > s(n))

• There are constants ε, ε′ ∈ [0, 1] such that for any A and n satisfying:

Pr
c←Challenge(1n)

[Verify(c, A(c)) = 1] ≥ ε

it is the case that A takes time at least t′(n) on a ε′ fraction of challenges of difficulty n.
(t′(n) > s(n). Ideally, t′(n) ≈ t(n).)
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We want Challenge and Verify to be efficiently computable so that the challenger does not have
to do too much work in this process. We want Solve to be more expensive but not by too much
so that the prover can indeed produce a valid solution, albeit with more work than that done by
the challenger. The lower bound on the difficulty of producing valid solutions ensures that the
prover actually has to spend a certain amount of time on this task and that its production of a
valid solution is proof that it has spent this time.

While above we use time as the computational resource of interest as we are working in the
Word RAM model, these specifications can be in terms of other resources such as space, circuit size,
etc. when working in other models. For different applications, there could also be other properties
that might be desirable in such schemes such as resistance to parallelism, non-amortizability, etc.,
but we shall ignore these for now.

The MA protocol for fOVn along with our average-case reductions can be used to construct a
PoW scheme based on the hardness of OV as follows.

• Challenge(1n) samples a random input (U, V ) ∈ F2nd
p to fOVn.

• Solve((U, V )) outputs the coefficients of RU,V (as defined in Section 5.4).

• Verify((U, V ), R∗) checks that R∗(x) = RU,V (x) for a random x ∈ Fp.

By the arguments in Sections 3.1 and 5.4 regarding the verifier in the MA protocol, both
Challenge and Verify above can be computed in Õ(n) time. Solve can be computed in Õ(n2) time
either by using the explicit expression for RU,V , or by evaluating RU,V on sufficiently many points
using the φ`’s and fOVV and interpolating to find its coefficients.

On the other hand, if any algorithm A produces R∗ that passes Verify with probability, say,
5/6 (over the uniform distribution of (U, V )), then by the soundness of Verify it follows that A is
actually producing RU,V with almost the same probability. As noted earlier, given the coefficients

of RU,V , fOVn(U, V ) can be computed in Õ(nd) time. So A can be used to compute fOVn correctly

on average with an additive Õ(nd) overhead.
Corollary 1 now implies that if OV is hard for sub-quadratic algorithms, then A cannot be

sub-quadratic and correct on more than a 3/4 fraction of inputs. This leaves at least a 5
6 −

3
4 = 1

12

fraction of inputs where A takes Ω(n2−o(1)) time. These numbers can be improved by repetition
and by considering the better reductions from Appendix D.

Thus, based on the conjectured hardness of OV, the above is a PoW scheme where a party can
prove to a challenger that it has run for a certain amount of time where the challenger only has to
run for about a square-root of this amount of time.

This framework has since been used to create Proofs of Useful Work [BRSV17]. By allowing the
ability to delegate arbitrary instances of OV (or other fine-grained problems) while still guaranteeing
that the challenges will be hard on average (even for easy instances), [BRSV17] achieves Proofs of
Work from our framework whose completion is useful for solving practical problems.

Remark 4. We note that OV is non-amortizable due to downward self-reducibility. For instance,
let `(n) = O(n1−ε) for some ε > 0. If there is a batch evaluation algorithm that can solve `2(n)
instances of size n/`(n) in time at most O(n2−δ) for some δ > 0, then OV on an input (U, V ) can
be solved in sub-quadratic time by partitioning the U and V into `(n) sets of size n/`(n) each and
running this algorithm on all pairings of these partitions together.

This has recently been extended [BRSV17] to show that fOVn (as well as the above PoW) is
non-amortizable in the average-case – i.e. if there is a sub-quadratic batch evaluation algorithm for
uniformly random fOVn instances, then OV can be solved in sub-quadratic time using the above
approach along with ideas from the reduction in Section 3.1.
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6.2 On the Heuristic Falsifiability of Conjectures

The above Proof of Work yields a win-win in the domain of algorithms and complexity. Namely,
either we have a PoW or we have the existence of a provably sub-quadratic prover that can convince
the challenger with sufficient probability which will in turn yield breakthroughs: a randomized sub-
quadratic time algorithm for OV and thus a randomized 2n(1−ε) time algorithm for k-SAT for some
ε > 0. In particular, because the hardness of the PoW is over random instances, even a prover that
can be empirically demonstrated to be sub-quadratic in practice will give heuristic evidence that
the conjectured hardness of OV or k-SAT is false. In other words, if the above PoW is empirically
(after working out the constants hidden by Big-Oh notation) insecure, then (randomized) SETH is
heuristically falsified.

This notion of heuristic falsifiability sits directly at the marriage of average-case and fine-grained
complexity that we accomplish: Without average-case results, a worst-case conjecture could not be
broken without a full proof that an algorithm works on all inputs, and, without fine-grained results,
a conjecture on large time complexity like SETH could not be feasibly be broken in practice. Thus,
it is precisely average-case fine-grained hardness that allows us to discuss the heuristic falsifiability
of conjectures. While theory and practice can often influence each other indirectly, this marks an
interesting connection, akin to the hard-sciences, in which empirical evidence can give concrete and
parameterizable theoretical evidence.

Remark 5. We note that while some may try to claim that SETH is already being falsified in practice
- e.g. that we might seem to run in 2

√
n time on practical inputs - there are two main points in

which this is different than our heuristic falsifiability. One point is that, from our worst-case to
average-case reductions, our notion would be heuristically breaking the worst-case version of SETH
and achieve a complexity theoretic claim, as opposed to heuristically breaking an average-case
notion of SETH on “nature’s distribution” of “practical” inputs, which only says a heuristic claim
on how we perform in practice. Secondly, claims of breaking even such an average-case notion of
SETH in practice cannot be given too much confidence to since the input sizes must remain very
small to be feasible and so not many “data points” can be gathered to see the true shape of the
exponential curve. In contrast, our heuristic falsifiability reduces to a quadratic time problem, so
that many more “data points” can be gathered for runtimes on much larger input sizes, giving us
much more confidence as to if we heuristically break OV’s conjecture and thus SETH.

To put this observation in more concrete terms, we consider [Nao03] in which Moni Naor
introduced a stronger notion of falsifiable assumptions: Informally, an assumption A is efficiently
falsifiable if there is an efficiently samplable distribution of challenges and an efficient verifier of
solutions to these challenges such that, if and only if A is false (we consider the “only if” case),
there is an efficient algorithm which causes the verifier to accept with high probability over the
challenge distribution.

In our case, any algorithm that solves FOV in sub-quadratic time falsifies the conjectured
hardness of FOV and thus OV and thus SETH. The sampler simply uniformly draws a set of
inputs for fOVn, and the verifier simply evaluates fOVn on the instances and compares with the
sub-quadratic prover’s answer.

Further, the problem underlying the PoW (to output a polynomial for a given fOVn instance)
is falsifiable with the added property that both the sampler and the verifier run in sub-quadratic
time. Thus to heuristically falsify SETH, a challenger may deploy PoW challenges out into the
world and, if they’re often prematurely solved, we gather empirical evidence against SETH. Note
that this can similarly be done for 3SUM and APSP as their polynomials can also be used for PoWs.

We note that interesting applications of heuristic falsifiability may be inherent to the intersection
of average-case complexity and fine-grained complexity: One of the only other works we are aware of
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that might be considered average-case fine-grained analysis, [GH16], immediately yields results that
notions of heuristic falsifiability can apply to. That is, [GH16] shows that fine-grained problems
related to DNA sequencing are actually easy when given a batch of correlated instances; thus,
this analysis is average-case over a specific distribution of correlated instances for a fine-grained
problem. This distribution for which easiness is achieved, however, is motivated to be “realistic” by
the correlation of the instances attempting to match current evolutionary theory and how mutations
occur within a phylogenetic tree. Thus, if a distribution over correlated instances matches well a
theory of evolution yet [GH16]’s algorithm consistently under-performs on real-life data, this may
suggest our current theory of evolution is wrong. Again, we can (efficiently) test a hypothesis in a
concretely parameterizable way and gather evidence against it.

We find it interesting that combining average-case and fine-grained complexity seems to almost
immediately bear interesting fruit in the context of heuristic falsifiability. We pose it as an open
question to find more ways in which the “scientific method” can be introduced into the highly
theoretical field of complexity theory so that conjectures can tested to give concrete parameters for
our confidences for them.

7 Open Problems

To our knowledge, our work is the first to attain average-case results in the young field of condi-
tional fine-grained complexity as described in [Wil15], and there are many ripe questions to ask of
average-case fine-grained complexity. Amongst several questions regarding average-case algorithms
for fine-grained problems, fine-grained cryptography, and the heuristic falsifiability of worst-case
assumptions are the following:

1. Can other low-degree polynomials be found for other interesting problems in the fine-grained
world to match conjectured worst-case lower bounds on them – e.g. can k-CLIQUE reduce to
evaluating a family of polynomials that are both computable in time nωk/3 and have degree
no(1)?

2. Are there samplable distributions over which well-studied problems like 3SUM, OV, etc. are
hard on average? Towards this, is it possible to reduce any of our polynomial families back
to the problems they came from or to problems further down their reduction chain?

3. Are there any other worst-case to average-case reduction techniques that might be interesting
in the fine-grained world?

4. Classically, generic derandomization from worst-case hardness assumptions proceeds in two
steps: Achieving average-case hardness from worst-case hardness, and achieving strong pseu-
dorandom generators from average-case hardness. In this paper we achieve the first step in a
fine-grained way. Can pseduorandom generators be achieved in a fine-grained way from our
average-case hardness?

5. Is it possible to construct a single-round coAM protocol for OV (or for FOV) with a sub-
quadratic time verifier (or for k-SAT with a 2(1−ε)n-time verifier)?

6. Can we construct a fine-grained OWF from worst-case hardness assumptions? Is it possible
to realize it from an AM protocol for FOV as discussed in Section 5.3?

7. Standard OWFs are sufficient for secret-key cryptography as they are equivalent to Pseudoran-
dom Generators and Pseudorandom Functions [HILL99, GGM84]. What similar equivalences
hold in the fine-grained world and what fine-grained cryptography can be accomplished from
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fine-grained OWFs? More generally, what standard cryptographic results translate over to
fine-grained cryptography and are there any that hold only in the fine-grained world?

8. Can we heuristically falsify any of the three big worst-case fine-grained conjectures (from
Section 2)? Are there other ways in which we can develop techniques for practice to influence
theory and give concrete and parameterizable theoretical evidence?
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A Evaluating Low Degree Polynomials

Here we recall and prove Lemma 1.

Lemma 1. Consider positive integers N , D, and p, and an ε ∈ (0, 1/3) such that D > 9, p is
prime and p > 12D. Suppose that for some polynomial f : FNp → Fp of degree D, there is an
algorithm A running in time t such that:

Pr
x←FNp

[A(x) = f(x)] ≥ 1− ε

Then there is a randomized algorithm B that runs in time O(ND2 log2 p+D3 + tD) such that
for any x ∈ FNp :

Pr [B(x) = f(x)] ≥ 2

3
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Proof. The algorithm B works as follows on input x:

1. Draw two random points y1,y2 ∈ FNp and define the curve c(w) = x+wy1+w2y2 for w ∈ Fp.

2. For a value of m (< p) to be determined later, compute (A(c(1)), . . . , A(c(m))) to get
(z1, . . . , zm) ∈ Fp.

3. Run Berlekamp-Welch on (z1, . . . , zm). If it succeeds and outputs a polynomial ĝ, output
ĝ(0). Otherwise output 0.

To see why the above algorithm works, define the polynomial g(w) = f(c(w)). g is a polynomial
of degree 2D over the single variable w, with the property that g(0) = f(x). So if we had (2D+ 1)
evaluations of g at different points in Fp, we could retrieve g and compute f(x). While we may not
be able to obtain these evaluations directly (since they involve computing f), we do have access to
A, which promises to be correct about the value of f on a random point with probability 2/3.

So we replace the values g(w) = f(c(w)) with A(c(w)), which will hopefully be correct at several
points. Now our problem is to retrieve g given a set of its alleged evaluations at m points, some of
which may be wrong.

We do this by interpreting (g(1), g(2), . . . , g(m)) as a Reed-Solomon encoding of g and running
its decoding algorithm on (A(c(1)), . . . , A(c(m))), which now corresponds to a corrupt codeword.
The Berlekamp-Welch algorithm can do this as long as less than (m − 2D)/2 of the m values of
A(c(w)) are wrong. We now bound the probability of too many of these values being wrong.

Let Qw be an indicator variable such that Qw = 1 if and only if A(c(w)) 6= f(c(w)). Let
Q =

∑m
w=1Qw. We note at this point the fact that over the randomness of y1 and y2, the

distributions of c(w) and c(w′) for any two distinct w,w′ ∈ Fp are uniform and independent. This
gives us the following statistics:

E[Q] = εm

Var[Q] = mε(1− ε)

Thus, by the Chebyshev inequality, we have that the probability that more than a δ (> ε) fraction
of A(c(w))’s disagree with f(c(w)) is:

Pr [Q > δm] ≤ Pr [|Q− εm| > (δ − ε)m]

≤ ε(1− ε)
(δ − ε)2m

≤ 1

4(δ − ε)2m

We are interested in δ = m−2D
2m = 1

2 −
D
m . So if we set, for instance, m = 12D, the bound on the

probability above is at most 1/3 if D > 9 and ε < 1/3.
So except with this small probability, the decoding algorithm correctly recovers g as ĝ, and

consequently B computes f(x) correctly.
Generating each c(w) and running A on it takes O(ND log2 p+ t) time. The Berlekamp-Welch

algorithm then takes O(m3) time, and the final evaluation of ĝ takes O(D log2 p). Hence, given A
with the above properties, the running time of B is:

O(m(ND log2 p+ t) +m3 +D log2 p) = O(ND2 log2 p+D3 + tD)

25



B Polynomials Computing Sums

In this section we write down polynomials that compute the bits of the sum of a pair of numbers
that are given to them in bits. Without loss of generality, we will represent numbers in the two’s
complement form. In both cases where such representations are required (3SUM and ZWT), there
are apriori bounds on the sizes of the numbers that come up – these are either numbers in the input
or sums of pairs of these numbers. So we can assume that we always have enough bits to be able to
represent these numbers. Under this assumption, addition in the two’s complement representation
is the same as adding unsigned numbers in the standard place-value representation (and ignoring
the final carry). So we will present the polynomials {s`}`∈[d] that correspond to unsigned addition
(and are easier to describe) and these are the polynomials that will be used.

We label the bits of a d-bit number from 1 to d starting from the least significant bit. We then
translate the semantics of the ripple-carry adder into polynomials. The polynomial s1 : F2d

p → Fp
corresponding to the first bit of the sum is:

s1(x, y) = x1(1− y1) + (1− x1)y1

The carry from this operation is given by the following polynomial:

c1(x, y) = x1y1

For every other `, this pair of polynomials can be computed from earlier polynomials and the
inputs as follows (hiding the arguments x and y for convenience):

s` = (1− x`)(1− y`)c`−1 + (1− x`)y`(1− c`−1) + x`(1− y`)(1− c`−1) + x`y`c`−1

c` = x`y`(1− c`−1) + x`(1− y`)c`−1 + (1− x`)y`c`−1 + x`y`c`−1

It can now be seen that deg(s`) = deg(c`) = deg(c`−1)+2. Along with the fact that deg(c1) = 2,
this implies that deg(s`) = 2` ≤ 2d.

These polynomials can also be computed very easily by evaluating them in order. Given c`−1,
both s` and c` take only a constant number of operations to compute. Hence all the s`’s can be
computed is O(d log2 p) time.

C CONVOLUTION-3SUM

Here we give another average-case fine-grained hard problem based on the hardness of 3SUM. While
Section 3.2 already has a polynomial whose average-case hardness is based on the 3SUM conjecture,
we include this one for completeness as it is possible that either is independently hard even if the
other is shown to be easy. We first recall the CONVOLUTION-3SUM (C3SUM) problem introduced
by [P1̌0] where it was shown that 3SUM has a (randomized) fine-grained reduction to C3SUM, thus
allowing us to restrict our attention to it.

• C3SUM: Determine whether, when given three n-element arrays, A, B, and C, with entries
in {−n3, . . . , n3}, there exist i, j ∈ [n] such that A[i] +B[j] = C[i+ j].

We now define a family of polynomials that can count solutions to a C3SUM instance (when
given in binary) and refer the reader to Section 3.2 for all notation and discussion due to its
similarity to FZWT.

For any n, let p(n) denote the smallest prime number larger than n2 and let d = d3 log ne+ 3.
We define the polynomial f3SUMn : F3nd

p → Fp as taking in sets A, B, and C of nd variables each
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and where we split each set into n groups of d variables – e.g. A[i] is the ith group of d variables
of the nd variables in A.

f3SUMn(A,B,C) =
∑
i,j∈[n]

∏
`∈[d]

(
1− (s` (A[i], B[j])− C[i+ j]`)

2
)

From the same arguments in Section 3.2, we get the following theorem for F3SUM = {f3SUMn}.

Theorem 5. If F3SUM can be computed in O(n1+α) time on average for some α > 0, then 3SUM
can be decided in Õ(n1+α) time in the worst case.

Corollary 7. If 3SUM requires n2−o(1) time to decide, F3SUM requires n2−o(1) time to compute
on average.

Note that if we did not use C3SUM, we would have had n3 terms from a more näıve construction
from 3SUM and thus a gap between F3SUM’s computability and its hardness. But, with our current
construction having only n2 terms, we achieve tightness where F3SUM is quadratic-computable but
sub-quadratic-hard.

D A Tighter Reduction for FOV

We show that sub-quadratic algorithms cannot compute fOVn on even a 1/ polylog(n)-fraction of
inputs, assuming OV is hard on the worst case. Moreover, the techniques yield a tradeoff between
adversarial complexity and provable hardness: less time implies lower success probability. Similar
results can be achieved for our other polynomials, but we do not present them here.

Recall that the worst-case to average-case reduction used in Section 3 (as Lemma 1) works
roughly as follows for a function f . Given an input x, the reduction produces a set of inputs
y1, . . . , ym such that (f(x), f(y1), . . . , f(ym)) is a Reed-Solomon codeword. Then we said that if
an algorithm is correct on a (1 − δ) fraction of inputs, then it is correct on close to a (1 − δ)
fraction of the yi’s, and so only about a δ fraction of this codeword is erroneous. As long as δ is
somewhat smaller than 1/2, we can correct these errors to recover the whole codeword and hence
f(x). But notice that if δ is more than 1/2, then there is no hope of correcting the codeword, and
the reduction will not work.

Because of this, the approach used in Section 3 is limited in that it cannot show, for instance,
that sub-quadratic algorithms cannot compute fOVn on more than a 1/3 fraction of inputs. One
thing that can be done even if more than half the codeword is corrupted, however, is list decoding.
And the Reed-Solomon code turns out to have rather efficient list decoding algorithms [Sud97,
GS99]. This fact was used by Cai, Pavan, and Sivakumar [CPS99] to show rather strong average-
case hardness results for the Permanent using its downward self-reducibility properties.

We use their techniques to prove that sub-quadratic algorithms cannot compute fOVn on even
a 1/ polylog(n) fraction of inputs. The primary issue that one has to deal with when using list de-
coding instead of decoding is that it will yield many candidate polynomials. The insight of [CPS99],
building on previous work regarding enumerative counting, is that downward self-reducibility can
be used to isolate the true polynomial via recursion. And fOVn turns out to have the properties
necessary to do this. And, although we do not show it here, the same methodology works for fOVkn
and fZWTn.

Before we begin, we will present a few Lemmas from the literature to make certain bounds
explicit.
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First, we present an inclusion-exclusion bound from [CPS99] on the polynomials consistent with
a fraction of m input-output pairs, (x1, y1), . . . , (xm, ym). We include a laconic proof here with the
given notation for convenience.

Lemma 3 ([CPS99]). For any polynomial q over Fp, define Graph(q) := {(i, q(i)) | i ∈ [p]}. Let

c > 2, δ/2 ∈ (0, 1), and m ≤ p such that m > c2(d−1)
δ2(c−2) for some d. Finally, let I ⊆ [p] such that

|I| = m. Then, for any set S = {(i, yi) | i ∈ I}, there are less than dc/δe polynomials q of degree
at most d that satisfy |Graph(q) ∩ S| ≥ mδ/2.

Corollary 8. Let S be as in Lemma 3 with I = {m+1, . . . , p}, for any m < p. Then for m > 9d/δ2,
there are at most 3/δ polynomials, q, of degree at most d such that |Graph(q) ∩ S| ≥ mδ/2.

Proof. Reproduced from [CPS99] for convenience; see original for exposition.
Suppose, for contradiction, that there exists at least dc/δe such polynomials. Consider a subset

of exactly N = dc/δe such polynomials, F . Define Sf := {(i, f(i)) ∈ Graph(f)∩S}, for each f ∈ F .

m ≥

∣∣∣∣∣∣
⋃
f∈F

Sf

∣∣∣∣∣∣ ≥
∑
f∈F
|Sf | −

∑
f,f ′∈F :f 6=f ′

|Sf ∩ Sf ′ |

≥ Nmδ

2
− N(N − 1)(d− 1)

2

>
N

2

(
mδ − c(d− 1)

δ

)
≥ c

2δ

(
mδ − c(d− 1)

δ

)
=
cm

2
− c2(d− 1)

2δ2

= m+
1

2

(
(c− 2)m− c2(d− 1)

δ2

)
> m.

Now, we give a theorem based on an efficient list-decoding algorithm, related to Sudan’s, from
Roth and Ruckenstein. [RR00]

Lemma 4 ([RR00]). List decoding for [n, k]-Reed-Solomon (RS) codes over Fp given a code word
with almost n−

√
2kn errors (for k > 5), can be performed in

O
(
n3/2k−1/2 log2 n+ (n− k)2

√
n/k + (

√
nk + log q)n log2(n/k)

)
operations over Fq.

Plugging in specific parameters and using efficient list decoding, we get the following corollary
which will be useful below.

Corollary 9. For parameters n ∈ N and δ ∈ (0, 1), list decoding for [m, k]-RS codes over Fp where
m = Θ(d log n/δ2), k = Θ(d), p = O(n2), and d = Ω(log n) can be performed in time

O

(
d2 log5/2 nArith(n)

δ5

)
,

where Arith(n) is a time bound on arithmetic operations over prime fields size O(n).
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Finally, we present a more explicitly parametrized variant of FOV, GOV = {gOVn,d,p}n,d,p∈Z3 ,
where

gOVn,d,p : F2nd
p → Fp

such that

gOVn,d,p

U =

 u1
...
un

 ,V =

 v1
...
vn


 :=

∑
(ui,vj)∈U×V

∏
`∈[d]

(1− ui`vj`).

Theorem 6. If there is an algorithm that runs in time t(n, d, p) for gOVn,d,p with success probability
δ on the uniform distribution, then there is an algorithm that runs in time

t′(n, d, p) = O(n1+γ + td log2 n/δ2 + d2/δ5 log7/2 nArith(n2))

for gOVd with failure probility at most ε < 4δ log n/d for any input. Arith(n) is defined to be time
bound on arithmetic operations over prime fields of size O(n).

Before jumping into the proof, we observe the following corollary that essentially provides a
tradeoff between runtime and hardness. Moreover, it gives a tighter hardness result on algorithms
allowed to run in slightly quadratic time.

Corollary 10. Assume t = Ω(d/δ3 log3 n). If OV takes time Ω(n2−o(1)) time to decide, then any
algorithm for GOV that runs in time t with success probility δ on the uniform distribution must
obey

t/δ2 = Ω(n2−o(1)).

In particular, assuming OV takes time Ω(n2−o(1)), any algorithm for GOV running in time
t = O(n2−ε), cannot succeed on a 1/nγ fraction of the instances for any γ such that 0 < γ < ε/2.

Proof. Let (U, V ) ∈ {0, 1}2n×d be an instance of boolean-valued orthogonal vectors. Now, consider
splitting these lists in half, U = (U0, U1) and V = (V0, V1), such that (Ua, Vb) ∈ {0, 1}n×d for
a, b ∈ {0, 1}. Then, define the following four sub-problems:

A1 = (U0, V0), A2 = (U0, V1), A3 = (U1, V0), A4 = (U1, V1).

Notice that given solutions to GOVd on A1, A2, A3, A4 we can trivially construct a solution to OVd
on (U, V ).

Now, draw random B,C ∈ Fn×dp and consider the following degree 4 polynomial in x:

D(x) =
4∑
i=1

δi(x)Ai + (B + xC)
4∏
i=1

(x− i),

where δi is the unique degree 3 polynomial over Fp that takes value 1 at i ∈ {1, 2, 3, 4} and 0 on all
other values in {1, 2, 3, 4}. Notice that D(i) = Ai for i = 1, 2, 3, 4.

Let m > 8d/δ2 log n. D(5), D(6), . . . , D(m + 4). By the properties of A and because the
D(i)’s are pairwise independent, A(D(i)) = gOV(D(i)) for δm/2 i’s with probability > 1 − 4

δm =
1− 1/ polylog(n), by a Chebyshev bound.

Now, because δm/2 >
√

16dm, we can run the list decoding algorithm of Roth and Rucken-
stein, [RR00], to get a list of all polynomials with degree ≤ 8d that agree with at least δm/2 of the
values. By Corollary 8, there are at most L = 3/δ such polynomials.
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By a counting argument, there can be at most 4d
(
L
2

)
= O(dL2) points in Fp on which any two

of the L polynomials agree. Because p > n2 > 4d
(
L
2

)
, we can find such a point, j, by brute-force

in O(L · dL2 log3(dL2) log p) time, via batch univariate evaluation [Fid72]. Now, to identify the
correct polynomial gOV(D(·)), one only needs to determine the value gOV(D(j)). To do so, we can
recursively apply the above reduction to D(j) until the number of vectors, n, is constant and gOV
can be evaluated in time O(d log p).

Because each recursive iteration cuts n in half, the depth of recursion is log(n). Additionally,
because each iteration has error probability < 4/(δm), taking a union bound over the log(n)
recursive steps yields an error probability that is ε < 4 log n/(δm).

As noted above, we can find the prime p in time O(n1+γ), for any constant γ > 0, by binary
searching {n2 + 1, . . . , 2n2} with calls to [LO87]. Taking m = 8d log n/δ2, Roth and Ruckenstein’s
algorithm takes time O(d2/δ5 log5/2 nArith(n2)), by Corollary 9, in each recursive call. The brute
force procedure takes time O(d/δ3 log3(d/δ2) log n), which is dominated by list decoding time.
Reconstruction takes time O(log n) in each round, and is also dominated.

t′ = O(n1+γ + td log2 n/δ2 + d2/δ5 log7/2 nArith(n2)),

with error probability ε < 4 log nδ/d.

E Isolating Orthogonal Vectors

In this section, we describe a randomized reduction from OV to uOV (unique-OV), which is the
Orthogonal Vectors problem with the promise that there is at most one pair of orthogonal vectors
in the given instance.

While interesting by itself, such a reduction is also relevant to the rest of our work for the
following reason. Recall that the polynomial fOVn is defined over the field Fp where p > n2. The
reason p had to be more than n2 was so that fOVn would count the number of orthogonal vectors
when given a boolean input, and this number could be as large as n2. If we wanted a polynomial
that did this for uOV, this restriction on the characteristic of the field wouldn’t exist. p would
have still to be Ω(d) for the random self-reduction to work, but this is much smaller than n2 in our
setting, and this could possibly allow applications of our results that would not be viable otherwise.

Recall that an important reason for believing that there is no sub-quadratic algorithm for OV
is that such an algorithm would break SETH due to a fine-grained reduction from k-SAT [Wil05].
If all one wanted was a similar reason to believe that uOV was hard, one could attempt to reduce
k-SAT to uOV. A natural approach to doing so would be to first reduce k-SAT to unique-k-SAT
and then apply the reduction from [Wil05], as it translates the number of satisfying assignments
to the number of orthogonal vectors.

However, the isolation lemma for k-SAT due to Valiant and Vazirani [VV85] turns out to not
work for this purpose because it blows up the number of variables in the k-SAT instance it operates
on, and the resulting reduction would not be fine-grained enough to provide the requisite lower
bounds for uOV based on SETH. One way to circumvent this is that Calabro et al. [CIKP03]
provide an alternative that does preserve the number of variables and shows that SETH implies an
analogous conjecture for unique-k-SAT, and this can be used in the first step of the reduction so
that the reduction chain would go from k-SAT to unique-k-SAT to uOV.

We instead start with OV itself and apply techniques from [VV85] directly to it, so a reduction
chain of k-SAT to OV to uOV can be achieved. Throughout this section, we will use OVd (uOVd)
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to denote the OV (respectively uOV) problem over vectors of dimension d. We start by describing
a search-to-decision reduction for OV/uOV.

Lemma 5. If, for some c, c′ ≥ 1, there is an (ncdc
′
)-time algorithm for OVd, then there is an

O(ncdc
′
)-time algorithm that finds a pair of orthogonal vectors in any OVd instance (if it exists)

except with negligible probability. Further, the same is true for uOVd.

Proof. Let A be an algorithm for deciding OVd that has negligible error and runs in time ncdc
′
.

Given a YES instance (U, V ) of OVd, where U and V have n vectors each, our search algorithm
starts by dividing U and V into halves (U0, U1) and (V0, V1), where each half has roughly bn/2c
vectors. Since there was a pair of orthogonal vectors in (U, V ), at least one of (U0, V0), (U0, V1),
(U1, V0), and (U1, V1) must contain a pair of orthogonal vectors. Run A on all four of these to
identify one that does, and recurse on that one until the instance size reduces to a constant, at
which point try all pairs of vectors and find an orthogonal pair. If at some point in this process A
says that none of the four sub-instances contains a pair of orthogonal vectors, or if at the end there
are no orthogonal pairs, give up and fail.

Since the size of the instances reduces by a constant factor each time, the number of calls made
to A is O(log n). So since A makes mistakes with negligible probability, by union bound, the whole
search algorithm fails only with a negligible probability. Copying over inputs to run A on takes
only linear time in the input size. Accounting for this, the running time of the algorithm is:

T (n) ≤ 8
(n

2

)c
dc
′
+ 8

(n
4

)c
dc
′
+ · · ·+ 8 ·O(dc

′
)

≤ 8ncdc
′

( ∞∑
k=0

1

2ck

)
= O(ncdc

′
)

It can be seen that the same proof goes through for uOVd as well.

Theorem 7. If, for some c, c′ ≥ 1, there is an (ncdc
′
)-time algorithm for uOVd′, then there is an

Õ(ncdc
′
)-time algorithm for OVd, where d′ = d+ 4 log n+ 2.

The reduction is along the lines of that from SAT to unique-SAT from [VV85], and makes use
of the following lemma, which is a special case of the one used there.

Lemma 6. Let S ⊆ {0, 1}d×{0, 1}d be a set such that 2k−1 ≤ |S| < 2k for some k. With constant

probability over randomly chosen M0,M1 ∈ {0, 1}(k+1)×n and b ∈ {0, 1}(k+1), there is a unique
(x,y) ∈ S such that M0x + b = M1y (over F2).

The above lemma follows from the observation that over all M0, M1 and b, the set

{hM0,M1,b(x,y) = M0x + b−M1y}

is a universal family of hash functions. We refer the reader to [VV85] for the proof.

Proof of Theorem 7. Let A be an O(ncdc
′
)-time search algorithm for uOVd′ – such an algorithm

exists by our hypothesis and Lemma 5. We would like to use it to decide an instance (U, V ) of
OVd. What are the instances of uOVd′ that we could run A on to help us in our task?

Suppose we knew that in (U, V ) there were exactly m pairs of orthogonal vectors. Let k be such

that 2k−1 ≤ m < 2k. Lemma 6 says that if we choose M0,M1 ∈ {0, 1}(k+1)×d and b ∈ {0, 1}(k+1)

at random, then with some constant probability, there is exactly one pair of vectors u ∈ U , v ∈ V
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such that 〈u,v〉 = 0 and M0u + b = M1v. If we could somehow encode the latter condition as
part of the orthogonal vector problem, we could hope to get a uOV instance from (U, V ).

Consider the encoding schemes E0 and E1 described next. For any vector x, E0(x) is a vector
twice as long as x, where each 0 in x is replaced by “0 1” and each 1 is replaced by “1 0”. E1(x)
is similar, but here a 0 is replaced by “1 0” and a 1 is replaced by “0 1”. The property of these
encodings that make them useful for us is that 〈E0(x), E1(y)〉 = 0 if and only if x = y.

Putting ideas from the above two paragraphs together, consider the process where we pick
M0,M1, b at random, and to each u ∈ U , we append the vector E0(M0u+b), and to each v ∈ V ,
we append E1(M1v). Let the entire resulting instance be (U ′, V ′).

For any u′ ∈ U and v′ ∈ V , 〈u′,v′〉 = 〈u,v〉 + 〈E0(M0u + b), E1(M1v)〉 = 0 if and only if
〈u,v〉 = 0 and M0u + b = M1v. So it follows that with some constant probability, (U ′, V ′) has a
unique pair of orthogonal vectors.

Generalising slightly, if we knew that an instance (U, V ) had either between 2k−1 and 2k pairs
of orthogonal vectors or none, then to decide which is the case, all we need to do is to do the above
conversion to (U ′, V ′), pad the vectors with 0’s to get them to dimension d′, and run A on it. If
there were no orthogonal vectors, A can never return a valid answer, and in the other case, with a
constant probability there will be a unique pair of orthogonal vectors that A will find. This can be
repeated, say, log2 n times to get a negligible probability of failure.

But we do not actually know much about the number of pairs of orthogonal vectors in an
instance that is given to us. This is easy to deal with, though – simply run the above algorithm
for all possible values of k, from 0 to 2 log n. If there are indeed some pairs of orthogonal vectors,
then one of these values of k was the right one to use and the corresponding iteration would give us
a pair of orthogonal vectors, except with negligible probability. If there are no orthogonal vectors,
then we will never find such a pair.

Each (U ′, V ′) takes at most O(nd log n) time to prepare, and an execution of A takes O(ncdc
′
)

time. This is done log2 n times for each value of k, which is from [2 log n]. So the total time taken
by the above algorithm is O(log3 n(nd log n+ ncdc

′
)) = Õ(ncdc

′
).
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