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Abstract
Distributed systems are notorious for being very difficult to implement and debug. There are no standard approaches or tools for design, implementation and systematic testing of these complex systems. We present a framework based on model based design that unifies design, implementation and testing. We evaluate our framework by building a fault tolerant hash table. Our results show that several non-trivial bugs can be caught by our framework at early stages of implementation and the correct by construction hash-table runs successfully on deployment. We applied the above techniques to a specific problem in software defined networking (SDN). SDN is an instance of a distributed system where controllers are distributed and policies have to be satisfied in the presence of failures. Modern SDN controller designs often do not satisfy the availability requirement, which is an important property for networks to satisfy. In this paper, we present definitions of consistency in SDNs, designs for eventually consistent algorithms that satisfy availability, and analysis of consistency’s impact on SDN policies. We present simulation results that show eventually consistent algorithms to be much more available and robust during network failures.

1 Introduction
Fault-tolerant distributed systems are challenging to build, operate, test and debug. A real-world deployment of a distributed protocol consists of many sub-protocols working together to guarantee the correctness of the system. These systems are rarely specified explicitly. Even worse, the specifications keep changing during the implementation phase. Consequently, there is no standard approach for testing distributed systems in the presence of failures. The general approach is using random testing by deploying the protocol on a cluster and injecting random errors in it. But this is not sufficient as it fails to prove the system correct! We need a more systematic approach towards modeling, implementing and testing of these systems.

In this paper, we investigate a new approach based on Model Based Design (MBD) for building fault-tolerant distributed systems. We develop a system compositionally, one component at a time, and continuously test each component against specifications of other components interacting with it. We have used our approach to build a fault-tolerant hash table consisting of various sub-protocols like leader election, multi-paxos [4], and failure detection-recovery etc. Using our framework we were able to verify a small instance of the entire fault tolerant hash table. We considered another case study, Eventual Leader Election protocol from software defined network domain, and modeled-verified the protocol using our framework.

Software Defined Networking (SDN) presents a different approach to networking. Traditionally, networks are managed in a completely decentralized manner. SDN factors out the logical control layer and divides networks into two planes – control plane and data plane. Control plane consists of the logic that is used to make decisions for the network, and resides in controllers. Data plane uses instructions from the control plane and handles packet forwarding. The data plane resides in switches.

Modern implementations of SDN [3, 7, 8, 11, 14] have availability issues because most of the controller implementations today applied distributed systems techniques to solve network issues without realizing the weaknesses of such distributed systems. Onix [11], for example, uses state machine replication and consensus protocols to achieve strong consistency among controllers. However, if there is a network partitioning with one or more minority partitions, the consensus protocols will prevent the minority partitions from making progress. One of the questions that we want to answer is: what does consistency really mean in networks?

Contributions: To summarize, the paper makes the following contributions:

- We built and evaluated a model based design framework for distributed systems.
- We built a correct by construction fault tolerant hash table.
- We define consistency in networking, and designed eventually consistent algorithms.
- We analyze the impact on policies with respect to different consistency models.
- We modeled and verified the Eventual Leader Election protocol using our MBD framework.
2 Building Reliable Distributed Systems

Why are distributed systems hard to design, implement and debug?

There are various sources of non-determinism in a distributed system like asynchrony, message re-ordering, failures, etc. which makes them harder to reason about.

Asynchrony: Nodes in a distributed system execute asynchronously and communicate by sending message to each other. Guaranteeing safety and liveness in the presence of asynchrony adds one level of complexity to the protocol design.

Failure: what complicates things further in distributed system are failures, in particular, node failure and message loss. Creating fault-tolerant protocols adds another level of complexity to the protocol design.

In the literature a lot of work has been done to propose algorithms that provide desired guarantees, and are accompanied with mathematical proofs. But in practice when a system designer tries to implement these ‘proven’ protocols, the real implementation deviates from the proposed algorithm. These deviations are mainly because of the custom optimization for performance or adaptation of the protocol in different context. This crucial insight is very well highlighted by the authors of chubby system[4].

(1) There are significant gaps between the description of the Paxos algorithm and the needs of a real-world system. In order to build a real-world system, an expert needs to use numerous ideas scattered in the literature and make several relatively small protocol extensions. The cumulative effort will be substantial and the final system will be based on an unproven protocol. (2) The fault-tolerance computing community has not developed the tools to make it easy to implement their algorithms. (3) The fault-tolerance computing community has not paid enough attention to testing, a key ingredient for building fault-tolerant systems.

We will use the observations made by chubby developers as motivation for this paper and explain how we tackle them.

problem 1: Significant gap between the formal proof and the actual implementation.

Solution: We believe that the solution to this problem is to bridge the gap between formal model and the actual implementation. We use model based design approach where the model acts as the implementation.

problem 2: No tools from the community that makes system building easier.

Solution: The aim is to combine following things into a single tool: (1) Design a programming language for modeling complex fault tolerant protocols, (2) build framework for systematic testing and (3) runtime for executing and deploying distributed protocols.

problem 3: Not enough attention paid to rigorous testing of distributed system.

Solution: We use ZING [2] a state of the art explicit state model-checker for performing systematic testing of our implementation.

In the rest of the section we will first explain our model based design framework, followed by brief description of a fault-tolerant hash table based on multipaxos that we implemented using our framework.

2.1 Model Based Design for Distributed Systems

We designed a framework with the aim of unifying modeling, implementation and testing. Figure 1 gives an overview of the framework.

Modeling: We use the programming language P [5] for implementing distributed protocols. P is a domain specific language for modeling asynchronous systems. Programs in P are collection of state-machines communicating with each other using asynchronous messages. Each state machine has an associated FIFO buffer. Details about the semantics of the language can be found in [5]. P was used in the past for modeling device drivers and didn’t have support for complex data-structures. We added complex data-types like maps, sequences and tuples into the language so that complex distributed system implementation can be written in it.

Modeling a complex system in our framework consist of three main parts:

- **Compositional Protocol Implementation:** A distributed fault-tolerant protocol consists of many sub-protocols working together to provide the desired guarantees. We implement each of these sub-protocols as separate components in P and test them compositionally to prove properties of the global system. Doing things compositionally helps in scaling the verification as well as provides the capability of replacing components in the future without verifying the entire system again (Details about compositional design is out of scope for this project).

- **Environmental Modeling:** Most of the bugs or crashes in complex systems are because of wrong assumptions about other components or environment with which they interact. For building robust systems, we specify the environment behavior in P and close the system. For-example, if our protocol interacts with a database for storing log then it does make certain assumptions about the storage. The programmer should specify the assumptions made about the database. This gives programmer insights about the assumptions made at each interface level and verify the system under these assumption.
Specifications: Specifications for each of the component are written as monitors in P. The framework supports verifying both safety and liveness properties.

P Compiler: The P compiler takes as input P programs (as shown in Figure 1) and generates executable C code along with models which are verified by ZING. The type checker of P compiler makes sure that the payload value transmitted along with the message is of correct type and can be successfully received at the target machine (in remote node). The compiler also supports serialization and deserialization of these complex data types and thus reduces the load on programmer.

Executable Code and Runtime: The executable C code generated by the P compiler implements the protocol logic specified by the programmer. The generated C code is executed by a distributed runtime. The distributed runtime exposes functionalities like creating a remote VM, creating P state machine on a remote VM and sending messages over the network to these state-machines. The network communication is implemented using synchronous Microsoft RPC. We also implemented a deployment process that automatically deploys the distributed protocol on a cluster.

The interface between the generated code and the P runtime is well-defined and hence, can supports any platform dependent runtime as long as it provides the desired interface. This makes it easy to separate the correctness of the protocol which is dependent on the protocol logic and the performance which is mainly dependent on how the program is executed in the distributed setting by the runtime.

2.2 Case Study: Fault Tolerant Hash Table

As a case study for our model based design framework we implemented a fault-tolerant hash table. Fault-tolerant means: It should appear to clients that they are interacting with a single, reliable state machine, even if a minority of the servers in the cluster fail. We built the hash table on top on replicated state machines, and used multi-paxos for implementing consistent log replication.

Figure 2 provides an overview of our hash table implementation. The hash table interface provides two basic operations:

- **Add(key: int, value: int):** Add (key, value) in to the hash table. This operation is asynchronous and the hash table sends back a response: (true, false) message based on whether the value was successfully committed or not.

- **Read(key:int):** Read value corresponding to the key. This operation is asynchronous and the hash table sends back a readResponse:int message if the read was successful or no response.

Note that currently the hash table supports only int types but extending it to support other complex types is simple.

We use multi-paxos for replicating the state-machine implementing hash-table. As shown in figure 2 multi-paxos uses leader election protocol (which in turn uses basic paxos for electing the leader), and fault detection-recovery protocol.

We implemented a sequential multi-paxos with a distinguished leader.

- **Distinguished leader:** The leader election protocol is such that at any point in time only one node is elected as a leader. All nodes are aware of the current leader, client sends request to any node and the node then forwards it to the correct leader. If the leader fails the client requests are dropped until the failure detection algorithm detects leader failure. The failure recovery unit starts the leader election phase to elect new leader. Hence, only one node can act as a leader at any point in time. (*This is just to simplify things by sacrificing availability*).

- **Sequential:** The distinguished leader services requests sequentially, again this is a simplification and can be extended to make it parallel in future. In the current implementation only one operation is active at a time.

- **Multi-Paxos:** The multi-paxos protocol is adopted from [4]. Each node in the system acts as proposer, acceptor and learner. Basic Paxos [13] is used to propose values to be committed at each slot position in the log. In out implementation, all the 3 state machines are combined into a single state machine. The learner logic is responsible for executing the replicated state-machine, which in our case is the hash-table logic. All the replicated machines send response back the client and the client has to ignore redundant messages, this can be optimized in future such that only few learners send responses.
During the compositional testing of the system, we verified specification for each of the component separately and using assume-guarantee reasoning [1] proved that the global properties hold. Table 1 gives an overview of the properties we checked for the multi-paxos component. We systematically tested our system and also ran it in a distributed setting, evaluation results are described in Section 4.1.

3 Software Defined Networks

There are two different networking “planes.” The data plane handles the forwarding of packets based on local information, while the control plane is responsible for computing and installing that forwarding information in switches. Traditional networks typically combine the implementation of these two planes in routers, so that they both (i) engage in distributed protocols to compute the forwarding state, and (ii) execute data plane actions on arriving packets based on that state.

In SDN, the intelligence of the control plane resides in one or more network “controllers” that run some control software. This control software is responsible for managing the data plane to achieve the desired network behavior, and is often layered into a network operating system (NOS, which handles basic communication with the network switches) and one or more applications written on top of the of this NOS (to determine the network behavior).

3.1 In-band vs. out-of-band

While the SDN paradigm is based on the separation between the control and data planes, it is silent on how connectivity is maintained on the control plane itself. That is, the control plane is responsible for enabling switches to route packets to their intended destination, but SDN does not dictate how the communication between controllers, and between controllers and switches, is maintained. SDN designs have two main approaches control plane connectivity.

**In-band** Control plane packets are carried over the data plane network.

**Out-of-band** Control plane packets are carried over a physically separate network. This separate network runs its own routing algorithm.

Out-of-band network is often not viable for a wide-area network, or even in a multi-datacenter setting. The cost of setting up a completely separate network is too high. In addition, the control plane network may have different behaviors from the data plane network, which makes it difficult to predict what will happen if the control plane network acts differently from the data plane network. Moreover, in practice, out-of-band networks are usually not as robust as in-band networks.

3.2 Consistency in networks

In traditional distributed storage systems, the notion of consistency is usually clearly defined. For example, distributed databases need to be fault-tolerant. In order to achieve fault tolerance, the databases may decide to perform replication. Replication designs often use consensus protocols to achieve agreement. Replication guarantees that the state stored on multiple machines are consistent with each other. That is, each machine can be viewed as a state machine, and that these state machines will go through the same series of actions and reach the same final state. Consensus protocol is used to agree on a log of actions. Provided that the state machines all begin in the same initial state, the machines will eventually all reach the same state since they have agreed on the same sequence of actions. This type of consistency works well for databases’ ACID requirements. However, there is some trade-off here in terms of availability. The famous CAP theorem states that there is a trade-off among consistency, availability, and partition tolerance. A distributed system cannot achieve all three. If a system is consistent and partition tolerant, it cannot be available. In the case of distributed database, this is okay. If the database is storing important data (e.g. bank account), it is important to provide strong data consistency guarantees.

SDN is bringing network design much closer to distributed systems design. However, there are some network-specific requirements that must be taken into consideration when applying distributed systems concepts. Networks are inherently very different from highly consistent systems such as distributed databases. However, controller designs have been applying distributed systems concepts in a strange way. For example, Onix [1] use state machine replication to achieve fault tolerance. This was in response to centralized controller designs [2]. Clearly, a single source of failure is not robust to failures. Paxos was used to achieve fault tolerance by keeping a strongly consistent copy of the
network state. However, networks are different from distributed databases. Replicating a consistent logical network state does not say anything about the state of the physical network. The underlying network may have changes, but Paxos only guarantees consistency among the controllers. Controllers being consistent with each other will not help routing in any way. What does consistency really mean in networks? In terms of routing, consistency really means being consistent with the physical network.

Strong consistency guarantees under this new definition are not possible. For example, it is impossible to have the controllers be immediately consistent with the physical network. Things get even more complicated under an asynchronous network. While data consistency could be achieved by using Paxos, it is entirely possible for a link to quickly fail and recover without the rest of the system detecting it. How could we possibly achieve consistency if we want to be consistent with a physical network?

The good news is that routing does not depend on past history. If host A wishes to route a packet to host B, it does not matter to A or B how the network behaved in the past. All they care about is what the state of the network is at this moment. Thus, strong consistency with the physical network is not required.

We formalize the discussion by defining several levels of consistency:

**Semantic consistency** Controllers’ views have to be consistent with each other and with the physical network in bounded time.

**Controller consistency** Replicated state machine type of consistency among the controllers. The controllers all have consistent views. Can be achieved by Paxos.

**Eventual partition consistency** Controllers should be eventually consistent with each other and with the physical network within a partition.

Semantic consistency cannot be achieved under network partition. A controller in one partition cannot know anything about the state of another partition. Controller consistency can be achieved at the cost of being unavailable during network partition. In terms of network routing, what we want is eventual partition consistency. This means that controllers in different partitions will get out of sync with each other, but we choose availability above controller consistency.

### 3.3 Eventual Leader Election

This section presents an overview of an algorithm for achieving eventual partition consistency among controllers.

We assume an in-band network where controllers and switches reside on the same network. There are two ways messages can be propagated. One way is flooding packets; another way is propagating using routing tables. Packets are divided into two types: control packets and data packets. Control packets are flooded throughout the network, while data packets are routed using routing tables. If a packet cannot be sent via a link (i.e., the link through which the packet should be routed is actually down), then the packet will be dropped.

There is a set of controllers and a set of switches.

<table>
<thead>
<tr>
<th>Property</th>
<th>LTL</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety 1 (Validity)</td>
<td>$\forall n \exists v \forall pV \in \text{proposedValue}, \exists cRV \in \text{ClientReqValue}, pV = cRV$.</td>
<td>This property checks the validity of the proposed and chosen value. It asserts that all the proposed values are values requested by the client and all the chosen values are values proposed by the proposers.</td>
</tr>
<tr>
<td>Safety 2 (Correctness)</td>
<td>If $s, n, v \in \text{SeqValues}$ then $\forall (s, n', v) \in \text{ProposedValue}, if n' &gt; n, then v = v$.</td>
<td>This is the basic paxos correctness property. If a value is being accepted for a slot $s$ then all future values proposed for that slot should be the accepted value. And same is true to chosen value.</td>
</tr>
<tr>
<td>Safety 3 (Consistency)</td>
<td>If $s, n', v' \in \text{learntValue}<em>{n1}$, $s, n'', v'' \in \text{learntValue}</em>{n2}$.</td>
<td>This property asserts consistency of values learnt. If a value is learnt by a learner at node $n1$ for a slot $s$ then value learnt for slot $s$ at any other node $n2$ should be the same.</td>
</tr>
<tr>
<td>Liveness Property</td>
<td>If $\text{leader} \notin \text{FailedNodes}$ then $\text{Eventually} (\text{valueProposed}_{\text{leader}} \in \text{learntValue})$.</td>
<td>If the distinguished leader does not fail, then a value proposed by the leader is always eventually learnt by all the nodes.</td>
</tr>
</tbody>
</table>

Table 1: Properties Verified for Multi-Paxos Protocol
Controllers Each controller keeps a local connectivity graph, which is a representation of what it believes the network looks like at a certain moment in time. In order to retrieve this information, each controller periodically sends a GetSwitchInformation control packet to all switches. It will receive link state information from the switches.

We designate one controller to be the leader. The leader is in charge of computing rules and pushing those rules to all switches. Each controller computes the leader from its connectivity graph. For simplicity, we designate the controller with the lowest ID to be the leader for a partition. The leader will send routing rule updates to the switches if it detects a change in the network.

Switches Switches route data packets based on its local routing table. When a controller tells a switch to change its routing rules, it will do so immediately. If a switch receives a GetSwitchInformation control packet, it will flood its link states in SwitchInformation control packets to controllers.

The above is a very simple algorithm design for achieving eventual consistency among the controllers. Note that it is possible that at one time, multiple controllers think they are the leader. This is okay, because the controllers within the same partition will eventually converge to the same network connectivity graph. The algorithm also fulfills the requirement of being available during network partition.

3.3.1 Discussion

There are many algorithms that satisfy our goals, but there are three properties that these algorithms must have:

Periodic refresh The controllers must have a mechanism for periodically retrieving the state of the network. In a real network, packets can be dropped arbitrarily over a link, due to network partition, etc. A controller can never be entirely sure that it currently has the correct state of the network. Therefore, each controller must have some way of refreshing its (possibly stale) local copy of the physical network state. To motivate this further, consider the example in figure 3. C1 and C2 are controllers, S1 through S4 are switches, and H1 and H2 are hosts. For simplicity, let us assume that C1 is a leader, and uses master-backup replication scheme to replicate to C2. The switches attempt to notify the current leader when they detect changes. Imagine the following situation:

- Link between S3 and S4 goes down. H1 is now partitioned off from H2.

- S3 notifies C1 that link S3-S4 is down. C1 notifies C2 of the event. C1 calculates routing rules and sends updates.
- Link S3-S4 comes back up. C1 is notified of the event.
- C1 fails before it has a chance to notify C2 of the event. C2 realizes C1 is down and takes over as master.

C2 is now out-of-date, unless it specifically queries the state of the network again. C2 will still think that H1 cannot reach H2, even though the link is recovered on the physical network. Either the switch has to push information to the controllers periodically, or the controllers have to pull information. Since SDN designs have smart controllers, we use the pull mechanism in our design.

Deterministic function In the eventual leader election protocol, each controller eventually converges to a local connectivity graph. The graphs’ consistency model is eventually partition consistent, which means that eventually, all of the controllers that belong to a single partition will converge to the same graph. However, to ensure that the controllers reach the same conclusions based on the graphs, we would need them to execute deterministic functions on the local state. For example, in eventual leader election, each controller has to decide whether it is the current leader using local information. If each controller has a different ID and can be ordered, we can guarantee that controllers can choose a single leader within each partition using the eventually consistent local connectivity graph.

Order-independent events Consider the mechanisms that are used to collect information regarding the network state. If the collected information is order-independent, then the order in which we receive the
3.4 Policy-driven design

In the previous sections, we talked about consistency purely in terms of routing. This is arguably the most basic functionality that networks should support, and the discussion vastly simplified the complexity of real networks. In this section, we present some more complex policies that networks may wish to provide to users, and how they relate to the problems and solutions we talked about in the previous sections.

There are many policies that are implementable by a network. In this section, we will talk about two different policies. For the following discussion, we assume that policies are not changed, while the physical network changes with links failing and recovering.

Middlebox Traversal Middleboxes are data plane elements that perform packet processing services. A very common packet processing service is a firewall that is able to filter out certain traffic. Middlebox traversal policies, therefore, specify that packets originating from a certain source or destined for a certain destination must pass through a middlebox. An example is shown in figure 4. A possible policy in this case would be that all traffic originating from H1 must pass through M before reaching the intended destination.

Traffic Engineering Traffic engineering is a performance-oriented policy. For example, B4 [8] employs traffic engineering techniques to share bandwidth among applications, possibly using different paths for load balancing. A simple version of traffic engineering is using max-main fairness to allocate resources to flows. A flow may consist of a source, a destination, and a bandwidth requirement. Depending on the bandwidth requirements and network topology, a single flow may be divided into parallel links for load balancing purposes.

The two policies described above have different requirements in terms of how well they can be achieved. Middlebox traversal can be achieved without global information. Again, consider figure 4 where we wish to enforce the policy that no packet from H1 can be delivered to a destination without passing through middlebox M first. This policy can be enforced without any knowledge of the current physical network. The simplest way to implement this policy is to mark the packet. The middlebox M will process the packet and mark it after the processing is done. The destination will only accept the packet if the packet is marked. In the worst case, the packet will be dropped, but the middlebox traversal policy will never be violated. We defined this type of policy to be local policy, as the enforcement is performed without up-to-date knowledge of the network state.

For traffic engineering, things are much trickier. Imagine two flows that do not share links. When failures occur, the flows will often have to be allocated to new paths based on the controllers’ graphs of the physical network state. We call this type of policy global policy, since it needs accurate and timely global information of the network in order to be achieved. Because controllers’ states cannot instantaneously reflect the physical state of the network, the traffic engineering requirements cannot be satisfied at all times if the network connectivity changes.

As we can see, local policies are satisfiable no matter what kind of consistency model we pick. Global policies cannot be satisfied because they depend on the physical network state. One of the future works we would like to do is explore the impact of different consistency models on global policies. In the load balancing policy, one can imagine a situation where keeping a consistent state actually works better than an eventually consistent model. The system’s behavior is rather unpredictable during convergence, and eventually consistent model might actually overload a link for a short period of time. We would like to experimentally simulate global policies using different consistency models.

4 Evaluation

The evaluation for our paper was mainly directed towards the following goals:

- Implement and Verify a real-world distributed application using our MBD framework.
- Empirically evaluate the performance of distributed system implemented using our MBD framework.
<table>
<thead>
<tr>
<th>Models</th>
<th>No. Of Nodes</th>
<th>Bugs Found</th>
<th>Verified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Paxos</td>
<td>5</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-Paxos</td>
<td>5</td>
<td>20</td>
<td>Yes</td>
</tr>
<tr>
<td>ELE in SDN</td>
<td>6</td>
<td>6</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2: Bugs found during Implementation

![DHT Operations per Sec.](image)

Figure 5: Performance of the Fault Tolerant Hash Table

- Test the performance of SDN algorithms on routing via simulation.
- Model and Verify the Eventual Leader Election protocol.

### 4.1 Evaluation of Model Based Design

As described in section 2.2, we implemented a distributed hash table using our MBD framework. Using our systematic testing approach we were able to find many subtle bugs in our implementation and fix them. Table 2 shows the number of non-trivial bugs caught and fixed. Note that these bugs where hard to find, for example: one of the bug was related to failure handling in multi-paxos and occurs only in the presence of n-1 failures. Reproducing this bug using random simulation approach would be very hard but we found this bug within seconds.

**Distributed Hash Table.** After verifying the hash table implementation for a small instance of 5 nodes, we deployed it on a cluster of 2 physical machines. We deployed the generated code along with runtime on 2 local Windows Server machines in our lab. Figure 5 shows the performance of the hash table when executed with varying number of nodes in the system. You could consider each node as a VM running on physical machine, hence in the case of 5 nodes there were 5 VMs running on 2 physical machines.

We constantly pumped `add` operations into the hash table and measured its performance by varying the number of nodes in the system. The add operation was performed synchronously, in other words, after sending an `add` request the client waits for a response from the hash table before sending next request. The hash table implementation is based on multi-paxos and hence as the number of nodes in the system increases, the consensus phase takes longer to converge. This can be observed from the graph in figure 5. The take away from this set of results is that the correct by construction hash table works! and comparing the performance with open source implementations is left as future work.

**Eventual Leader Election Protocol in SDN.** As explained in the previous section, there are two types of architectures in SDNs:

1. **Event Driven**: Switches in the network are event-driven and updates messages are sent to the controller whenever a link-up or link-down event occurs.

2. **Periodic Refresh**: Switches in the network periodically send `current-configuration` messages to the controller or the controller periodically queries all the switches for current link configuration (we implemented the later).

In the context of this paper, the policy that we want the SDN to satisfy is reachability of all the nodes. For reachability it is critical that the controller nodes have consistent view of the connection graph.

**Eventual consistency property.** In the presence of bounded number of failures, all controllers should have a consistent view of the graph eventually.

If the above property of eventually consistency of controllers holds, then controllers can select an unique leader. Hence, for verifying the eventual leader election protocol it is enough to verify that the system satisfies following property.

\[
\text{Eventually}(\forall i,j (\text{Controller}_i(G) = \text{Controller}_j(G)))
\]

\(\text{Controller}_i(G)\) is the view of graph at controller i.

It is quite intuitive that the event-driven approach would fail to satisfy the policy in the presence of a single message-loss. We were able to reproduce a counter example for event driven system. We also implemented the periodic refresh based algorithm and were able to prove that given the network topology, the controllers converge on a unique graph view. We were able to run the generated code from the model on a single server, this can be used for performing simulation of the protocol.

### 4.2 Evaluation of SDN Algorithm

We used a Python simulator that we built to simulate these algorithms. The simulator is a discrete event simulator, similar to existing network simulators such as ns3. We built this simulator to quickly show the effects of different algorithms under different failure models without the overhead of ns3.

We compared an ideal Paxos implementation, and ideal coordination mechanism, and eventual leader election. Ideal Paxos is implemented with an oracle that simulates the best possible Paxos implementation and is a lower bound; ideal coordination is a lower bound for any type of coordination protocol. Each simulated network consists of 20 switches, 10 hosts, and 5 controllers.
lot of link failures. This makes sense because the network is disconnected, and any coordination algorithm would require that most of the controllers be connected with each other. The Paxos availability line on the graph also shows a drop as the network becomes more unstable.

Figure 7 shows an extreme case where the controllers are always reachable from each other, but not necessarily reachable to the switches. The network is constructed such that the 5 controllers to each other via a single switch, and those links do not fail. Thus, figure 7’s Paxos availability results show that Paxos is always available. However, since the rest of the network could be partitioned away, controllers being consistent with each other doesn’t mean controllers are consistent with the physical network. The reachability graphs are worse because the controllers are not as spread out.

5 Related Work

The related work for this paper can be split into following categories (1) Programming languages and Verification approaches in the context of distributed systems (2) Software Defined networks and Reachability in SDNs (3) Formal approaches in the context of SDNs.

**Programming languages and Testing:** Recently, Amazon engineers [11] described their experience using proof engine like TLA+ [12] during the design phase of building distributed web services. But they face the same problem of gap between the design and implementation phase. The closest approach that uses domain specific language with model checking backend is MACE [10], but it is specialized for overlay systems and also they dont use compositional approaches for testing. We provide language features for modeling the environment more precisely. The Ensemble project [15] used layered approach for building communication systems and demonstrated how dividing components into layers helps in building complex systems.

There are testing frameworks like MODIST [16], MACEMC [9] that perform random testing of distributed systems automatically. But as described before, random testing fails to provide coverage guarantees. We use ZING with various search prioritization techniques for finding bugs faster.

**Software Defined Networks:**

Software defined networks have become very popular in recent years, and arose out of many different research projects research [3, 7, 8, 11, 14]. One example of an early SDN controller system is Nox [7]. Nox consists of a centralized server component that manages the rest of the network. This design is not fault tolerant because the data plane will not be able to react to link failures and recoveries if the centralized controller goes down. Onix [11] was a response to Nox’s fault tolerance problem by using a replicated state machine mechanism to synchronize the network state, or the Network Informa-
tion Base (NIB). This is a good way to increase fault

tolerance of the system, but does not provide availability

when the network is partitioned. Google’s B4 [8] is an

implementation of SDN on a large scale. B4 uses Paxos

for leader election – elect a primary instance within a

single site.

**Formal approaches for SDNs:** There has been a lot

of work recently towards using programming languages

and formal methods for creating robust SDNs. Frenetics(from the cornell)[6] is one such network program-
ing language.
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