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Other Syntactic Models

Dependency Parsing

Dependency Parsing

= Lexicalized parsers can be seen as producing dependency trees
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= Each local binary tree corresponds to an attachment in the dependency
graph

= Pure dependency parsing is only cubic [Eisner 99]
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= Some work on non-projective dependencies
= Common in, e.g. Czech parsing
= Can do with MST algorithms [McDonald and Pereira 05]

L ) )
root  John saw a  dog  yesterday  which was  a Yorkshire  Tersier

Shift-Reduce Parsers

. Tree Insertion Grammars

= Another way to derive a tree:

= Parsing
= No useful dynamic programming search
= Can still use beam search [Ratnaparkhi 97]

= Rewrite large (possibly lexicalized) subtrees in a single step
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Formally, a tree-insertion grammar

Derivational ambiguity whether subtrees were generated atomically
or compositionally

Most probable parse is NP-complete
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. Tree-adjoining grammars
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Empty Elements

Empty Elements

= |n the PTB, three kinds of empty elements:
= Null items (usually complementizers)

= Dislocation (WH-traces, topicalization, relative clause and
heavy NP extraposition)

= Control (raising, passives, control, shared argumentation)

= Need to reconstruct these (and resolve any
indexation)




Example: German
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Types of Empties

A Pattern-Matching Approach

= [Johnson 02]
Antecedent | POS | Label | Count | Diescription
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Pattern-Matching Details

Top Patterns Extracted

= Something like transformation-based learning

= Extract patterns S TIRCIENTEETTETESSL
= Details: transitive verb marking, auxiliaries :(lllli . Ef;; ;;;j;"“u (m’, (-NONE- *T*-1)) VB))
= Details: legal subtrees . e
= Rank patterns i (st o o
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Results

Empty node Section 23 Parser output

POS  Label | P 13 f P R I
(Overall) 093 083 088|085 074 079
NP * 095 087 091 [086 079 0.82

NP o 093 088 091085 077 081
0 094 099 096|086 089 088

*[* 092 098 095|087 096 092

S *T* 098 083 090]097 081 0.88
*T* 091 052 066|084 042 056
090 063 074|088 058 0.70
0 075 079 077|048 046 047

Semantic Roles

Semantic Role Labeling (SRL)

Characterize clauses as relations with roles:

lsudge She | blames [g£aiuee the Government | [geqson for failing to do enough
to help ] .

Holman would characterise this as blaming [z,.4,.. the poor |

The letter quotes Black as saying that [, white and Navajo ranchers |
misrepresent their livestock losses and blame | g, .0 everything | |garue. on
coyotes | .

Says more than which NP is the subject (but not much more):
Relations like subject are syntactic, relations like agent or message are
semantic
Typical pipeline:

= Parse, then label roles

= Almost all errors locked in by parser

= Really, SRL is quite a lot easier than parsing
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PropBank / FrameNet

PropBank Example
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FrameNet: roles shared between verbs

PropBank: each verb has its own roles

PropBank more used, because it’s layered over the treebank (and so has
greater coverage, plus parses)

Note: some linguistic theories postulate fewer roles than FrameNet (e.g.
5-20 total: agent, patient, instrument, etc.)

fall.ivl sense: move downward
roles:  Argl:  thing falling
Arpl: extent, distance fallen
Argd:  start po
Argd:  end point

Sales fell to $251.2 million from $278.7 million.
argl:  Sales
rel: fell
argd: o §251.2 million
argd:  from $278.7 million




PropBank Example

rotate.02 sense: shift from one thing to another
roles:  Arg0: causer of shift
Argl: thing being changed

PropBank Example

aim.01 sense: intend, plan
roles:  Arglh: aimer, planner
Argl: plan, intent

The Central Council of Church Bell Ringers aims *trace® to

Arg2:  old thing improve relations with vicars (wsj_0089)
Arg3:  new thing argd:  The Central Council of Church Bell Ringers

£ anms

a *trace® to improve relations with vicars

Many of Wednesd. rs were losers yesterday as investors

quickly took prof ed their buying to other is: , traders aim.02 sense: point (weapon) at
ai 2
said. _ (ws)_1723) roles:  Argl: aimer
arg0:  investors Argl: weapon, ete.
rel rotated Arg2: target

argl:  their buying
arg3:  to other issues

Banks have been aiming packages at the elderly.
argl:  Banks
rel: aiming
argl:  packages
arg2:  at the elderly

Shared Arguments

(NP-SBJ (JJ massive) (JJ internal) (NN debt) )
(VP (VBZ has)
(VP (VBN forced)

Path Features
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Results Empties and SRL
= Features: 5
= Path from target to filler
= Filler’s syntactic type, headword, case F e
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