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Abstract
Bayesian methods for adaptive decision-making, such as Bayesian optimisation, active learning, and active search have seen great success in relevant applications. However, real world data collection tasks are more broad and complex, as we may need to achieve a combination of the above goals and/or application specific goals. In such scenarios, specialised methods have limited applicability. In this work, we design a new myopic strategy for a wide class of adaptive design of experiment (DOE) problems, where we wish to collect data in order to fulfil a given goal. Our approach, Myopic Posterior Sampling (MPS), which is inspired by the classical posterior sampling algorithm for multi-armed bandits, enables us to address a broad suite of DOE tasks where a practitioner may incorporate domain expertise about the system and specify her desired goal via a reward function. Empirically, this general-purpose strategy is competitive with more specialised methods in a wide array of synthetic and real world DOE tasks. More importantly, it enables addressing complex DOE goals where no existing method seems applicable. On the theoretical side, we leverage ideas from adaptive submodularity and reinforcement learning to derive conditions under which MPS achieves sublinear regret against natural benchmark policies.

1. Introduction

Many problems in adaptive decision-making under uncertainty fall into the design of experiments (DOE) framework, where one wishes to design a sequence of experiments and collect data so as to achieve a desired goal. For example, in electrolyte design for batteries, a chemist would like to conduct experiments that measure battery conductivity in order to identify an electrolyte design that maximises conductivity. On a different day, she would like to experiment with different designs to learn how the viscosity of the electrolyte changes with the design. These two tasks, black-box optimisation and active learning, fall under the umbrella of DOE and are pervasive in industrial and scientific applications.

While several methods exist for specific DOE tasks, real world problems are broad and complex, and specialised methods have limited applicability. Continuing with the electrolyte example, the chemist can typically measure both conductivity and viscosity with a single experiment. Since such experiments are expensive, it is wasteful to first perform a set of experiments to optimise conductivity and then a fresh set to learn viscosity. Rather, it is desirable to design a single set of experiments that simultaneously achieves both goals. A second example is metallurgy, where one wishes to identify phase transitions in an alloy by carefully selecting a sequence of X-ray diffraction experiments (Bunn et al., 2016). Here and elsewhere, the goal of the experimenter is application specific and cannot be simply shoehorned into standard DOE formulations such as black-box optimisation, active learning, etc. In addition, domain knowledge about the problem may need to be considered in selecting experiments, as it may significantly reduce the number of experiments needed to achieve the desired goal.

To address these desiderata, we develop a general and flexible framework for goal oriented DOE, where a practitioner may specify her desired goal via a reward function $\lambda$. $\lambda$ can depend on the data collected during the DOE process and unknown system characteristics, and hence cannot be directly computed by a decision-maker. We then develop an adaptive myopic strategy for DOE, inspired by posterior (Thompson) sampling for multi-armed bandits (Thompson, 1933), which uses results from past experiments to plan future experiments and achieve the goal, i.e. maximise $\lambda$. Our approach has two key advantages. First, our Bayesian formulation allows one to straightforwardly specify domain expertise. Moreover, modern tools for probabilistic programming enable practitioners to apply a Bayesian algorithm such as ours in a fairly straightforward manner. Second, our myopic strategy is simple and computationally attractive in comparison with policies that engage in long-term planning. Nevertheless, borrowing ideas from submodular optimisation and reinforcement learning, we derive natural
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We focus on posterior sampling (PS) (Thompson, 1933) as a general purpose algorithm, Myopic Posterior Sampling (MPS), for this setting.

2. Empirically, we demonstrate MPS performs favourably in a variety of synthetic and real world DOE tasks. Despite its generality, MPS is competitive with specialised methods designed for particular settings. More importantly, it enables DOE in non-standard application-specific settings. Our implementation and experiments are available at github.com/kirthevasank/mps.

3. In our theoretical analysis, we explore conditions under which MPS, which learns about the system over time, is competitive with myopic and globally optimal strategies that have full knowledge of the system.

**Related Work:** The term DOE has been used to refer to different settings in the literature. Classically, the focus has been on learning an unknown system, and as such, the objective has been framed as maximising some notion of information gathered about the system. We will refer to these tasks as L-DOE problems to differentiate it from our setting, which subsumes L-DOE. Classical L-DOE focuses on discrete settings (Chernoff, 1972; Robbins, 1952) or linear models (Allen-Zhu et al., 2017; Fedorov, 1972). Recently, there have been several Bayesian approaches for L-DOE that adopt probabilistic programming in more complex models (Ouyang et al., 2016; Rainforth, 2017). However, L-DOE approaches may not be efficient or appropriate for an arbitrary user-specified reward \( \lambda \). Moreover, many of these approaches are non-adaptive, aiming to find an optimal batch of experiments beforehand without incorporating feedback from completed experiments. While some do explore adaptive approaches for L-DOE, they aim for globally optimal policies (e.g. Rainforth (2017)), which can be computationally prohibitive, except in the most simple cases.

We focus on posterior sampling (PS) (Thompson, 1933) as the bandit algorithm, since it has proven to be quite general and admits a clean Bayesian analysis (Russo and Van Roy, 2016a). PS has been studied in a number of bandit settings (Gopalan et al., 2014; Kandasamy et al., 2018; Kawale et al., 2015), and some episodic RL problems (Gopalan and Mannor, 2015; Osband and Van Roy, 2014; Osband et al., 2013), where the agent is allowed to restart. In contrast, here we study PS on a single long trajectory with no restarts.

Myopic/greedy policies, while computationally simple, are known to be near-optimal for sequential decision making problems with adaptive submodularity (Golovin and Krause, 2011), which generalises submodularity (Nemhauser et al., 1978) and formalises a diminishing returns property. Adaptive submodularity has been used for several adaptive DOE setups (Chen and Krause, 2013; Chen et al., 2014; 2017; Golovin et al., 2010). However, in these work, the reward only depends on the data collected and can be directly computed by the decision-maker. In our setting, this translates to the agent knowing the system characteristics. As such, these results are complementary to ours: adaptive submodularity controls the approximation error (the difference between myopic- and globally-optimal strategies, both of which know the system), while we control the estimation error (how close our policy which needs to learn about the system is to the myopic optimal policy that knows the system). As we show in Theorem 3, with adaptive submodularity, MPS can also compete with the globally optimal policy. In a similar vein, Frazier et al. (2008); Wang and Powell (2018) use knowledge gradient approaches for information collection tasks which are framed as myopic adaptive submodular set maximisation problems; but as before, the system is known to the decision-maker. Prior results for learning in submodular environments are episodic and allow restarts (Gabillon et al., 2013; 2014), which is unnatural in the DOE setup. In addition to the above, several papers have developed Bayesian methods for specific DOE applications such as black-box optimisation (Frazier, 2018), active search (Jiang et al., 2018), level set estimation (Gotovos et al., 2013a) and more (Kandasamy et al., 2015; Osborne et al., 2012).

Our theoretical analysis leverages ideas from reinforcement learning (RL) since at each round the agent makes a decision (what experiment to perform) with the goal of maximising a long-term reward. In that light, one goal of our work is to understand when myopic “bandit-like” strategies perform well in RL environments with long-term temporal dependencies. There are two main differences with prior work (Jaksch et al., 2010; Kearns and Singh, 2002; Liu and Brunskill, 2018; Osband and Van Roy, 2014; Strehl et al., 2009). First, we make no explicit assumptions about the complexity of the state and action space, instead placing assumptions on the reward structure and optimal policy, which is a better fit for our applications. Crucially, in our setup, the true reward is never revealed to the agent, and instead it receives side-observations that provide information about an underlying parameter governing the environment. Secondly, our focus is on understanding when myopic strategies have reasonable performance rather than on achieving global optimality.

2. Set up and Method

Let \( \Theta \) denote a parameter space, \( \mathcal{X} \) an action space, and \( \mathcal{Y} \) an outcome space. We consider a Bayesian setting where a true parameter \( \theta^* \in \Theta \) is drawn from a prior distribution \( \pi_0 \). A decision maker repeatedly chooses an action \( X \in \mathcal{X} \), conducts an experiment at \( X \), and observes the outcome \( Y_X \in \mathcal{Y} \). We assume \( Y_X \) is drawn from a like-
lihood $\mathbb{P}(\cdot | X, \theta_*)$, with known distributional form. This process proceeds for $n$ rounds, resulting in a data sequence $D_n = \{(X_j, Y_{X_j})\}_{j=1}^n$, which is an ordered multi-set of action-observation pairs. Unlike, classical formalisms for DOE, we study a setting where we intend to achieve a desired goal, specified via a reward function $\lambda : \Theta \times \mathcal{D} \to \mathbb{R}$, that we wish to maximise. Here, $\mathcal{D}$ denotes the set of all possible data sequences. In particular, after $n$ rounds, we focus on the following two criteria, depending on the application:

\begin{align}
(a) \quad & \Lambda(\theta_*, D_n) = \sum_{t=1}^{n} \lambda(\theta_*, D_t) \quad (b) \quad \lambda(\theta_*, D_n), \quad (1)
\end{align}

Here, $D_t = \{(X_j, Y_{X_j})\}_{j=1}^t$ denotes the prefix of length $t$ of the data sequence $D_n$ collected by the decision maker. The former notion is the cumulative sum of all rewards, while the latter corresponds to the reward once all experiments are complete. Since $\lambda$ depends on the unknown true parameter $\theta_*$, the decision maker cannot compute the reward during the data collection process, and instead must infer the reward from observations in order to maximise it. This is a key distinction from existing work on reinforcement learning and sequential optimisation, and one of the new challenges in our setting.

**Example 1.** A motivating example is Bayesian active learning (Chen et al., 2017). Here, actions $X$ correspond to data points while $Y_X$ is the label and $\mathbb{P}(y|x, \theta)$ specifies an assumed discriminative model. We may set $\lambda(\theta, D_n) = -\|\hat{\beta}(\theta) - \hat{\beta}(D_n)\|^2_2$ where $\hat{\beta}$ is a parameter of interest and $\beta$ is a predetermined estimator (e.g. via maximum likelihood). The true reward $\lambda(\theta_*, D_n)$ is not available to the decision maker since it requires knowing $\beta(\theta_*)$.

**Notation:** For each $t \in \mathbb{N}$, let $D_t = \{(X_j, Y_{X_j})\}_{j=1}^t : X_j \in \mathcal{X}, Y_{X_j} \in \mathcal{Y}$ denote the set of all data sequences of length $t$, so that $\mathcal{D} = \bigcup_{t \in \mathbb{N}} D_t$. Let $D \cup D'$ denote the concatenation of two sequences. $D \prec D'$ and $D' \succ D$ both equivalently denote that $D$ is a prefix of $D'$. Given a data sequence $D_t$, we use $D_{t'}$ for $t' < t$ to denote the prefix of the first $t'$ action-observation pairs.

A policy for experiment design chooses a sequence of actions $\{X_j\}_{j \in \mathbb{N}}$ based on past actions and observations. In particular, for a randomised policy $\pi = \{\pi_j\}_{j \in \mathbb{N}}$, at time $t$, an action is drawn from $\pi_t(D_{t-1}) = \mathbb{P}(X_t \in |D_{t-1})$. Two policies that will appear frequently in the sequel are $\pi^*_M$ and $\pi^*_G$, both of which operate with knowledge of $\theta_*$. $\pi^*_M$ is the myopic optimal policy, which, from every data sequence $D_t$ chooses the action $X$ maximising the expected reward at the next step: $\mathbb{E}[\lambda(\theta_*, D_t \cup \{(X, Y_X)\})|\theta_*, D_t]$. On the other hand $\pi^*_G$ is the non-myopic, globally optimal adaptive policy, which in state $D_t$ with $n - t$ steps to go chooses the action to maximise the expected long-term reward: $\mathbb{E}[\lambda(\theta_*, D_t \cup \{(X, Y_X)\} D_{t+2:n}) | \pi^*_G, \theta_*, D_t]$. $\pi^*_G$ may depend on the time horizon $n$ while $\pi^*_M$ does not.

**Design of Experiments via Posterior Sampling**

We present a simple and intuitive myopic strategy that aims to maximise $\lambda$ based on the posterior of the data collected so far. For this, first define the expected look-ahead reward $\lambda^+ : \Theta \times \mathcal{D} \times \mathcal{X} \to [0, 1]$, such that $\lambda^+(\theta, D, x)$ is the expected reward at the next time step if $\theta \in \Theta$ were the true parameter, $D$ was the current data sequence collected, and we were to take action $x \in \mathcal{X}$. Precisely,

$$\lambda^+(\theta, D, x) = \mathbb{E}_{Y \sim \mathbb{P}(Y|x, \theta)} \left[\lambda(\theta, D \cup \{(x, Y_x)\})\right]. \quad (2)$$

The proposed policy, presented in Algorithm 1, is called MPS (Myopic Posterior Sampling) and is denoted $\pi^{\text{PS}}_M$. At time step $t$, it first samples a parameter value $\theta$ from the posterior for $\theta_*$ conditioned on the data, i.e. $\theta \sim \mathbb{P}(\theta_*|D_{t-1})$. Then, it chooses the action $X_t$ that is expected to maximise the reward $\lambda$ by pretending that $\theta$ was the true parameter. It performs the experiment at $X_t$, collects the observation $Y_{X_t}$, and proceeds to the next time step.

**Algorithm 1** MPS ($\pi^{\text{PS}}_M$)

Require: Prior $\rho_0$ for $\theta_*$, Conditional $\mathbb{P}(Y|X, \theta)$.
1: $D_0 \leftarrow \emptyset$.
2: for $t = 1, 2, \ldots$ do
3: Sample $\theta \sim \rho_{t-1} \equiv \mathbb{P}(\theta_*|D_{t-1}).$
4: Choose $X_t = \arg\max_{x \in \mathcal{X}} \lambda^+_*\theta, D_{t-1}, x)$. 
5: $Y_{X_t} \leftarrow \text{conduct experiment at } X_t.$
6: Set $D_t \leftarrow D_{t-1} \cup \{(X_t, Y_{X_t})\}$.
7: end for

A natural question that may arise is the need to sample from the posterior $\rho_{t-1}$ for $\theta_*$, instead of taking an expectation of $\lambda^+$ over $\rho_{t-1}$. In fact, many policies for non-adaptive L-DOE take an expectation over the posterior (Ouyang et al., 2016). However, in adaptive settings where $\theta_*$ is unknown, taking the expectation may fail as it may not explore sufficiently. For example, in bandit problems, which is a special case of our setting (Section 3.5), this amounts to choosing the maximum of the posterior mean of the payoff function, which is known to fail spectacularly.

**Computational considerations:** It is worth pointing out some computational considerations in Algorithm 1. First, sampling from the posterior in step 3 might be difficult, especially in complex Bayesian models. Fortunately however, the field of Bayesian inference has made great strides in the recent past with the development of fast techniques for approximate inference methods such as MCMC or variational inference (Hensman et al., 2012; Neiswanger et al., 2015). Moreover, today we have efficient probabilistic programming tools (Bingham et al., 2018; Carpenter et al., 2017;
We now describe some concrete examples of DOE problems (VI) in Edward (Tran et al., 2017) to approximate the posterior variance in practice, it worked well in our experiments. For practical settings where no prior methods seem applicable. This is similar to existing work in Bayesian optimisation which assume access to such an optimisation oracle (Bull, 2011; Srinivas et al., 2010). That said, in many practical settings where experiments can cost significant time and money, these considerations are less critical.

Despite these concerns, it is worth mentioning that myopic strategies are still computationally far more attractive than policies which try to behave globally optimally. For example, extending MPS to a k-step look-ahead might involve an optimisation over $\mathcal{X}^k$ in step 4 of Algorithm 1 which might be impractical for large values of k. Moreover, in many problems where system characteristics $\theta$, are known to the decision maker, myopic policies can be competitive with globally optimal policies (Golovin and Krause, 2011; Nemhauser et al., 1978; Wei et al., 2015). In Section 4, we identify conditions where $\pi_\text{MP}$ can be competitive with the globally optimal policy $\pi_G$ which knows $\theta^*$.  

3. Examples & Experiments

We now describe some concrete examples of DOE problems that can be specified by a reward function $\lambda$ and present experimental results. We compare $\pi_\text{MP}$ to random sampling (RAND), the myopically optimal policy $\pi_M$ which has access to $\theta^*$, and to specialised methods for the particular problem, when available. In the interest of aligning our experiments with our theoretical analysis, we compare methods on both criteria in (1), although in these applications, the final reward $\lambda(\theta^*, D_n)$ is more relevant than the cumulative one $\Lambda(\theta^*, D_n)$. In all cases, except Experiments 2 and 4 which have conjugate priors, we use variational inference (VI) in Edward (Tran et al., 2017) to approximate the posterior $P(\theta|D_i)$. While VI is known to underestimate the variance in practice, it worked well in our experiments. For better visualisation, we plot the negative reward in a semilog plot. We defer some experimental details to Appendix D.

High-level Takeaways: Despite being a quite general, $\pi_\text{MP}$ outperforms, or performs as well as, specialised methods. $\pi_M$ is competitive, but typically worse than the non-realisable $\pi_M$. Finally $\pi_\text{MP}$ enables effective DOE in complex settings where no prior methods seem applicable.

3.1. Active Learning

Problem: As described previously, we wish to learn some parameter $\beta_*$ is a function of the true parameter $\theta_*$. Each time we query some $X \in \mathcal{X}$, we observe a label $Y \sim P(Y|X, \theta_*)$. We conduct two synthetic experiments in this setting. We use $\lambda(\theta_*) \triangleq -\|\beta_* - \hat{\beta}(D_n)\|^2_2$ as the reward where $\hat{\beta}$ is a regularised maximum likelihood estimator. In addition to RAND and $\pi_M$, we compare $\pi_\text{MP}$ to ActiveSetSelect of Chaudhuri et al. (2015).

Experiment 1: We use the following parametric model: $Y_x|\theta \sim \mathcal{N}(f_0(x), \eta^2)$ where $f_0(x) = \frac{1}{1 + e^{-(x_1 + x_2)/\gamma}}$ is a logistic function. The true parameter is $\theta_* = (a, b, c, \eta^2)$ and our goal is to estimate $\beta_* = (a, b, c)$. The MLE is computed via gradient ascent on the log likelihood. In our experiments, we used $a = 2.1, b = 7, c = 6$ and $\eta^2 = 0.01$ as $\beta_*$. We used normal priors $\mathcal{N}(2, 1), \mathcal{N}(5, 3)$ and $\mathcal{N}(5, 3)$ for $a, b, c$ respectively and an inverse gamma IG(20, 1) prior for $\eta^2$. As the action space, we used $\mathcal{X} = [0, 10]$. For variational inference, we used a normal approximation for the posterior for $a, b, c$ and an inverse gamma approximation for $\eta^2$. The results are given in the first column of Figure 1.

Experiment 2: In the second example, we use the following linear regression model: $Y_x|\theta \sim \mathcal{N}(f_0(x), 0.01)$ where $f_0(x) = \sum_{i=1}^{16} \theta_{ci} \phi(x - c_i)$. Here, $\phi(v) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}v^2}$ and the points $c_1, \ldots, c_{16}$ were arranged in a $4 \times 4$ grid within $[0, 1]^2$. We set $\theta_{ci} = g(c_i)$, with $g(v) = \sin(3.9\pi((v_1 - 0.1)^2 + v_2 + 0.1))$. Our goal is to estimate $\beta_*$ is a function of $\theta_*$. As the action space, we used $\mathcal{X} = [0, 1]^2$. The posterior for $\theta$, was calculated in closed form using a normal distribution $\mathcal{N}(0, I_{10})$ as the prior. The results are given in the second column of Figure 1.

Alternative Problem Formalism: A common formalism for parameter estimation in discriminative models (Chaudhuri et al., 2015; Frostig et al., 2015) is to maximise the expected likelihood of the data for a given sampling distribution $\Gamma$ on $X$. Here, one wishes to maximise $\mathcal{L}(\theta_*, D_n) \triangleq \mathbb{E}_{X \sim \Gamma, Y \sim P(Y|X, \theta_*)}[\log P(Y|X, \hat{\theta})]$, where $\hat{\theta}$ is an estimator for $\theta$ obtained from $D_n$.

Experiments 3 & 4: We use the same models as in Experiment 1 & 2 but with the above reward function. We let $\Gamma$ be the uniform distribution on the respective domains and $\hat{\theta}$ be the maximum likelihood estimator for $\theta$. The results are given in the third and fourth columns of Figure 1.

3.2. Posterior Estimation & Active Regression

Problem: Consider estimating a non-parametric function $f_{\theta_*}$, which is known to be uniformly smooth. An action $x \in \mathcal{X}$ queries $f_{\theta_*}$, upon which we observe $Y_x = f_{\theta_*}(x) + \epsilon$, where $\mathbb{E}[\epsilon] = 0$. If the goal is to learn $f_{\theta_*}$ uniformly well in $L^2$ error, i.e. with reward $-\|f_{\theta^*} - \hat{f}(D_n)\|^2$, adaptive techniques may not perform significantly better than non-adaptive ones (Willett et al., 2006). However, if our reward was $\mathcal{L}(\theta_*, D_n) \triangleq -\|\sigma(f_{\theta_*}) - \sigma(\hat{f}(D_n))\|^2$ for some monotone super-linear transformation $\sigma$, then adaptive techniques may do better by requesting more evaluations at regions...
with high $f_{\theta_*}$ value. This is because, $\lambda(\theta_*, D_n)$ is more sensitive to such regions due to the transformation $\sigma$.

A particularly pertinent instance of this formulation arises in astrophysical applications where one wishes to estimate the posterior distribution of cosmological parameters, given some astronomical data $Q$ (Parkinson et al., 2006). Here, an astrophysicist specifies a prior $\Xi$ over the cosmological parameters $Z \in \mathcal{X}$, and the likelihood of the data for a given choice of the cosmological parameters $x \in \mathcal{X}$ is computed via an expensive astrophysical simulation. The prior and the likelihood gives rise to an unknown log joint density\footnote{One should not conflate the prior over $X$ specified with the astrophysics model, with prior over $\Theta$ assumed in our set up.} $f_{\theta_*}$ defined on $\mathcal{X}$, and the goal is to estimate the joint density $p(Z = x, Q) = \exp(f_{\theta_*}(x))$ so that we can perform posterior inference. Adopting assumptions from Kandasamy et al. (2015), we model $f_{\theta_*}$ as a Gaussian process, which is reasonable since we expect a log density to be smoother than the density itself. As we wish to estimate the joint density, $\lambda$ takes the above form with $\sigma = \exp$.

**Experiment 5:** We use data on Type I-a supernova from Davis et al. (2007). We wish to estimate the posterior over the Hubble constant $H \in (60, 80)$, the dark matter fraction $\Omega_M \in (0, 1)$ and the dark energy fraction $\Omega_E \in (0, 1)$, which constitute our three dimensional action space $\mathcal{X}$. The likelihood is computed via the Robertson-Walker metric. In addition to $\pi_M$ and RAND, we compare $\pi_M^*$ to Gaussian process based exponentiated variance reduction (GP-EVR) (Kandasamy et al., 2015) designed for this setting. We evaluate the reward via numerical integration. The results are presented in the first column of Figure 2.

### 3.3. Level Set Estimation

**Problem:** In active level set estimation (LSE), one wishes to determine which regions of a space $\mathcal{X}$ fall above or below a given level set of an expensive to evaluate function $f_{\theta_*}$. An experiment evaluates this function and returns $Y_x = f_{\theta_*}(x) + \epsilon$, where $E[\epsilon] = 0$. We adopt the setting of Gotovos et al. (2013a), where a method for LSE returns its predictions for being above/below the threshold on a pre-specified set of discrete points $\mathcal{X}' \subset \mathcal{X}$. The reward function $\lambda$ is set to be average prediction accuracy.

**Experiment 6:** We used data on luminous red galaxies (LRGs) to compute the galaxy power spectrum of 9 cosmological parameters including the spatial curvature, cold dark matter density, and baryonic density. We wish to find regions of the cosmological parameter space, where the power spectrum is larger than a pre-specified threshold. Software and data were taken from Tegmark et al. (2006). We compare $\pi_M^*$ to random search, $\pi_M^*$, and the Gaussian process based level set estimation (GP-LSE) method of Gotovos et al. (2013a). Following Gotovos et al. (2013a), we model the power spectrum as a GP, and define the reward function as described above where $\mathcal{X}'$ is a set of $\sim 20K$ points. The results are presented in the second column of Figure 2.

### 3.4. Combined and Customised Objectives

**Problem:** In many real world problems, one needs to design experiments with multiple goals. For example, an experiment might evaluate multiple objectives, and the task might be to optimise some of them, while learning the parameters for another. Classical methods specifically designed for active learning or optimisation may not be suitable in such
settings. One advantage to the proposed framework is that it allows us to combine multiple goals in the form of a reward function. For instance, if an experiment measures two functions \( f_{\theta,1}, f_{\theta,2} \) and we wish to learn \( f_1 \) while optimising \( f_2 \), we can define the reward as \( \lambda(\theta_*, D_n) = -\|f_{\theta,1} - \hat{f}_1(D_n)\|^2 + \max_{X_t, t \leq n} (f_{\theta,2}(X_t) - \max_x f_{\theta,2}(x)) \). Here \( \hat{f}_1 \) is an estimate for \( f_{\theta,1} \) obtained from the data, \( \| \cdot \| \) is the \( L_2 \) norm and \( \max_{X_t, t \leq n} f_{\theta,2}(X_t) \) is the maximum point of \( f_{\theta,2} \) we have evaluated so far. Below, we demonstrate one such application.

**Experiment 7:** In battery electrolyte design, one tests an electrolyte composition under various physical conditions. On an experiment at \( x \in X \), we obtain measurements \( Y_x = (Y_{x,sol}, Y_{x,vis}, Y_{x,con}) \) which are noisy measurements of the solvation energy \( f_{\text{sol}} \), the viscosity \( f_{\text{vis}} \) and the specific conductivity \( f_{\text{con}} \). Our goal is to estimate \( f_{\text{sol}} \) and \( f_{\text{vis}} \) while optimising \( f_{\text{con}} \). Hence,

\[
\lambda(\theta_*, D_n) = \alpha \left( \max_{X_t, t \leq n} f_{\text{con}}(X_t) - \max_{x \in X} f_{\text{con}}(x) \right) \\
- \beta \|f_{\text{sol}} - \hat{f}_{\text{sol}}(D_n)\|^2 - \gamma \|f_{\text{vis}} - \hat{f}_{\text{vis}}(D_n)\|^2,
\]

where the parameters \( \alpha, \beta, \gamma \) were chosen so as to scale each objective and ensure that none of them dominate the reward. In our experiment, we use the dataset from Gering (2006). Our action space \( X \) is parametrised by the following three variables: \( Q \in (0,1) \) measures the proportion of two solvents EC and EMC in the electrolyte, \( S \in (0,3.5) \) is the molarity of the salt LiPF6, and \( T \in (-20, 50) \) is the temperature in Celsius. We use the following prior which is based off a physical understanding of the interaction of these variables. \( f_{\text{con}} : X \rightarrow \mathbb{R} \) is sampled from a Gaussian process (GP), \( f_{\text{vis}}(Q, S, T) = \exp(-aT)g_{\text{vis}}(Q, S) \) where \( g_{\text{vis}} \) is sampled from a GP, and \( f_{\text{sol}}(Q, S, T) = b + \exp(cQ - dS - eT) \). We use inverse gamma priors for \( a, b, d, e \) and a normal prior for \( c \). For variational inference, we used inverse gamma approximations for \( a, b, d, e \), a normal approximation for \( c \), and GP approximations for \( f_{\text{con}} \) and \( g_{\text{vis}} \). We use the posterior mean of \( f_{\text{sol}} \) and \( f_{\text{vis}} \) under this prior as the estimates \( f_{\text{sol}}, f_{\text{vis}} \). We present the results in the third column of Figure 2 where we compare RAND, \( \pi_M^\text{PS} \) and \( \pi^\star_M \). This is an example of a customised DOE problem for which no prior method seems directly applicable.

### 3.5. Bandits & Bayesian Optimisation

Bandits and Bayesian optimisation are self-evident special cases of our formulation. Here, \( \theta_* \) specifies a function \( f_{\theta,*} : X \rightarrow \mathbb{R} \). When we choose a point \( X \in X \) to evaluate the function, we observe \( Y_X = f_{\theta,*}(X) + \epsilon \) where \( \mathbb{E} \{ \epsilon \} = 0 \). In the bandit framework, the reward is the instantaneous regret \( \lambda(\theta_*, D_n) = f_{\theta,*}(X_n) - \max_{x \in X} f_{\theta,*}(x) \). In Bayesian optimisation, one is interested in simply finding a single value close to the optimum and hence \( \lambda(\theta_*, D_n) = \max_{x \in X} f_{\theta,*}(X_t) - \max_{x \in X} f_{\theta,*}(x) \). In either case, \( \pi^\star_M \) reduces to the Thompson sampling procedure as \( \arg\max_{x \in X} \lambda^+(\theta_*, X_{t-1}, x) = \arg\max_{x \in X} f_{\theta,*}(x) \), where \( f_{\theta,*} \) is a random function drawn from the posterior. Since
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**Figure 2:** Results on the real experiments. The first column is for the posterior estimation problem in Sec. 3.2, the second column is for the level set estimation problem in Sec. 3.3, and the third column is for the combined objective problem in Sec. 3.2. In the top figures, the y axis is the negative reward \( -\lambda(\theta_*, D_n) \) and in the bottom figures, it is the negative cumulative reward \( -\Lambda(\theta_*, D_n) \) for the corresponding experiment. See caption under Figure 1 for more details.
prior work has demonstrated that TS performs empirically well in several real-world optimization tasks (Chapelle and Li, 2011; Hernández-Lobato et al., 2017; Kandasamy et al., 2018), we omit experimental results for this example. One can also cast other variants of Bayesian optimization, including multi-objective optimization (Hernández-Lobato et al., 2016; Paria et al., 2018) and constrained optimization (Gardner et al., 2014), in our general formulation.

4. Theoretical Analysis

In this section we derive theoretical guarantees for $\pi_{M}^{\theta}$. Our emphasis is on understanding conditions under which myopic algorithms which need to learn $\theta_{*}$ can perform competitively with the myopic optimal and the globally optimal oracles $\pi_{M}^{*}$, $\pi_{C}^{*}$ which know $\theta_{*}$ (see Section 2). Going forward, to simplify the exposition, we will assume for all $\theta \in \Theta$, $\sup_{D \in D} \lambda(\theta, D) = 1$. This condition is for free since for any bounded reward $\lambda$, we can set $\lambda(D) \triangleq 1 + \lambda'(\theta, D) - \sup_{D \in D} \lambda'(\theta, D)$.

For criterion (a), we are interested in upper bounding $\mathbb{E}[\lambda(\theta_{*}, D_{n})] | D_{n} \sim \pi_{M}^{\theta}]$ in terms of $\mathbb{E}[\lambda(\theta_{*}, D_{n}) | D_{n} \sim \pi_{M}^{*}]$, which yields a cumulative regret bound, and for criterion (b), we wish to bound $\mathbb{E}[\lambda(\theta_{*}, D_{n}) | D_{n} \sim \pi_{M}^{\theta}]$ in terms of the analogous quantities for $\pi_{M}^{*}$, $\pi_{C}^{*}$, which serves as a final regret bound. Note that a comparison with $\pi_{C}^{*}$ on (a) is meaningless since it might take low reward actions in the early stages in order to do well in the long run. In fact, our bounds for (a) will hold when $\lambda(\theta_{*}, D)$ is an ordered multi-set function in $D$, but for (b) when $\lambda(\theta_{*}, D)$ is a multi-set function, i.e. the ordering does not matter. Our bounds will hold in expectation over $\theta_{*} \sim \rho_{0}$.

The following proposition shows that without further assumptions, a non-trivial regret bound is impossible. Such results are common in the RL literature, and necessitate several structural assumptions (Dann and Brunskill, 2015; Jaksch et al., 2010; Kearns and Singh, 2002). Its proof is given in Appendix B.4.

**Proposition 1.** For all policies $\pi$ which do not know $\theta_{*}$, there exists a DOE problem where $\mathbb{E}_{\theta_{*} \sim \rho_{0}}[\lambda(\theta_{*}, D_{n}) - \lambda(\theta_{*}, D_{n}) | D_{n} \sim \pi_{M}^{*}, D_{n} \sim \pi] \geq 1/2$ for all $n \geq 1$.

Motivated by this lower bound, we impose the following condition on the parameter space and reward structure, under which a policy can achieve sub-linear regret. For this, first note we can assume that, at all time steps, the observations $Y \sim \mathbb{P}(\cdot | X, \theta_{*})$ are generated for all $x \in \mathcal{X}$, but we only observe those for the chosen $X$. With this in consideration, let $\mathbb{E}_{Y_{t+1}: \theta} \text{ denote expectation over all observations generated from time } t+1 \text{ onwards when } \theta_{*} = \theta$.

**Condition 1.** Let $\theta, \theta'$ denote parameter values in $\Theta$ and $\pi_{M}^{\theta}, \pi_{M}^{\theta'}$ be the myopically optimal policies when $\theta_{*} = \theta$, and $\theta_{*} = \theta'$ respectively. Let $H$ denote a data sequence and $D_{n}, D'_{n}$ be the data sequences collected by $\pi_{M}^{\theta}$ and $\pi_{M}^{\theta'}$ respectively when starting from $H$ when $\theta_{*} = \theta$ and $\theta_{*} = \theta'$ respectively, i.e. the myopically optimal policies operate in their respective environments. Then, there exists sequences $\{\epsilon_{n}\}_{n \geq 1}, \{\tau_{n}\}_{n \geq 1}$ such that the following hold.

1. $\pi_{M}^{\theta}$ achieves asymptotically similar reward $\forall \theta \in \Theta$. That is,
   $$\sup_{\theta, \theta' \in \Theta} \sup_{H \in D} \left\{ \mathbb{E}_{Y_{t+1}: \theta} \left[ \lambda(\theta, H \cup D_{n}) \right] - \mathbb{E}_{Y_{t+1}: \theta'} \left[ \lambda(\theta', H \cup D'_{n}) \right] \right\} \leq \epsilon_{n}.$$

2. The rate of convergence is better than $O(1/\sqrt{n})$. That is, letting $\sqrt{\tau_{n}} = 1 + \sum_{j=1}^{n} \epsilon_{j}$, we have $\tau_{n} \in o(n)$.

The condition states that when we execute $\pi_{M}$, the myopic optimal policy which knows and depends on the value of $\theta_{*}$, from any prefix $H$, it achieves asymptotically similar $\lambda$ for all values of $\theta_{*}$. It is worth emphasising that the condition involves executing $\pi_{M}^{\theta}$ in the environment where $\theta_{*} = \theta$. A condition of the above form seems necessary for any myopic algorithm $\pi$ that does not know $\theta_{*}$ for the following reason. Assume that the myopic $\pi_{M}^{\theta}$ can quickly achieve large $\lambda$ value when $\theta_{*} \in \Theta_{b}$ but is slow when $\theta_{*} \in \Theta_{b}$. Since $\pi$ does not know $\theta_{*}$, it needs to hedge against the “bad” situation, i.e. $\theta_{*} \in \Theta_{b}$. However, in doing so, it will necessarily perform poorly against $\pi_{M}^{\theta}$ when $\theta_{*} \in \Theta_{b}$ as $\pi_{M}^{\theta}$ can quickly achieve large $\lambda$. Condition 1 prevents such situations. As we will see shortly, the regret for $\pi_{M}^{\theta}$ will depend on $\tau_{n}$ which dictates how differently $\pi_{M}^{\theta}$ can behave for different values of $\theta_{*}$. In particular, sublinearity of $\tau_{n}$ is necessary for sublinear regret with $\pi_{M}^{\theta}$.

In Appendix C we provide a more interpretable sufficient condition which implies Condition 1, and demonstrate that it is satisfied with $\tau_{n} \in O(1)$ for bandit and black-box optimisation problems and $\tau_{n} \in O(\log n)$ for an active learning problem. We also consider a setting where $\lambda$ has “state-like” structure; under assumptions similar to standard assumptions in reinforcement learning with ergodic Markov decision processes, we are able to show that Condition 1 holds. Finally we mention that if Condition 1 holds for two reward functions $\lambda_{1}, \lambda_{2}$, it is also true for the sum, $\lambda_{1} + \lambda_{2}$, and the product, $\lambda_{1} \cdot \lambda_{2}$, and can thus be applied to combined objective settings such as in Section 3.4.

Before stating the main theorem, we introduce the maximum information gain, $\Psi_{n}$, which captures the statistical difficulty of the learning problem.

$$\Psi_{n} = \max_{D_{n} \in D_{n}} I(\theta_{*}; D_{n}).$$  \hspace{1cm} (3)

Here $I(\cdot; \cdot)$ is the Shannon mutual information. $\Psi_{n}$ measures the maximum information a set of $n$ action-observation pairs can tell us about the true parameter $\theta_{*}$.  \hspace{1cm}
The quantity appears as a statistical complexity measure in many Bayesian adaptive data analysis settings (Gotovos et al., 2013b; Ma et al., 2015; Srinivas et al., 2010). Below, we list some examples of common models which demonstrate that $\Psi_n$ is typically sublinear in $n$.

Example 2. We have the following bounds on $\Psi_n$ for common models (Srinivas et al., 2010):

1. **Finite sets:** If $\Theta$ is finite, $\Psi_n \leq \log(|\Theta|)$ for all $n$.
2. **Linear models:** Let $X \subset \mathbb{R}^d$, $\theta \in \mathbb{R}^d$, and $Y_x | \theta \sim \mathcal{N}(\theta^T x, \eta^2)$. For a multi-variate Gaussian prior on $\theta$, $\Psi_n \in O(d \log(n))$.
3. **Gaussian process:** For a Gaussian process prior with RBF kernel over a compact domain $X \subset \mathbb{R}^d$, and with Gaussian likelihood, we have $\Psi_n \in O(\log(n)^{d+1})$.

We now state our main theorem for finite action spaces $X$.

**Theorem 2.** Let $X$ be finite and assume Condition 1 holds. Let $\tau_n$ be as defined in Condition 1. Then,

$$\mathbb{E}[\Lambda(\theta^*, \pi^*_M) - \Lambda(\theta^*, \pi^*_{PS})] \leq \sqrt{\frac{|X| n \tau_n \Psi_n}{2}}.$$  

Theorem 2 establishes a sublinear regret bound for $\pi^*_{PS}$ against $\pi^*_M$ when $\tau_n, \Psi_n \in o(n)$. The $|X|$ term captures the complexity of our action space, $\Psi_n$ captures the complexity of the prior on $\theta$. The $\sqrt{n}$ dependence is in agreement with prior results for Thompson sampling (Kaufmann et al., 2012; Russo and Van Roy, 2016b). Thus, under Condition 1, $\pi^*_{PS}$ is competitive with the myopic optimal policy $\pi^*_M$, with average regret tending to 0.

We now compare $\pi^*_{PS}$ to the globally optimal policy $\pi^*_G$, when $\lambda$ is a multi-set function, i.e. the ordering in $D_n$ does not matter. For this, we first introduce the notions of monotonicity and adaptive submodularity.

**Condition 2. (Monotonicity and Adaptive Submodularity (Golovin and Krause, 2011))** Let $E_{Y_x}$ denote the expectation over the likelihood $Y_x \sim P(\cdot|x, \theta_x)$. The following two statements are true for all $\theta \in \Theta$, $D, D' \in D, D \prec D'$, and $x \in X$. $\lambda$ is a monotone, meaning that $E_{Y_x} [\lambda(\theta, D) \cup \{(x, Y_x)\}] \geq \lambda(\theta, D)$. Moreover, $\lambda$ is adaptive submodular, meaning that,

$$E_{Y_x} [\lambda(\theta, D) \cup \{(x, Y_x)\}] - \lambda(\theta, D) \geq E_{Y_x} [\lambda(\theta, D') \cup \{(x, Y_x)\}] - \lambda(\theta, D').$$

Monotonicity states that adding more data increases the reward in expectation, while adaptive submodularity formalises a notion of diminishing returns. That is, performing the same action is more beneficial when we have less data. It is easy to see that some assumption is needed here, since even in simple problems $\pi^*_M$ can be arbitrarily worse than $\pi^*_G$. We now state the second main result of this paper.

**Theorem 3.** Assume that $\lambda$ satisfies conditions 1 and 2. Let $\tau_n$ be as defined in Theorem 2. Then, for all $\gamma < 1$, we have

$$\mathbb{E}[\lambda(\theta^*, D_n) | D_n \sim \pi^*_{PS}] \geq (1 - \gamma) \mathbb{E}[\lambda(\theta^*, \pi^*_G) | D_n \sim \pi^*_G] - \sqrt{\frac{|X| n \tau_n \Psi_n}{2n}}.$$  

The theorem states that $\pi^*_{PS}$ in $n$ steps is guaranteed to perform up to a $1 - \gamma$ factor as well as $\pi^*_G$ executed for $\gamma n < n$ steps, up to an additive $\sqrt{\tau_n \Psi_n / n}$ term. The result captures both approximation and estimation errors, in the sense that we are using a myopic policy to approximate a globally optimal one, and we are learning a good myopic policy from data. In comparison, prior works on adaptive submodular optimisation focus on approximation errors and typically achieve $1 - 1/e$ approximation ratios against the $n$ steps of $\pi^*_G$. Our bound is quantitatively worse, but focusing on a much more difficult task, and we view the results as complementary. Observe that an analogous bound holds against $\pi^*_M$, since it is necessarily worse than $\pi^*_G$.

Finally, we believe that the above results can be generalised to large or infinite action spaces under additional structure on $\lambda$. For example, when $X \subset \mathbb{R}^d$, and the expected rewards are linear in the actions taken, we expect an $O(d)$ dependence similar to linear bandit settings (Agrawal and Goyal, 2013; Russo and Van Roy, 2016b). Algorithm 1 can be applied as is when we can execute multiple experiments in parallel. We expect that similar results to Theorems 2 and 3 should hold, with mild dependence on the number of workers, using similar analyses to Kandasamy et al. (2018).

5. **Conclusion**

We study settings for adaptive goal oriented DOE problems in a Bayesian setting. Our formulation is quite general, allowing practitioners to incorporate domain knowledge via a probabilistic model, and specify their goal via a reward function that may depend on system characteristics. We focus on myopic policies due to their computational simplicity. Yet, our empirical results demonstrate that MPS has broad applicability, performing favourably with more specialised methods, and enabling complex DOE tasks where existing methods are not applicable. Our theoretical results establish conditions under which a myopic algorithm based on posterior sampling is competitive with myopic and globally optimal policies, both of which know the underlying system parameters. One interesting avenue for future theoretical work is to relax and/or find other conditions under which myopic strategies can do well. For instance, we believe that Condition 1 is stronger than necessary, and that it is sufficient if $\pi^*_M$ is able to do well in its own environment.
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A. Some Information Theoretic Results

We will need the following technical results for our analysis. The first is a version of Pinsker’s inequality.

**Lemma 4** (Pinsker’s inequality). Let $X, Z \in \mathcal{X}$ be random quantities and $\sup f - \inf f \leq B$. Then, $|E[f(X)] - E[f(Z)]| \leq B \sqrt{\frac{1}{2}KL(P(X)||P(Z))}$.

The next, taken from Russo and Van Roy (2016b), relates the KL divergence to the mutual information for two random quantities $X, Y$.

**Lemma 5** (Russo and Van Roy (2016b), Fact 6). For random quantities $X, Z \in \mathcal{X}$, $I(X; Z) = E_X[KL(P(Y|X)||P(Y))]$. The next result is a property of the Shannon mutual information.

**Lemma 6.** Let $X, Y, Z$ be random quantities such that $Y$ is a deterministic function of $X$. Then, $I(Y; Z) \leq I(X; Z)$.

**Proof.** Let $Y'$ capture the remaining randomness in $X$ so that $X = Y \cup Y'$. Since conditioning reduces entropy, $I(Y; Z) = H(Z) - H(Z|Y) \leq H(Z) - H(Z|Y \cup Y') = I(X; Z)$.

B. Proofs

B.1. Notation and Set up

In this subsection, we will introduce some notation, prove some basic lemmas, and in general, lay the groundwork for our analysis. $P, E$ denote probabilities and expectations. $P_t, E_t$ denote probabilities and expectations when conditioned on the actions and observations up to and including time $t$, e.g. for any event $E$, $P_t(E) = P(E|D_t)$. For two data sequences $A, B$, $A \sqcup B$ denotes the concatenation of the two sequences. When $x \in \mathcal{X}$, $Y_x$ will denote the random observation from $P(Y|x, \theta)$.

Let $J_n(\theta_*, \pi)$ denote the expected sum of cumulative rewards for fixed policy $\pi$ after $n$ evaluations under $\theta_*$, i.e. $J_n(\theta_*, \pi) = \mathbb{E}[\lambda(\theta_*, D_n)|\theta_*, D_n \sim \pi]$ (Recall (1)). Let $D_t \in \mathcal{D}_t$ be a data sequence of length $t$. Then, $Q^\pi(D_t, x, y)$ will denote the expected sum of future rewards when, having collected the data sequence $D_n$, we take action $x \in \mathcal{X}$, observe $y \in \mathcal{Y}$ and then execute policy $\pi$ for the remaining $n - t - 1$ steps. That is,

$$Q^\pi(D_t, x, y) = \lambda(\theta_*, D_j \cup \{(x, y)\}) + \mathbb{E}_{F_{t+2:n}} \left[ \sum_{j=t+2}^{n} \lambda(\theta_*, D_j \cup \{(x, y)\}) \cup F_{t+2:j} \right].$$

(4)

Here, the action-observation pairs collected by $\pi$ from steps $t + 2$ to $n$ are $F_{t+2:n}$. The expectation is over the observations and any randomness in $\pi$. While we have omitted for conciseness, $Q^\pi$ is a function of the true parameter $\theta_*$. Let $d^\pi_n$ denote the distribution of $D_t$ when following a policy $\pi$ for the first $t$ steps. We then have, for all $t \leq n$,

$$J_n(\theta_*, \pi) = \mathbb{E}_{D_t \sim d^\pi_n} \left[ \sum_{j=1}^{t} \lambda(\theta_*, D_j) \right] + \mathbb{E}_{D_t \sim d^\pi_n} \left[ \mathbb{E}_{X \sim \pi(D_t)} [Q^\pi(D_t, X, Y_X)] \right],$$

(5)

where, recall, $Y_X$ is drawn from $P(Y|X, \theta_*)$. The following Lemma decomposes the regret $J_n(\theta_*, \pi^*_M) - J_n(\theta_*, \pi)$ as a sum of terms which are convenient to analyse. The proof is adapted from Lemma 4.3 in Ross and Bagnell (2014).

**Lemma 7.** For any two policies $\pi_1, \pi_2$,

$$J_n(\theta_*, \pi_2) - J_n(\theta_*, \pi_1) = \sum_{t=1}^{n} \mathbb{E}_{D_{t-1} \sim d^\pi_{t-1}} \left[ \mathbb{E}_{X \sim \pi_1(D_{t-1})} [Q^{\pi_2}(D_{t-1}, X, Y_X)] - \mathbb{E}_{X \sim \pi_2(D_{t-1})} [Q^{\pi_2}(D_{t-1}, X, Y_X)] \right]$$
We will use Lemma 7 with \( \pi^t \) be the policy that follows \( \pi_1 \) from time step 1 to \( t \), and then executes policy \( \pi_2 \) from \( t + 1 \) to \( n \). Hence, by (5),

\[
J_n(\theta_*, \pi^*) = \mathbb{E}_{D_{t-1} \sim d_{t-1}} \left[ \sum_{j=1}^{t-1} \lambda(\theta_*, D_j) \right] + \mathbb{E}_{D_{t-1} \sim d_{t-1}} \left[ \mathbb{E}_{X \sim \pi_1(D_{t-1})} [Q^{\pi_2}(D_{t-1}, X, Y_X)] \right],
\]

\[
J_n(\theta_*, \pi^{t-1}) = \mathbb{E}_{D_{t-1} \sim d_{t-1}} \left[ \sum_{j=1}^{t-1} \lambda(\theta_*, D_j) \right] + \mathbb{E}_{D_{t-1} \sim d_{t-1}} \left[ \mathbb{E}_{X \sim \pi_2(D_{t-1})} [Q^{\pi_2}(D_{t-1}, X, Y_X)] \right].
\]

The claim follows from the observation, \( J(\theta_*, \pi_1) - J(\theta_*, \pi^n) - J(\theta_*, \pi^0) = \sum_{t=1}^{n} J(\theta_*, \pi^t) - J(\theta_*, \pi^{t-1}). \)

\[\square\]

We will use Lemma 7 with \( \pi_1 \) be the policy \( \pi^*_1 \) which knows \( \theta_* \) and with \( \pi_1 \) as the policy \( \pi \) whose regret we wish to bound. For this, denote the action chosen by \( \pi \) when it has seen data \( D_{t-1} \) as \( X_t \) and that taken by \( \pi^*_1 \) as \( X_t' \). By Lemma 7 and equation (4) we have,

\[
\mathbb{E}_{\theta_*} [J_n(\theta_*, \pi^*_1) - J_n(\theta_*, \pi)] = \sum_{t=1}^{n} \mathbb{E}_{D_{t-1}} \left[ \mathbb{E}_{t-1} \left[ Q^{\pi^*_1}(D_{t-1}, X'_t, Y_{X'_t}) - Q^{\pi}(D_{t-1}, X_t, Y_{X_t}) \right] \right]
\]

\[
= \mathbb{E} \sum_{t=1}^{n} \mathbb{E}_{t-1} \left[ q_t(\theta_*, X'_t, Y_{X'_t}) - q_t(\theta_*, X_t, Y_{X_t}) \right],
\]

where we have defined

\[q_t(\theta_*, x, y) = Q^{\pi^*_1}(D_{t-1}, x, y).\]

Note that the randomness in \( q_t \) stems from its dependence on \( \theta_* \) and future observations.

**B.2. Proof of Theorem 2**

We will let \( \tilde{P}_{t-1} \) denote the distribution of \( X_t \) given \( D_{t-1} \); i.e. \( \tilde{P}_{t-1}(\cdot) = P_{t-1}(X_t = \cdot) \). The density (Radon-Nikodym derivative) \( \tilde{p}_{t-1} \) of \( \tilde{P}_{t-1} \) can be expressed as \( \tilde{p}_{t-1}(x) = \int \theta p_\theta(x|\theta) p(\theta = \theta|D_{t-1}) d\theta \) where \( p_\theta(x|\theta) \) is the density of the maximiser of \( \lambda \) given \( \theta \) and \( p(\theta = \theta|D_{t-1}) \) is the posterior density of \( \theta \), conditioned on \( D_{t-1} \). Note that \( p_\theta(x|\theta = \theta) \) puts all its mass at the maximiser of \( \lambda^+(\theta, D_{t-1}, x) \). Hence, \( X_t \) has the same distribution as \( X'_t \); i.e. \( P_{t-1}(X'_t = \cdot) = \tilde{P}_{t-1}(\cdot) \). This will form a key intuition in our analysis. To this end, we begin with a technical result, whose proof is adapted from Russo and Van Roy (2016b). We will denote by \( I_{t-1}(A; B) \) the mutual information between two variables \( A, B \) under the posterior measure after having seen data \( D_{t-1} \); i.e. \( I_{t-1}(A; B) = KL(P_{t-1}(A, B)||P_{t-1}(A)P_{t-1}(B)) \).

**Lemma 8.** Assume that we have collected a data sequence \( D_{t-1} \). Let the action taken by \( \pi^*_1 \) at time instant \( t \) with \( D_{t-1} \) be \( X_t \) and the action taken by \( \pi^*_1 \) be \( X'_t \). Then,

\[
\mathbb{E}_{t-1}[q_t(\theta_*, X'_t, Y_{X'_t}) - q_t(\theta_*, X_t, Y_{X_t})] = \sum_{x \in A} (\mathbb{E}_{t-1}[q_t(\theta_*, x, Y_{X_t})|X'_t = x] - \mathbb{E}_{t-1}[q_t(\theta_*, x, Y_{X_t})])\tilde{P}_{t-1}(x)
\]

\[
I_{t-1}(X'_t; (X_t, Y_{X_t})) = \sum_{x_1, x_2 \in A} KL(P_{t-1}(Y_{X_t}|X'_t = x_2)||P_{t-1}(Y_{X_t}|X'_t = x_2)) \tilde{P}_{t-1}(x_1)\tilde{P}_{t-1}(x_2)
\]

**Proof.** The proof for both results uses the fact that \( P_{t-1}(X_t = x) = \tilde{P}_{t-1}(X'_t = x) = \tilde{P}_{t-1}(x) \). For the first result,

\[
\mathbb{E}_{t-1}[q_t(\theta_*, X'_t, Y_{X'_t}) - q_t(\theta_*, X_t, Y_{X_t})] = \sum_{x \in A} \tilde{P}_{t-1}(X'_t = x)\mathbb{E}_{t-1}[q_t(\theta_*, X'_t, Y_{X'_t})|X'_t = x] - \sum_{x \in A} \tilde{P}_{t-1}(X_t = x)\mathbb{E}_{t-1}[q_t(\theta_*, X_t, Y_{X_t})|X_t = x]
\]

\[
= \sum_{x \in A} \tilde{P}_{t-1}(X'_t = x)\mathbb{E}_{t-1}[q_t(\theta_*, x, Y_{X_t})|X'_t = x] - \sum_{x \in A} \tilde{P}_{t-1}(X_t = x)\mathbb{E}_{t-1}[q_t(\theta_*, x, Y_{X_t})]
\]

\[
= \sum_{x \in A} \left( \mathbb{E}_{t-1}[q_t(\theta_*, x, Y_{X_t})|X'_t = x] - \mathbb{E}_{t-1}[q_t(\theta_*, x, Y_{X_t})] \right)\tilde{P}_{t-1}(x).
\]
The second step uses that the observation $Y\tau$ does not depend on the fact that $x$ may have been chosen by $\pi_{M}^{\text{PS}}$: this is because $\pi_{M}^{\text{PS}}$ makes its decisions based on past data $D_{t-1}$ and is independent of $\theta_{*}$ given $D_{t-1}, Y\tau$ however can depend on the fact that $x$ may have been the action chosen by $\pi_{M}^{\text{PS}}$ which knows $\theta_{*}$. For the second result,

$$I_{t-1}(X_{t}'; (X_{t}, Y_{X_{t}})) = I_{t-1}(X_{t}'; X_{t}) + I_{t-1}(X_{t}'; Y_{X_{t}}|X_{t}) = I_{t-1}(X_{t}'; Y_{X_{t}}|X_{t})$$

$$= \sum_{x_{1} \in X} \mathbb{P}_{t-1}(X_{t} = x_{1})I_{t-1}(X_{t}; Y_{X_{t}}|X_{t} = x) = \sum_{x_{1} \in X} \tilde{\mathbb{P}}_{t-1}(x_{1})I_{t-1}(X_{t}; Y_{X_{t}})$$

$$= \sum_{x_{1},x_{2} \in X} \mathbb{P}_{t-1}(X_{t} = x_{1}) \mathbb{P}_{t-1}(X_{t} = x_{2})KL(\mathbb{P}_{t-1}(Y_{X_{t}}|X_{t} = x_{1})\|\mathbb{P}_{t-1}(Y_{X_{t}}))$$

$$= \sum_{x_{1},x_{2} \in X} KL(\mathbb{P}_{t-1}(Y_{X_{t}}|X_{t} = x_{1})\|\mathbb{P}_{t-1}(Y_{X_{t}})) \tilde{\mathbb{P}}_{t-1}(x_{1})\tilde{\mathbb{P}}_{t-1}(x_{2})$$

The first step uses the chain rule for mutual information. The second step uses that

$$\text{Lemma 4 in conjunction with Condition 1. Precisely, we let}$$

$$X_{t} \equiv \text{independent of randomness and}$

$$D_{t} \equiv \text{is deterministic, we can write,}$

$$\tau_{n-t}\tilde{\mathbb{P}}_{t-1}(x_{1})\tilde{\mathbb{P}}_{t-1}(x_{2}) \mathbb{E}_{Y_{X_{t}}} [KL(\mathbb{P}_{t-1}(Y_{X_{t}}|X_{t} = x_{2}, Y_{X_{t}} = y)\|\mathbb{P}_{t-1}(Y_{X_{t}}|Y_{X_{t}} = y))]$$

$$\leq \frac{1}{2} |X| \tau_{n}I_{t-1}(X_{t}'; (X_{t}, Y_{X_{t}})) \leq \frac{1}{2} |X| \tau_{n}I_{t-1}(\theta_{*}; (X_{t}, Y_{X_{t}}))$$

Here, step (a) uses the Cauchy-Schwarz inequality and step (b) uses the fact that the previous line can be viewed as the diagonal terms in a sum over $x_{1}, x_{2}$. Step (c) conditions on $Y_{X_{t}} = y$ and applies Jensen’s inequality. Step (e) uses the definition of conditional KL divergence. Step (f) uses the second result of Lemma 8, and step (g) uses Lemma 6 and the fact that $X_{t}'$ is a deterministic function of $\theta_{*}$ given $D_{t-1}$. For step (d), we use the version of Pinsker's inequality given in Lemma 4 in conjunction with Condition 1. Precisely, we let $H$ in Condition 1 to be $D_{t-1} \cup \{(x, y)\}$. Now using (7) and (4), and the fact that $\pi_{M}^{\text{PS}}$ is deterministic, we can write,

$$q_{t}(\theta_{1}, x, y) - q_{t}(\theta_{2}, x, y) = \lambda(\theta_{1}, D_{t-1} \cup \{(x, y)\}) - \lambda(\theta_{2}, D_{t-1} \cup \{(x, y)\}) +$$

$$\sum_{j=1}^{n} \mathbb{E}_{Y_{t+1:n}^{t+1}} \left[ \lambda(\theta_{j}, D_{t-1} \cup \{(x, y)\} \| F_{j}) \right] - \mathbb{E}_{Y_{t+1:n}^{t+1}} \left[ \lambda(\theta_{j}, D_{t-1} \cup \{(x, y)\} \| F_{j}) \right]$$
The result follows by using $m$.

The claim follows from the observation, $I(\theta_*, \pi^*_M)$. The third step uses Lemma 9 for each $t$. The last step uses Condition 1. Hence, by Lemma 4, the term with the squared parenthesis in (8) can be bounded by $\tau_{n-t}KL(P_{t-1}(Y_t | X_t = x_2)||P_{t-1}(Y_{x_2}))$.

Now, using (6) and the Cauchy-Schwarz inequality we have,

$$\mathbb{E}[J_n(\theta_*, \pi^*_M)^2 - J_n(\theta_*, \pi^{\Psi}_M)] \leq n \sum_{t=1}^{n} \mathbb{E}[|X|\tau_n I_{t-1}(\theta_*(X_t, Y_{X_t}))] = \frac{1}{2}|X|\tau_n I(\theta_; D_n)$$

Here the last step uses the chain rule of mutual information in the following form,

$$\sum_{t} I_{t-1}(\theta_*(X_t, Y_{X_t})) = \sum_{t} I(\theta_*(X_t, Y_{X_t})|(X_j, Y_{X_j})_{j=1}^{t-1}) = I(\theta_; ((X_j, Y_{X_j})_{j=1}^{n})).$$

The claim follows from the observation, $I(\theta_; D_n) \leq \Psi_n$.

---

**B.3. Proof of Theorem 3**

In this section, we will let $D_m^{**}$ be the data collected $\pi^*_C$ in $m$ steps and $D_n^*$ be the data collected by $\pi^*_M$ in $n$ steps. We will use the following result on adaptive submodular maximisation from (Golovin and Krause, 2011).

**Lemma 9.** (Theorem 38 in Golovin and Krause (2011), modified) Under condition 2, we have for all $\theta_* \in \Theta$,

$$\mathbb{E}_Y[\lambda(\theta_*, D_n^*)] \geq (1 - e^{-t/m})\mathbb{E}_Y[\lambda(\theta_*, D_m^{**})]$$

Lemma 10 controls the approximation error when we approximate the globally optimal policy which knows $\theta_*$ with the myopic policy which knows $\theta_*$. Our proof of theorem 3, combines the above result with Theorem 2, to show that MPS can approximate $\pi^*_C$ under suitable conditions.

**Proof of Theorem 3.** Let $D_n$ be the data collected by $\pi^{\Psi}_M$. By monotonicity of $\lambda$, and the fact that the maximum is larger than the average we have $\mathbb{E}[\lambda(\theta_*, D_n)] \geq \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[\lambda(\theta_*, D_t)] = \frac{1}{n} \mathbb{E}[\lambda(\theta_*, D_n)]$. Using theorem 2 the following holds for all $m$,

$$\mathbb{E}[\lambda(\theta_*, D_n)] \geq \frac{1}{n} \left( \mathbb{E}[\lambda(\theta_*, D_n^*)] - \sqrt{\frac{|X|\tau_n\Psi_n}{2n}} \right)$$

$$= \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}_{\theta_*}[\mathbb{E}_Y[\lambda(\theta_*, D_t^*)]] - \sqrt{\frac{|X|\tau_n\Psi_n}{2n}}$$

$$\geq \mathbb{E}[\lambda(\theta_*, D_m^{**})] \frac{1}{n} \sum_{t=1}^{n} (1 - e^{-t/m}) - \sqrt{\frac{t\tau_n\Psi_n}{2n}}$$

$$\geq \mathbb{E}[\lambda(\theta_*, D_m^{**})](1 - \frac{m}{n}e^{-1/m} - \frac{1}{n}e^{-1/m}) - \sqrt{\frac{|X|\tau_n\Psi_n}{2n}}.$$

Here, the first step uses Theorem 2, the second step rearranges the expectations noting that $\lambda$ takes the expectation over the observations. The third step uses Lemma 9 for each $t$. The last step bounds the sum by an integral as follows,

$$\sum_{t=1}^{n} e^{-t/m} \leq e^{-1/m} + \int_{1}^{\infty} e^{-t/m} dt \leq e^{-1/m} + me^{-1/m}.$$

The result follows by using $m = \gamma n$. 

\[\square\]
B.4. Proof of Lower Bound (Proposition 1)

Consider a setting with uniform prior over two parameters \( \theta_0, \theta_1 \) with two actions \( X_0, X_1 \). Set \( \lambda(\theta_1, D) = 1\{X_i \notin D\} \). If \( \theta_* = \theta_1 \), then \( \pi^M \) will repeatedly choose \( X_1 \) and achieve reward 1 on every time step, and similarly when \( \theta_* = \theta_1 \). On the other hand, conditioned on any randomness of the decision maker (which is external to the randomness of the prior and the observations), the first decision for the decision maker must be the same for both choices of \( \theta_* \). Hence, for one of the two choices for \( \theta_* \), \( \lambda(\theta_*, D_n) = 0 \) for all \( n \). Since the prior is equal on both \( \theta_0, \theta_1 \), the average instantaneous regret is at least 1/2. \( \square \)

C. On Condition 1

The following proposition shows that when the myopic policy has value 1, and achieves this at a fast enough rate, for all values of \( \theta \), we satisfy Condition 1. For this, let \( \theta, \theta', \pi^M_\theta, \pi^M_\theta, D_n, D'_n, \mathbb{E}_{Y,t+1} \) be as defined in Condition 1.

**Proposition 10.** (\( \pi^M_\theta \) has value 1). Let \( \pi^M_\theta \) denote the myopically optimal policy when \( \theta_* = \theta \). Assume there exists a sequence \( \{\epsilon_n\}_{n \geq 1} \) such that,

\[
\sup_{\theta \in \Theta} \sup_{H \in \mathcal{D}} \left( 1 - \mathbb{E}_{Y \mid H \mid 1 \mid \lambda(\theta, H \cup D_n)} \right) \leq \epsilon_n.
\]

Then, Condition 1 is satisfied with \( \epsilon_n = \epsilon' \).

**Proof.** Let \( H \in \mathcal{D} \) and \( \theta, \theta' \in \Theta \). Then,

\[
\begin{align*}
\mathbb{E}_{Y \mid H \mid 1} &\left[ \lambda(\theta, H \cup D_n) - \lambda(\theta', H \cup D'_n) \right] \\
&= \left( \mathbb{E}_{Y \mid H \mid 1} \lambda(\theta, H \cup D_n) - 1 \right) + \left( 1 - \mathbb{E}_{Y \mid H \mid 1} \lambda(\theta', H \cup D'_n) \right) \\
&\leq \epsilon',
\end{align*}
\]

since the first term is always negative. \( \square \)

We next show two examples of DOE problems where the condition in Proposition 10 is satisfied.

C.1. Bandits & Bayesian Optimisation

In both settings, the parameter \( \theta_* \) specifies a function \( f_{\theta_*} : \mathcal{X} \to \mathbb{R} \). When we choose a point \( X \in \mathcal{X} \) to evaluate the function, we observe \( Y_X = f_{\theta_*}(X) + \epsilon \) where \( \mathbb{E}[\epsilon] = 0 \). In the bandit framework, we can define the reward to be \( \lambda(\theta_*, D_n) = 1 + f_{\theta_*}(X_n) - \max_{x \in \mathcal{X}} f_{\theta_*}(x) \) which is equivalent to maximising the instantaneous reward. In Bayesian optimisation, one is interested in simply finding a single value close to the optimum and hence \( \lambda(\theta_*, D_n) = 1 + \max_{x \in \mathcal{X}} f_{\theta_*}(X_n) - \max_{x \in \mathcal{X}} f_{\theta_*}(x) \).

In both cases, since \( \pi^M_\theta \) knows it will always choose \( \arg\max_{x \in \mathcal{X}} f_{\theta_*}(x) \) achieving reward 1. Thus Proposition 10 is satisfied with \( \epsilon_n = 0 \) and \( \tau_n = 1 \).

C.2. An Active Learning Example

We describe an active learning task on a Bayesian linear regression problem, and outline how it can be formulated to satisfy the conditions in Section 4.

In this example, our parameter space is \( \Theta = \{ \theta = (\beta, \eta^2) \mid \beta \in \mathbb{R}^k, \eta^2 \in [a, b] \} \) for some positive numbers \( b > a > 0 \). We will assume the following prior on \( \theta_* = (\beta_*, \eta_*^2) \),

\[
\beta_* \sim \mathcal{N}(\hat{\theta}_k, P_0^{-1}), \quad \eta_*^2 \sim \text{Unif}(a, b),
\]

where \( P_0 \in \mathbb{R}^{k \times k} \) is the non-singular precision matrix of the Gaussian prior for \( \beta_* \). Our domain \( \mathcal{X} = \{ x \in \mathbb{R}^k ; ||x||_2 \leq 1 \} \) is the unit ball in \( \mathbb{R}^k \) and \( \mathcal{Y} = \mathbb{R} \). When we query the model at \( x \in \mathcal{X} \), we observe \( Y_x = \beta^T x + \epsilon \) where \( \epsilon \sim \mathcal{N}(0, \eta^2) \). Our goal in DOE is to choose a sequence of experiments \( \{X_t\}_{t \in \mathcal{T}} \subset \mathcal{X} \) so as to estimate \( \beta \) well.

Given a dataset \( D_n = \{(x_j, y_j)\}_{j=1}^n \), a natural quantity to characterise how well we have estimated \( \beta_* \) in the Bayesian setting is via the entropy of the posterior for \( \beta \). This ensures that the data is sampled also considering the uncertainty in the prior. For example, if the prior covariance is small along certain directions, an active learning agent is incentivised
to collect data so as to minimise the variance along other directions. Specifically, in this example, we wish to minimise 
\( \text{H}(\beta_* | D_n = D_n, \eta_*^2 = \eta_*^2) \), the entropy of \( \beta_* \) assuming we have collected data \( D_n \) and the true \( \eta_*^2 \) value were to be revealed at the end. It is straightforward to see that, \( \mathbb{P}(\beta_*|\eta_*^2, D_n) = \mathcal{N}(\mu_n, P_n^{-1}) \), where,
\[
P_n = P_0 + \frac{1}{\eta_*^2} \sum_{j=1}^n x_j x_j^\top, \quad \mu_n = P_n \sum_{j=1}^n y_j x_j.
\]
The entropy of this posterior is
\[
\text{H}(\beta_* | D_n = D_n, \eta_*^2 = \eta_*^2) = \frac{1}{2} \log \det(2\pi e P_n^{-1}) = \frac{k}{2} \log(2\pi e) - \frac{1}{2} \log \det P_n.
\]
Minimising the posterior entropy can be equivalently formulated as maximising the following reward function,
\[
\lambda(\theta_*, D_n) = 1 - \frac{1}{\det P_n} = 1 - \frac{1}{\det (P_0 + \frac{1}{\eta_*^2} \sum_{j=1}^n x_j x_j^\top)}.
\]
The reward depends on \( \theta_* \) due to the \( \eta_*^2 \) term, and an adaptive policy can be expected to do better than a non-adaptive one since the observations \( \{y_j\}_{j=1}^n \) can inform us about the true value of \( \eta_*^2 \).
Note that since \( \lambda(\theta_*, D_n) \) is a multi-set function, \( D_n \) can be viewed as a (non-ordered) multiset and the \( \cup \) operator is simply the union operator. We will now demonstrate that \( \lambda \) satisfies the two conditions set out in Section 4.

**Condition 1:** We will show that it satisfies the condition in Proposition 10. Let \( c \) be the smallest eigenvalue of \( P_0 \). For a given data set \( H = \{(x_j, y_j)\}_{j=1}^m \) of size \( m \), denote \( \text{P}_0^H = P_0 + \frac{1}{\eta_*^2} \sum_{i=1}^m x_j x_j^\top \). Moreover, assume that the points chosen by \( \pi_\mathcal{M}^* \) in \( \mathcal{X} \) are \( z_1, z_2, \ldots \). Note that this is a deterministic sequence since \( \pi_\mathcal{M}^* \) knows \( \eta_*^2 \) and the reward does not depend on the observations.

Let \( \text{P}_n^H = \text{P}_0^H + \frac{1}{\eta_*^2} \sum_{i=1}^n z_j z_j^\top \) and denote its eigenvalues by \( \sigma_1 > \sigma_2 > \cdots > \sigma_k \). Note that since the myopic policy chooses actions to maximise the reward at the next step, it will choose \( z_{n+1} = \arg\max_{\|z\|} \det(\text{P}_n^H + \frac{1}{\eta_*^2} z z^\top) \). We therefore have,
\[
\det \text{P}_{n+1}^H = \max_{\|z\|} \det \left( \text{P}_n^H + \frac{1}{\eta_*^2} z z^\top \right) \geq \left( \sigma_1 + \frac{1}{\eta_*^2} \right) \prod_{j=2}^k \sigma_j
\]
Noting that \( \text{P}_0^H - c I_k \) is positive definite, we have, via an inductive argument \( \det \text{P}_n^H \geq e^{k-1}(c+n\eta_*^{-2}) \).

Let \( D_n^* \) be the data collected by \( \pi_\mathcal{M}^* \), we have
\[
1 - \lambda(\theta_*, D_n^*) \leq \frac{1}{e^{k-1}(c+n\eta_*^{-2})} \triangleq e',
\]
as \( \eta_*^2 \leq b \). This leads to \( e', c_n \in O(1/n) \) and hence \( \tau_n \in O(\log n) \) in Proposition 10 and Condition 1. We next look at the adaptive submodularity condition.

**Condition 2 (Adaptive Submodularity):** Let \( D_n = \{(x_j, y_j)\}_{j=1}^n \) and \( D_m = \{(x_j, y_j)\}_{j=1}^m \) be two data sets such that \( D_m \subset D_n \) and \( m < n \). Let \( Q_m = P_0 + \frac{1}{\eta_*^2} \sum_{j=1}^m x_j x_j^\top \) and \( Q_n = P_0 + \frac{1}{\eta_*^2} \sum_{j=1}^n x_j x_j^\top = Q_m + \frac{1}{\eta_*^2} \sum_{j=m+1}^n x_j x_j^\top \). Let \( (x, Y_2) \) be a new observation. We then have,
\[
\mathbb{E}[\lambda(\theta_*, D_n \cup \{(x, Y_2)\})] - \lambda(\theta_*, D_n) = \frac{1}{\det(Q_n)} - \frac{1}{\det(Q_n + x x^\top)} = \frac{\det(Q_n + x x^\top) - \det(Q_n)}{\det(Q_n) \det(Q_n + x x^\top)} = \frac{x^\top Q_n^{-1} x}{\det(Q_n + x x^\top)},
\]
and similarly for \( Q_m \). Here the last step uses the identity \( \det(A + u v^\top) = \det(A)(1 + v^\top A^{-1} u) \). Submodularity follows by observing that \( Q_m, Q_n \) are positive definite and \( Q_n - Q_m \) is positive semidefinite. Hence,
\[
\frac{1 + x^\top Q_m^{-1} x}{\det(Q_m + x x^\top)} \geq \frac{1 + x^\top Q_n^{-1} x}{\det(Q_n + x x^\top)}.
\]
C.3. Rewards with State-like structure

Here, we will show that \( \pi_M^{PS} \) can achieve sublinear regret with respect to \( \pi^*_M \), when there is additional structure in the rewards. In particular, we will assume that there exists a set of “states” \( S \) and a mapping \( \sigma : \Theta \times D \rightarrow S \) from parameter, data sequence pairs to states. Moreover, \( \lambda \) takes the form \( \lambda(\theta_*, D) = \lambda_S(\theta_*, \sigma(\theta_*, D)) \) for some known function \( \lambda_S : \Theta \times S \rightarrow [0,1] \). We will also assume that the state transitions are Markovian, in that for any \( S \in S \), let \( D_S = \{D \in D : \sigma(\theta_*, D) = S\} \). Then, for all \( x \in X, y \in Y \) and \( D, D' \in D_S, \sigma(\theta_*, D \cup \{(x,y)\}) = \sigma(\theta_*, D' \cup \{(x,y)\}) \).

Now, for any policy \( \pi \), define,

\[
V_n(\pi; D; \theta) = \frac{1}{n} \mathbb{E} \left[ \sum_{j=1}^{n} \lambda(\theta, D \cup D_j) \right| \theta_* = \theta, D, D_n \sim \pi \]
\[
V(\pi; D; \theta) = \lim_{n \rightarrow \infty} V_n(\pi; D; \theta)
\]

Then Theorem 2 holds with \( \sqrt{n} = 1 + 2n\nu_n \).

The second condition is similar to the requirements in Definition 5 in (Kearns and Singh, 2002). However, while they only use a thresholding behaviour, we assume a uniform rate of convergence, where our bounds depend on this rate. However, while results for non-episodic RL settings are given in terms of the mixing characteristics of the globally optimal policy, our results are in terms of the myopic policy.

Proof of Proposition 11. We will turn to our proof of Theorem 2, where we need to bound \( q_t(\theta_1, x, y) - q_t(\theta_2, x, y) \).

\[
q_t(\theta_1, x, y) - q_t(\theta_2, x, y)
= \lambda(\theta_1, D_{t-1} \uplus \{(x, y)\}) - \lambda(\theta_2, D_{t-1} \uplus \{(x, y)\}) + \sum_{j=1}^{\min(n, t)} \mathbb{E}_Y \left[ \lambda(\theta_1, D_{t-1} \uplus \{(x, y)\}) \uplus F_{j,1} \right] - \mathbb{E}_Y \left[ \lambda(\theta_2, D_{t-1} \uplus \{(x, y)\}) \uplus F_{j,2} \right]
\leq 1 + (n - t) \left( V_n(\pi^0_M; D_{t-1} \uplus \{(x, y)\}; \theta) - V_{n-t}(\pi^0_M; D_{t-1} \uplus \{(x, y)\}; \theta') \right)
\leq 1 + (n - t) \left( V_{n-t}(\pi^0_M; D_{t-1} \uplus \{(x, y)\}; \theta) - V(\pi^0_M; \theta') + |V_{n-t}(\pi^0_M; D_{t-1} \uplus \{(x, y)\}; \theta') - V(\pi^0_M; \theta')| \right)
\leq 1 + 2(n - t)\nu_{n-t} = \sqrt{n-1}
\]

Here, the second step uses that \( \lambda \) is bounded in \([0,1]\), the third step simply uses the first condition in Proposition 11 along with the triangle inequality, and the fourth step uses the second condition. The remainder of the proof carries through by applying Pinkas’s inequality with this bound in (8).

Conditions of the above form are necessary in non-episodic undiscounted settings for RL (Kearns and Singh, 2002), and we show that under similar conditions, \( \pi_M^{PS} \) achieves sublinear regret with \( \pi^*_M \).
D. Some Experimental Details

**Specification of the prior:** In our experiments, we use a fixed prior in all our applications. In real world applications, the prior could be specified by a domain expert with knowledge of the given DOE problem. In some instances, the expert may only be able to specify the relations between the various variables involved. In such cases, one can specify the parametric form for the prior, and learn the parameters of the prior in an adaptive data dependent fashion using maximum likelihood and/or maximum a posteriori techniques (Snoek et al., 2012).

**Computing the posterior:** Experiments 2 and 4 which use a Bayesian linear regression model admit analytical computation of the posterior. So do experiments 5 and 6 which use a Gaussian process model. For experiments 1, 3, and 7 we use the Edward probabilistic programming framework (Tran et al., 2017) for a variational approximation of the posterior. The sample in step 3 is drawn from this approximation.

**Optimising $\lambda^+$:** In all our experiments, the look-ahead reward (2) is computed empirically by drawing 50 samples from $Y | X, \theta$ for the sampled $\theta$ and a given $x \in X$. For experiments 1 and 3 which are one dimensional, we maximise $\lambda^+$ by evaluating it on a fine grid of size 100 and choosing the maximum. Similarly, for experiments 2 and 4 which have two dimensional domains, we use a grid of size 2500 and for experiments 5 and 7 which are three dimensional, we use a grid of size 8000. Since experiment 6 is in nine dimensions, on each iteration, we sample 4000 points randomly from the domain and choose the maximum.

**Synthetic Active Learning Experiments:** In all 4 experiments, the observations are generated from the true model. In the log likelihood formalism of Experiments 3 and 4, in order to compute the reward $\lambda$, we evaluate the expectation over $X \sim \Gamma, Y \sim P(\cdot | X, \theta)$ empirically by drawing 1000 $(x, y)$ pairs; we first sample 1000 $x$ values uniformly at random and then draw $y$ from the likelihood for the given $\theta$ value.

**Level Set Estimation on LRGs:** Here we used data on Luminous Red Galaxies (LRGs) to compute the galaxy power spectrum of 9 cosmological parameters: spatial curvature $\Omega_k \in (-1, 0.9)$, dark energy fraction $\Omega_\Lambda \in (0, 1)$, cold dark matter density $\omega_c \in (0, 1.2)$, baryonic density $\omega_B \in (0.001, 0.25)$, scalar spectral index $n_s \in (0.5, 1.7)$, scalar fluctuation amplitude $A_s \in (0.65, 0.75)$, running of spectral index $\alpha \in (-0.1, 0.1)$ and galaxy bias $b \in (0, 3)$. Following Gotovos et al. (2013a), we model the function as a Gaussian process. The function values vary from approximately $-1 \times 10^{18}$ and $-1 \times 10^{15}$. We set the threshold to $-3 \times 10^{16}$ which is approximately the 75th percentile when we randomly sampled the function value at several thousand points.