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Logistics

• Second review session on Friday, 12-2pm, 
Wozniak Lounge

• On post-midterm material

• Final exam is Monday, May 8, 3-6pm in RSF 
Fieldhouse



Today

• State-of-the-art ConvNets
• Recurrent Neural Networks
• Applications

• Image Captioning
• Visual Question Answering



State-of-the-art 
ConvNet Architectures
AlexNet, GoogleNet, VGG, ResNet



The                    dataset



AlexNet (2012)

• 8 layers: 5 conv, 3 FC
• Top-5 error 16.4%
• Winner of ILSVRC 2012

http://ethereon.github.io/netscope



VGGNet (2014)

• 19 layers
• Top-5 error 7.3%
• 2nd place in ILSVRC 2014
• Notable for using 3x3 convolutions everywhere

http://ethereon.github.io/netscope



GoogleNet (2014)

• 22 layers
• Top-5 error 6.7%
• Winner of ILSVRC 2014
• Uses Inception modules



ResNet (2015)

• 152 layers (!)
• Top-5 error 3.57%
• Winner of ILSVRC 2015
• Uses skip connections to help 
gradient flow in deep neural 
networks

http://ethereon.github.io/netscope



Human Performance?

5.1%
Top-5 error

http://karpathy.github.io



What’s Next in CV?

● Object detection
● Segmentation
● Video
● etc.



Recurrent Neural 
Networks



Why RNNs?

• To accept variable sized input!
• Applications:

• Speech to text
• Machine translation
• Video classification
• Attention mechanisms
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Unrolling a Recurrent Neural 
Network
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RNN Unit

• Inputs: x and the previous hidden state
• Outputs: the next hidden state and y



Forward Pass



Generating Shakespeare

http://karpathy.github.io



Generating Latex

http://karpathy.github.io



Image Captioning



Demo
https://www.captionbot.ai 

https://www.captionbot.ai
https://www.captionbot.ai


The Task



The Datasets - MS COCO



The Datasets - Flickr 30k



Simple Architecture



Training Vs Test time

• At train time we have the caption. 
• We know what word comes next
• How do we generate a caption from just the 

image



Training Vs Test time

• At test time we dynamically generate (<go> 
would be your image embedding)

• Predict what word comes next
• and next
• and next
• …



Beam Search 

• Instead of Greedy
• Iteratively consider k best sentences up to t
• Generate k best words for timestep t+1
• K=2 example below 



Why words and pictures?

Aid the visually impaired



Why words and pictures?

Summarize Data for visual analysts



Why words and pictures

• One approach to solving AI:
• solve each part separately
• link up all the components afterwards

• Stuart Russell



Why words and pictures

• One approach to solving AI:
• solve each part separately
• link up all the components afterwards

• Stuart Russell (maybe)



Why words and pictures

• We need some way to reconcile all the 
different sources of information and put them 



Detour: Embedding



Information Representation



Information Representation



Information Representation



Information Representation

Learn an affine transformation

 



Caption Generation



Next steps

• Captions aren’t unique
• Captures the big picture/key points in an image



Visual Question 
Answering



Demo
vqa.daylen.com

http://vqa.daylen.com/
http://vqa.daylen.com/


The VQA 1.0 Dataset
● 200K images, 600K questions (3 per image)
● 6 million answers (10 per question)



High-level overview

“what is the 
machine 
doing?”

Featurize 
the image

Featurize 
the question

Combine these 
representations

…

Perform N-way 
classification!

sitting
digging
driving
climbing
jumping
flying
…



Processing the image



Processing the question
“what type of food are they eating?”
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Now what?

Combine the image and question 
representations.

● Concatenation
● Eltwise Addition
● Eltwise Product
● Outer Product



Finishing up…

Treat the problem as an N-way classification 
task. (We used N=3000)



Attention

Can we get a neural network to “focus on” the 
most important parts of the image, the way a 
human glances around the image when 
answering a question?



Attention module



Questions?


