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FERGUSON DISTRIBUTIONS VIA POLYA URN SCHEMES

By DAvID BLACKWELL! AND JAMES B. MACQUEEN?

University of California, Berkeley

The Polya urn scheme is extended by allowing a continuum of colors.
For the extended scheme, the distribution of colors after n draws is shown
toconvergeasn — co toa limiting discrete distribution y*. The distribution
of yr* is shown to be one introduced by Ferguson and, given z*, the colors
drawn from the urn are shown to be independent with distribution p*.

Let 12 be any finite positive measure on (the Borel sets of) a complete separable
metric space X. We shall say that a random probability measure x* on X has a
Ferguson distribution with parameter 11 if for every finite partition (B,, - - -, B,) of
X the vector u*(By), ---, p*(B,) has a Dirichlet distribution with parameter
t(By), - -+, p(B,) (when p(B;) = 0, this means x*(B;) = 0 with probability 1).
Ferguson [3] has shown that, for any g, Ferguson p* exist and when used as
prior distributions yield Bayesian counterparts to well-known classical nonpa-
rametric tests. He also shows that u* is a.s. discrete. His approach involves a
rather deep study of the gamma process.

One of us [1] has given a different and perhaps simpler proof that Ferguson
priors concentrate on discrete distributions. In this note we give still a third
approach to Ferguson distributions, exploiting their connection with generalized
Polya urn schemes.

We shall say that a sequence {X,, n = 1} of random variables with values in
X is a Pdlya sequence with parameter i if for every B ¢ X

(1) P(X, € B) = p(B)/m(X)
and
(2) P{X,,L+1GB|X1’ ""Xn} — /ln(B)//un(X)’

where ¢, = ¢ + 317 6(X;) and d(x) denotes the unit measure concentrating at x.
Note that, for finite X, the sequence {X,} represents the results of successive
draws from an urn where initially the urn has x(x) balls of color x and, after
each draw, the ball drawn is replaced and another ball of its same color is added
to the urn. Note also that, without the restriction to finite X, for any (Borel
measurable) function ¢ on X, the sequence {¢(X,)} is a Pélya sequence with
parameter ¢p, where ¢u(A) = p{d e A}.

We now describe the connections between Pélya sequences and Ferguson
distributions.
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THEOREM. Let {X,} be a Pdlya sequence with parameter . Then

(@) m, = p, /1 (X) converges with probability 1 as n — oo to a limiting discrete
measure p*,

(b) u* has a Ferguson distribution with parameter y1 and

(c) given p*, the variables X\, X,, - - - are independent with distribution p*.

Proor. Suppose first that X is finite, say X = {1, 2, ---, r}. Let p*, {X,} be
variables whose joint distribution is defined by (b) and (c). If x, is the empirical
distribution of X}, - - -, X, it follows from the strong law of large numbers that
©, — p* with probability 1 as n — co. Since

m, = (p + nm)((X) + n).

(a) follows. It remains to show that {X,} is a POlya sequence with parameter y,
which is equivalent to

3) P(A) = T1, p(x)™ 7 (X))

where 4 = {X; = x;, - -+, X, = x,}, n(x) denotes the number of i with x; = x
and a*! = a(a + 1)---(a + k — 1).

Since P(A|p*) = [[. #*(x)~*, we get

4) P(4) = E [, #*(x)"" .

That the right sides of (3) and (4) are equal is a standard formula [2] for the
moments of Dirichlet distributions.

For general X, let {X,} be a Polya sequence with parameter p, let /; be the
indicator of the event that X is different from all X; with i < j and define

fo; =1;m(X;) for 1<j<n,
fu;i=0 for j>n.
We show that
) with probability 1, f,; convergesas n— co,
say to f;* and
(6) >, fi* =1 with probability 1 .
Part (a) of the Theorem, with x* defined by
(#*(B) = Tayenfit
is an easy consequence of (5) and (6) since, for any B, we have, writing
Sur = Disisrisjenfais Ly = Disisr fai
() Sur = MA(B) < 5, + (1 — 1) for 1<r<mn,

so that, letting first n — oo, then r — co we obtain (a).
To get (5) and (6), fix r and define

U, =] if 1<j<r and I,=1 and X,,, =X,

J
=0 otherwise.
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Given X, ..., X, the sequence {U,} is a Polya sequence on {0, 1, .-, r} with
parameter p defined by
#’(]):/‘lr(X)frJ fOI' 1 éjér,
¢ (0) = p(X) — X5, 17())

and the sequence m,’ associated with {U,} satisfies

(8) M) = frins for 1<j<r
and
%) m/(0) =1 — 37\ frpns-

We apply the finite case of our Theorem to {U,}. From (8)and part (a) of the
Theorem we get (5), and from (9) and part (b) of the Theorem we conclude

E(l — Sf | Xy ooy X)) = £ O o p(X)
(10) (= Zifie Koo ) = S0 < HO)

Taking expectation in (10) and letting r — co gives E(1 — X%.,f;*) =0, and
(6) follows.

Parts (b) and (c) are now easy consequences of the finite case. For any finite
partition B,, - .., B, of X, define ¢ on X by ¢ =i on B,, so that {A(X,)} is a
Pélya sequence with parameter ¢p. We conclude that the limit of (m,(By), - -,
m,(B,)), already identified as (u*(B,), - - -, p*(B,)), has a Dirichlet distribution
with parameter x(B,), - - -, p(B,), establishing (b). For (c), let {#,} be a sequence
of functions on X, each with finitely many values, such that, if &, is the (finite)
field of X-sets determined by ¢,, we have F i1 D F, and the Borel field de-
termined by .% = |J & consists of all Borel sets. Part (c) of the finite case of
our Theorem, applied to {¢,(X,)}, yields

(¢) given ¢, p*, the sequence {¢,(X,)} is independent with distribution o, 1*
fori < j.

Letting j — oo, we get

(c”) given p*, the sequence {¢,(X,)} is independent with distribution o, n* for
all i. '

Since {¢,(X,)} is independent with distribution ¢, p* for all i implies {X,} is
independent with distribution p*, part (c) follows from (¢"), completing the
proof.
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