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1 U-statistics

U-statistics are a useful tool. The beauty of the U-statistics framework is that by abstracting away some
details, can have a general representation of various meaningful quantities. The theory of U-statistics was
initially developed by Hoeffding, one of the pioneers of non-parametric statistics.

Definition 1 (U-statistic). Let Xi
i.i.d.
∼ F , h(x1, x2, . . . , xr) be a symmetric kernel function, and θ(F ) =

E[h(X1, X2, . . . , Xr)]. A U-statistic Un is defined as

Un =
1(
n
r

)
∑

β

h(X1, X2, . . . , Xr) (1)

where β ranges over all subsets of size r chosen from {1, 2, . . . , n}. E[Un] = θ(F ) (i.e. U-statistics are
unbiased).

Example 2 (Sample Variance). Let θ(F ) = σ2 =
∫

(X − µ)2dF where µ =
∫

xdF (x).

θ(F )
(a)
=

∫ (
x1 −

∫
x2dF (x2)

)2

dF (x1)

=

∫
x2

1dF (x1) − 2

∫
x1dF (x1)

∫
x2dF (x2) +

(∫
x2dF (x2)

)2

=

∫
x2

1dF (x1) −

(∫
x2dF (x2)

)2

=
1

2

∫
x2

1dF (x1) +
1

2

∫
x2

2dF (x2) −

∫
x1x2dF (x1)dF (x2)

=
1

2

∫
(x1 − x2)

2dF (x1)dF (x2)

⇒ h(X1, X2) =
1

2
(X1 − X2)

2.

Where (a) follows by expanding µ to
∫

x2dF (x2). Thus, the U-statistic for the variance is

Un =

(
n

2

)−1 ∑

1≤i<j≤n

1

2
(Xi − Xj)

2

=
1

n(n − 1)

1

2

∑

i

∑

j

(Xi − Xj)
2

1
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where the last equality follows because taking the sum over all indices results in double counting the (Xi−Xj)
2

terms. Continuing the simplification shows that

Un =
1

2n(n − 1)

∑

i

∑

j

[
(Xi − X̄) − (Xj − X̄)

]2

=
1

2n(n − 1)

∑

i

∑

j

(Xi − X̄)2 + (Xj − X̄)2

=
1

n − 1

∑

i

(Xi − X̄)2

= s2
n.

Thus, s2
n is the U-statistic for the variance of a set of samples. Unbiasedness of this statistic follows imme-

diately from the unbiasedness of U-statistics.

1.1 Novel U-statistics

Example 3 (Gini’s mean difference).

θ(F ) =

∫
|x1 − x2|dF (x1)dF (x2) (2)

and the corresponding U-statistic is

Un =
2

n(n − 1)

∑

i<j

|Xi − Xj |. (3)

Example 4 (Quantile statistic.).

θ(F ) =

∫ t

−∞

dF (x). (4)

Un =
1

n

∑
1Xi≤t = Fn(t) (5)

where
h(x) = 1x≤t. (6)

Example 5 (Signed rank statistic). The following statistic can be used in testing whether the location
of the samples is 0.

θ(F ) = P (X1 + X2 > 0) (7)

Un =
2

n(n − 1)

∑

i<j

1X1+X2>0 (8)

where
h(x1, x2) = 1x1+x2>0 (9)

Definition 6 (Two-sample U-statistics). Given {X1, . . . , Xm} and {Y1, . . . , Yn} define

Un =
1(

m
r

)(
n
s

)
∑

α

∑

β

h(

not symmetric︷ ︸︸ ︷
Xα1

, . . . , Xαr︸ ︷︷ ︸
symmetric

, Yβ1
, . . . , Yβs︸ ︷︷ ︸

symmetric

) (10)

where h(·, ·) is symmetric in x1, . . . , xr and y1, . . . , ys, but not across both sets of inputs.
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Example 7 (Mann-Whitney statistic). This statistic is “used to test for a difference in location between
the two samples” (van der Vaart, 1998).

Un =
1

n1n2

∑

i

∑

j

1Xi≤Yj
(11)

1.2 Variance of U-statistics

The analysis was first done by Hoeffding.

Assume E[h] < ∞ and Xi
i.i.d
∼ F . Define hc(x1, . . . , xc) for c < r as

hc(x1, . . . , xc) = E[h(x1, . . . , xc, Xc+1, . . . , Xr)] (12)

Remark 8. The following facts follow from the above definition:

1. h0 = θ(F )

2. E[hc(X1, . . . , Xc)] = E[h(X1, . . . , Xc, Xc+1, . . . , Xr)] = θ(F ).

Let ĥc = hc − E[hc] = hc − θ(F ), which follows from remark 8. Thus, E[ĥc] = 0. Define ζc as

ζc = Var(hc(X1, . . . , Xc)) = E[ĥ2
c(X1, . . . , Xc)]. (13)

Let B = {β1, . . . , βr} and B′ = {β′
1, . . . , β

′
r} be two subsets of {1, . . . , n}. Let c be the number of integers in

common between each of the sets. Let S = B ∩B ′, S1 = S \B, and S2 = S \B′, which implies that |S| = c,
and |S1| = |S2| = r − c. For some subset A = {α1, . . . , αr} of {1, . . . , n} let XA = {Xα1

, . . . , Xαr
}. Thus,

E[ĥ(Xβ1
, . . . , Xβr

)ĥ(Xβ′

1
, . . . , Xβ′

r
)] = E[ĥ(XB)ĥ(XB′)] (14)

= E[ĥ(XS , XS1
)ĥ(XS , XS2

)] (15)

= E[E[ĥ(XS , XS1
)ĥ(XS , XS2

)|XS ]] (16)

= E[ĥ2
c(XS)] (17)

= ζc , (18)

where the second equality follows because h is a symmetric kernel function and the third and fourth equalities
follow from iterated expectations, the fact that each Xi is i.i.d., and the definition of hc.

Remark 9. The number of distinct choices for two sets having c elements in common is
(

n

r

)(
r

c

)(
n − r

r − c

)
(19)

From the definitions

Un − θ(F ) =
1(
n
r

)
∑

β

ĥ(Xβ1
, . . . , Xβr

). (20)

Thus,

Var(Un) =

(
n

r

)−2 ∑

β

∑

β′

E[ĥ(Xβ1
, . . . , Xβr

)ĥ(Xβ′

1
, . . . , Xβ′

r
)] (21a)

=

(
n

r

)−2 r∑

c=0

(
n

r

)(
r

c

)(
n − r

r − c

)
ζc and ζc = 0 (21b)

=

r∑

c=1

r!2

c!(r − c)!2
(n − r)(n − r − 1) · · · (n − 2r + c + 1)

n(n − 1) · · · (n − r + 1)
ζc, (21c)
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where the term in the summation corresponding to some c is O( 1
nc ). Thus,

Var(Un) = O(
1

n
) + O(

1

n2
) + · · · + O(

1

nr
). (22)

Example 10 (Sampling variance of the variance). Let θ(F ) = σ2. Thus by example 2

h(X1, X2) =
1

2
(X1 − X2)

2 and r = 2. (23)

Therefore,

ĥ(X1, X2) =
1

2
(X1 − X2)

2 − σ2,

h1(X1) =
1

2
(X2

1 − 2X1µ + σ2 + µ2),

so

ĥ1(X1) =
1

2
((X1 − µ)2 − σ2)

E[h2(X1, X2)] =
1

4
E[((X1 − µ) − (X2 − µ))4]

=
1

4

4∑

j=0

(
4

j

)
E[(X1 − µ)j ]E[(X2 − µ)4−j ]

=
1

4
(2µ4 + 6σ4),

where the final equality follows because E[(X − µ)4] = µ4, E[(X − µ)2] = σ2, and E[(X − µ)] = 0. Thus,
the following equalities follow:

ζ2 = E[h2] − σ4 =
µ4

2
+

σ4

2

ζ1 = E[ĥ2
1] =

1

4
Var((X1 − µ)2) =

1

4
(µ4 − σ4).

Applying equation 21 yields:

Var(s2
n) =

(
n

2

)−1

(2(n − 2)ζ1 + ζ2)

=
2

n(n − 1)
[2(n − 1)ζ1 − 2ζ1 + ζ2]

=
4ζ1

n
−

4ζ1

n(n − 1)
+

2ζ2

n(n − 1)

=
µ4 − σ4

n
+

2σ4

n(n − 1)
=

µ4 − σ4

n
+ O(n−2).

The variance is asymptotically the same as what was found in homework 1. However, using the above
method also gives the exact value of all higher order terms.

The variance of U-statistics is known, however the question of whether or not U-statistics are asymptotically
normal has yet to be answered. Hájek projections will help prove that U-statistics do indeed asymptotically
go to Gaussians.
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