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Lemma 1. (van der Vaart, 1998, lemma 19.24) Let F be P -donsker, and f̂n be a random sequence of
functions taking values in F s.t. ∫

(fn(x) − f0(x))
2dP (x)

P−→ 0

for some f0 in L2(P ), then we have

Gn(f̂n − f0)
P−→ 0,

and

Gnf̂n
d−→ GP f0

with Gn =
√
n(Pn − P ).

Proof. Sketch: Uses uniform continuity of sample paths of Gp with CMT.

2 An Example: Mean Absolute Deviation

Define mean absolute deviation

Mn =
1

n

∑
i

|Xi − X̄n|

Let F denote the unknown CDF. W.l.o.g, let Fx = 0. Let Fn|X − θ| = 1

n

∑
i |Xi − θ|. If Fx2 < ∞, and if

θ ∈ Θ for a compact Θ, then {|x− θ|} is F -Donsker (van der Vaart, 1998, example 19.7)

F (|x− X̄n| − |x|)2 ≤ |X̄n|2 P−→ 0

By Lemma 1, we have

Gn|x− X̄n| −Gn|x| P−→ 0 (1)

Consider √
n(Mn − F |x|) =

√
n(F |x− X̄n| − F |x|) +Gn|x| + oP (1), (2)

assume that θ 7→ F |x− θ| is differentiable at θ = 0, differentiate F |x− θ| at θ = 0 we have the derivative:

2F (0) − 1.
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Apply Delta Method on
√
n(F |x− X̄n| − F |x|), we have

√
n(F |x− X̄n| − F |x|) = −(2F (0) − 1)

√
n((x− X̄n) − x) + oP (1) (3)

= (2F (0) − 1)
√
nX̄n (4)

= (2F (0) − 1)
√
n(Fn − F )x+ oP (1) (5)

= (2F (0) − 1)Gnx+ oP (1). (6)

Therefore, we have

√
n(Mn − F |x|) = ((2F (0) − 1)x+ |x|) + oP (1) (7)

d−→ GP ((2F (0) − 1)x+ |x|). (8)

Thus, Mn is AN with mean 0 and variance equals to variance of (2F (0)−1)X1 + |X1|. We lose (2F (0)−1)X
term by not knowing the mean of X. When the mean and median are the same, 2F (0) − 1 = 0, in which
case we don’t incur any extra variance by having to estimate the location parameter.

3 AN of Z-estimators

Definition 2. A function ψθ(x) is Lipschitz if ∃ a function ψ̇(x) s.t.

||ψθ1
(x) − ψθ2

(x)|| ≤ ψ̇(x)||θ1 − θ2||

∀θ1, θ2 in some neighborhood of θ0 and Pψ̇2 ≤ ∞.

Theorem 3. (van der Vaart, 1998, Theorem 5.21) For each θ0 in an open subset of Euclidean space, let
ψθ(x) be Lipschitz. Assume P ||ψθ0

||2 ≤ ∞, Pψθ is differentiable at θ0 with derivative Vθ0
(note that it is

different from “ψθ is differentiable”). Let

Pnψθ̂n

= oP (n−1/2)( a “near zero”). (9)

Assume θ̂n
P−→ θ0 (consistency). Then we have

√
n(θ̂n − θ0) = −V −1

θ0

1√
n

∑
i

ψθ0
(xi) + oP (1),

and
θ̂n − θ0 is AN with zero mean and covariance V −1

θ0
(Pψθ0

ψ′

θ0
)V −T

θ0

Proof. (van der Vaart, 1998, example 19.7) shows that Lipschitz functions are P -Donsker. Apply Lemma 1
we have

Gnψθ̂n

−Gnψθ0

P−→ 0

By assumption that
√
nPnψθ̂n

= oP (1), we have

Gnψθ̂n

= −
√
nPψθ̂n

+ oP (1) (10)

=
√
nP (ψθ0

− ψθ̂n

) + oP (1), (11)

with Pψθ0
= 0 by definition. Apply Delta Method, or (van der Vaart, 1998, Lemma 2.12), we have

√
nVθ0

(θ0 − θ̂n) +
√
n oP (||θ̂n − θ0||) = Gnψθ0

+ oP (1). (12)
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By invertability of Vθo
, we have

√
n||θ̂n − θo|| ≤ ||V −1

θ0
||
√
n||Vθ0

(θ̂n − θ0)|| (13)

= OP (1) + oP (
√
n||θ̂n − θ0||). (14)

Inequality (14) is obtained by plugging (12) into (13) and using triangle inequality. Therefore, we have

θ̂n is
√
n− consistent. (15)

By (12) and (15), we have √
nVθ0

(θ̂n − θ0) = −Gnψθ0
+ oP (1). (16)

Multiply both side by V −1

θ0
to get the result.
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