## Notes 14 for CS 170

## 1 Bloom Filters

If the key distribution is not known, or too complicated to yield to analysis, then the use of a particular hash function may have adverse effects: it may magnify correlations among keys and fill the hash table non-uniformly. Last lecture we saw one technique that deals with this phenomenon but still allows us to use simple hash functions: in universal hashing, one of several hash functions is chosen at random. Today, we see a different technique: in Bloom filters, several hash functions are applied to each key. Again, this allows us to use simple hash functions while at the same time minimizing the effects of any particular hash function.

The main purpose of Bloom filters is to build a space-efficient data structure for set membership. Indeed, to maximize space efficiency, correctness is sacrificed: if a given key is not in the set, then a Bloom filter may give the wrong answer (this is called a false positive), but the probability of such a wrong answer can be made small.

A typical application of Bloom filters is web caching. An ISP may keep several levels of carefully located caches to speed up the loading of commonly viewed web pages, in particular for large data objects, such as images and videos. If a client requests a particular URL, then the service needs to determine quickly if the requested page is in one of its caches. False positives, while undesirable, are acceptable: if it turns out that a page thought to be in a cache is not there, it will be loaded from its native URL, and the "penalty" is not much worse than not having the cache in the first place.

So here is the formal set-up: we want to represent $n$-element sets $S=\left\{s_{1}, \ldots, s_{n}\right\}$ from a very large universe $U$, with $|U|=u \gg n$. (Think of $U$ as the set of URLs, $n$ as the cache size, and $S$ as the URLs of those web pages that are currently in the cache.) We want to support insertions and membership queries ("Given $x \in U$, is $x \in S$ ?") so that:

1. If the answer is No, then $x \notin S$.
2. If the answer is Yes, then $x$ may or may not be in $S$, but the probability that $x \notin S$ (false positive) is low.

Both insertions and membership queries should be performed in constant time. (Bloom filters can also be made to support deletions, but we won't worry about those.)

A Bloom filter is a bit vector $B$ of $m$ bits, with $k$ independent hash functions $h_{1}, \ldots, h_{k}$ that map each key in $U$ to the set $R_{m}=\{0,1, \ldots, m-1\}$. We assume that each hash function $h_{i}$ maps a uniformly at random chosen key $x \in U$ to each element of $R_{m}$ with equal probability. Since the hash functions are independent, it follows that the vector $\left(h_{1}(x), \ldots, h_{k}(x)\right)$ is equally likely to be any of the $m^{k} k$-tuples of elements from $R_{m}$. Initially all $m$ bits of $B$ are set to 0 .

- Insert $x$ into $S$. Compute $h_{1}(x), \ldots, h_{k}(x)$ and set $B\left[h_{1}(x)\right]=B\left[h_{2}(x)\right]=\cdots=$ $B\left[h_{k}(x)\right]=1$.
- Query if $x \in S$. Compute $h_{1}(x), \ldots, h_{k}(x)$. If $B\left[h_{1}(x)\right]=B\left[h_{2}(x)\right]=\cdots=$ $B\left[h_{k}(x)\right]=1$ then answer Yes, else answer No.

The running times of both operations depend only on the number $k$ of hash functions, and we will later see how to choose a suitable value for $k$ in order to minimize the probability of false positives. The space requirement of the data structure is $m$ bits, and we will later see that a reasonable value for $m$ is, say, $8 n$. Note that any non-randomized data structure that represents $n$-element subsets of $U$ must use $\Omega(n \cdot \log u)$ bits (why?).

Bloom filters are popular with software engineers as they achieve provably good performance (see analysis below) with little effort: simple hash functions, simple algorithms (no collision handling etc.), efficient use of space. The main drawback of Bloom filters is that it is difficult to store additional information with the keys in $S$.

## 2 Example

This is an unrealistically small example; its only purpose is to illustrate the possibility of false positives. Choose $m=5$ (number of bits) and $k=2$ (number of hash functions):

$$
\begin{aligned}
h_{1}(x) & =x \bmod 5 \\
h_{2}(x) & =(2 x+3) \bmod 5
\end{aligned}
$$

We first initialize the Bloom filter $B[1 . .5]$, and then insert 9 and 11:

|  | $h_{1}(x)$ | $h_{2}(x)$ |
| :--- | :---: | :---: |
| Initialize: |  |  |
| 0 0 0 0 0 <br> Insert 9: 4 1   <br> Insert 11: 1 0  0 1 0 0 <br> 1 1 0 0 |  |  |

Now let us attempt some membership queries:

|  | $h_{1}(x)$ | $h_{2}(x)$ | Answer |
| :--- | :---: | :---: | :--- |
| Query 15: | 0 | 3 | No, not in $B$ (correct answer) |
| Query 16: | 1 | 0 | Yes, in $B$ (wrong answer: false positive) |

Note that 16 was never inserted into the filter.

## 3 Analysis

We compute the probability of a false positive. The probability that one hash fails to set a given a bit is $1-\frac{1}{m}$. Hence, after all $n$ elements of $S$ have been inserted into the Bloom filter, the probability that a specific bit is still 0 is

$$
\left(1-\frac{1}{m}\right)^{k n} \approx e^{-\frac{k n}{m}}
$$

(Note that this uses the assumption that the hash functions are independent and perfectly random.) The probability of a false positive is the probability that a specific set of $k$ bits are 1 , which is

$$
\left(1-\left(1-\frac{1}{m}\right)^{k n}\right)^{k} \approx\left(1-e^{-\frac{k n}{m}}\right)^{k}=(1-p)^{k}
$$

for $p=e^{-k n / m}$. This shows that there are three performance metrics for Bloom filters that can be traded off: computation time (corresponds to the number $k$ of hash functions), size (corresponds to the number $m$ of bits), and probability of error (corresponds to the false positive rate $\left.f=(1-p)^{k}\right)$.

Suppose we are given the ratio $\frac{m}{n}$ and want to optimize the number $k$ of hash functions to minimize the false positive rate $f$. Note that more hash functions increase the precision but also the number of 1's in the filter, thus making false positives both less and more likely at the same time. We can find the minimum by taking the derivative of $f$. To simplify the math, we minimize the logarithm of $f$ with respect to $k$ (why is minimizing the logarithm of a function equivalent to minimizing the function itself?). Let

$$
g=\ln (f)=k \cdot \ln (1-p)=k \cdot \ln \left(1-e^{-\frac{k n}{m}}\right) .
$$

Then,

$$
\frac{d g}{d k}=\ln \left(1-e^{-\frac{k n}{m}}\right)+\frac{k n}{m} \cdot \frac{e^{-\frac{k n}{m}}}{1-e^{-\frac{k n}{m}}}
$$

We find the optimal $k$, or right number of hash functions to use, when the derivative is 0 . This occurs when $k=(\ln 2) \cdot \frac{m}{n}$. This can be shown to be a global minimum. For the optimal value of $k$, the false positive rate is

$$
\left(\frac{1}{2}\right)^{k}=(0.6185)^{\frac{m}{n}}
$$

Of course as $m$ grows in proportion to $n$, the false positive rate decreases. Already $m=8 n$ reduces the chance of error to roughly $2 \%$, and $m=10 n$ to less than $1 \%$. More precisely, for $m=8 n$, if $k=3$, then $f=0.0306$; if $k=4$, then $f=0.0240$; if $k=5$, then $f=0.0217$; if $k=6$, then $f=0.0216$; if $k=7$, then $f=0.0229$. Note that the minimum is achieved at $k=6$, but certainly $k=5$ and perhaps $k=4$ may be preferable from a running-time point of view. If $m=10 n$, then the optimum is $k=7$ with $f=0.0082$.
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