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Abstract

Computer systems are becoming more and more complex and managing them efficiently poses a challenge for system administrators. The increased complexity results from the following two trends in computer system development. 1) An individual computer, with the adoption of advanced (multi)processor, complex OS and fancy peripherals, is more sophisticated than ever. 2) Computers are getting more and more connected.

In this project we identified the needs in efficient management of networked, complex computer systems and proposed an approach to address them. We also implemented a basic set of tools to actually verify our approach. These tools were deployed and tested on Berkeley Millennium clusters [1].

1. Introduction

There are two aspects in system management: monitoring and control. System monitoring is the process of gathering system information, with adequate accuracy and reasonable latency, and representing them effectively. System control, on the other hand, is responsible for taking action to modify system parameters, such as rerouting a route, in the face of some event, such as a device failure, or in response to user command. The purpose of system control is to maintain system availability or improve performance. Obviously system control must base its decisions upon information provided by system monitoring. In the sections that follow we will discuss both system monitoring and control but we will focus primarily on monitoring due to the fact that usually special privilege is required to modify a system configuration and we do not have it on Millennium which we used as the test platform.

2. System Information

We identify tow categories of information that are of interest to system management – individual host information and network information. The following is a partial list of information that is pertinent to individual host:

· Number and speed of the CPUs 

· Total physical and swap memory Installed 

· System Clock 

· Uptime 

· Kernel Version 

· Percentage of CPU user, nice, system and idle 

· One, five and fifteen minute load averages 

· Number of running processes and total number of processes

· Amount of free, shared, buffered, cached and swap memory

Network information is across hosts and devices that are connected via network. It includes network topology, device states, network statistics, route information, etc.

3. Design Approaches

Virtually all existing networked system management tools use a Manager/Agent paradigm. That is, distributed agents are deployed on managed devices to collect local information and report it back to some management unit. Even those that use standard protocols such as SNMP fall into this model too. Using standard protocol has the advantage of interoperatability among devices from different vendors. However, it may not be able to provide customized information that is of interest to satisfy specific management needs.

In this project, we use different approaches to collect the two types of information described above: A daemon was deployed on each host to collect system information while SNMP was used to discover network topology and states. Figure 1 shows the deployment scheme for our design.
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Figure 1 Deployment Scheme

3.1 System Information Collection via EchoMe Daemon

3.1.1 EchoMe Daemon

EchoMe is a daemon program that runs on each client machine to collect local system information (system state, system configuration, network statistics and etc. ) and to execute the modifications issue by the server.  The daemon is installed locally on the client machine and launches at startup.  It establishes a secure connection (based on SSL, Secure Sockets Layer v3) to the server and communicates through exchanges of “IPacket” (Information Packets).  “IPacket” is encoded in XML (Extensible Markup Language) syntax.  To minimize network traffic, IPacket is incrementally updated, the new packet specify its differences from the previous one.  Besides reporting information, EchoMe Daemon also listen to server’s incoming request to invoke system modification programs.  The daemon program itself doesn’t have any privileges to execute such modification since it is running as “nobody”.  Instead of building a challenge protocol to for checking privileges and etc. ourselves, we use the SSH protocol in handling this problem.  

3.1.2 CCU -- Central Control Unit

Overview

All EchoMe daemons reports to CCU.  CCU analyzes these information and selectively reports to the user.  Based on CCU inputs, user can make suitable changes to fix errors or increase overall system performance and network flow.  Instead of doing these tasks manually, user can program the CCU to take actions automatically when certain events happen.  Basically, CCU automates the system administration tasks and provides a platform for complex software-level control over a collection of computation nodes.

CCU Components

Parsing Engine (“IO device / Input”)

It decomposes the incoming “IPacket” into various objects and insert these objects into tables in relational database accordingly.  Since “IPacket” is in XML format, parsing engine is a modified standard XML parser written in C++.  To increase the throughout of the CCU, multiple parsing engines are installed, each sub-net has its own p.e. running on the local machine.

Relational Database (“Memory”)

Information are categorized into tables.  There are two major types tables, individual node info-table and collaborative analysis table.  Individual node info-table stores the raw information collected from EchoMe daemon.  Each client machine (node) has a set of tables that stored its system/network information overtime.  Collaborative Analysis Tables maintain a snapshot of all node’s system status at current time.  Even more, C.A.T. is extremely useful in generates a clear picture of network connectivity and network flow.  Based on the routing table of each node, it merges all entries into a tree structure and display the connectivity between nodes.

Command Module (“Datapath”, “Output device”)

The module stores a limited set of commands that can modify individual client machine:

Route_Change_Cmd: modify the routing table of the node.

Arp_Cache_Change_Cmd: modify the arp cache entries of the node.

Process_Signal_Send_Cmd: sent out signals to process running on the node.

Process_Init_Cmd: startup a new process on the node.

Each command is translated into a special “IPacket” and send down to the EchoMe daemon running on the client machine.

Script Engine (“Control”)

CCU Script is a simple object oriented script language.  It manipulates selected rows from the tables as objects and test their properties to make conditional decision on whether to invoke commands through command module or report changes through emails and etc.

Features: 

1. Simple fixed type  

2. Simple conditional check

3. Fixed action.

Script engine executes all installed scripts whenever the C.A.T gets updated.  To get a better performance, we can use the built in triggering function of the database to invoke the script instead of massive scanning through row data.

Web Interface (“IO”)

It’s the frontend in reporting information to the end users.  All tables in the Database can be browsed at user’s requests.  Real time network connectivity graphs is available in java applet format.  User can also input their own scripts or modify the installed scripts to automate the CCU.

3.2 Topology Discovery via SNMP

Some network information that resides on individual host can also be collected by the daemon running on that host. For example, the daemon can read the host’s ARP table and learn about its direct neighbors. Generating complete and accurate network information, however, cannot rely solely on this approach primarily due to the following two reasons:

(1) Individual hosts may not have the most up-to-date view of the network. Information cached on hosts usually includes only those that are used recently and tend to be incomplete. The ARP table, for example, may be empty if the host hasn’t generate network traffic for a while;

(2) Daemon cannot run on routers. Thus it is difficult, if not impossible, to derive connectivity among routers based upon information collected from individual hosts. Some critical information about routers, such as traffic statistics, won’t be available either.

Instead, we chose to use Simple Network Management Protocol (SNMP) for retrieving network information. 

3.2.1 Background

This section was excerpted from [3]. It was put here for easy reference. Refer to [3] for details.

The Simple Network Management Protocol(SNMP)is an application-layer protocol that facilitates the exchange of management information between network devices. It is part of the Transmission Control Protocol/Internet Protocol (TCP/IP) protocol suite. 

SNMP Basic Components

An SNMP managed network consists of three key components: managed devices, agents, and network-management systems (NMSs).

A managed device is a network node that contains an SNMP agent and resides on a managed network. Managed devices collect and store management information and make this information available to NMSs using SNMP. Managed devices, sometimes called network elements, can be routers and access servers, switches and bridges, hubs, computer hosts, or printers.

An agent is a network-management software module that resides in a managed device. An agent has local knowledge of management information and translates that information into a form compatible with SNMP.

An NMS executes applications that monitor and control managed devices. NMSs provide the bulk of the processing and memory resources required for network management. One or more NMSs must exist on any managed network.

SNMP Management Information Base (MIB)

A Management Information Base (MIB) is a hierarchically organized collection of information that is accessed using a network-management protocol such as SNMP. An agent implements and maintains its own MIB that is local to the networked device. 

A NMS can retrieve device information from its MIB by talking to the agent that is running on that device. An agent can also initiate communication with NMS by way of trap mechanism (See [3] for further details). Figure 2 shows the a basic configuration of an SNMP managed network. 
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Figure 2: An SNMP managed network consists of managed devices, agents, and NMSs. Courtesy of  Cisco Systems, Inc

3.2.2 Algorithm

The algorithm used to discover network topology is based on the information stored in a router’s routing table and ARP table. The routing table, identified as ipRouteTable in MIB-II ip group, contains information used for internet routing and can be used to derive network topology. The entries in this table are indexed by destination IP address. Each entry represents a route to the destination. The field ipRouteNextHop in each entry specifies the IP address of next router in this route. Thus the direct neighbors of this router can be learned by retrieving ipRouteNextHop fields from ipRouteTable. Starting with one router, which can be either learned by looking up the default gateway router of the host on which the discovery algorithm is running or specified as input argument, we can iterate every neighbor of the router, calling the same algorithm recursively on each iteration, thus discover complete router connectivity progressively. The recursion’s stop condition can be either a pre-specified maximum distance from the first router or domain criteria. The following is the detailed algorithm.

rootGateWay = the given router;

getIPRouteTable(rootGateWay);

……..

    
// Retrieve the IP route table of this router and add its direct neighbors

void getIPRouteTable(Router router) {



if( nHops > maxHops ) return;   // We have gone far enough.



Get SNMP ipRouteTable from this router;

Filter out all neighbors on each valid route;

Add all neighbors to this router’s neighbor list;


nHops++;


// Iterate neighbors:

Router theRouter = router.getDirectNeighbor();


while(theRouter != null ){



getIPRouteTable(theRouter);   // Recursion



theRouter = router.getNextDirectNeighbor();



}


nHops--;

    
}

The above algorithm only constructs topology among routers. To discover the connectivity of other hosts, a router’s ARP table is used. We can simply read the router’s ARP table at each iteration and add the hosts to its host list.

It should be noted that the network information that can be retrieved using SNMP is not restricted to network topology. The MIB implemented by a network device contains rich information and can be used to build highly sophisticated network management tools ([2] and [3]). In this project, however, we only tried network topology because we need to start with something that is feasible within the time frame of a class project and network topology represents the basic network state and serve as an excellent starting point. More work will be done to explore other possibilities.

The discovery code was written in Java using AdventNet’s SNMP packet.

4. Application Scenarios

We present here two possible application scenarios where our management tools can be used to facilitate system management and improve system availability and performance. 

4.1 Web Server Availability

Problem 

Node A hosting a web site X with ip Y.  Unfortunately, Node A has hardware failure and stop functioning. 

Classic Solution

System Administrator bring up the backup machine Node B, reconfigure it with same configuration as Node A.

CCU solution

After it automatically detect disappear of Node A, on a different sub-network, CCU choose an available machine Node B, add new configurations of Node A into Node B, reroute the router to find ip Y at Node B’s network.

4.2 Dynamic IP Hub

Problem

One global ip X, many nodes seamlessly serve as this ip X machine internally.

Classic Solution

Only a fixed set of nodes can be pre-set onto a virtual ip-hub.

CCU Solution

Base on system availability, the CCU can choose a set of “free” machine and linked them up through packet forwarding.  A dynamic virtual hub is automatically configured.  

5. Results

We have implemented a basic tool set as described above and tested on Berkeley Millennium cluster. The results we got are encouraging. We were able to collect both system and network in real time and discover network topology accurately.

Figure 3 is a snapshot of the connectivity among routers on Millennium discovered by our algorithm. It can be seen that there exists much redundancy in terms of routing 
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Figure 3. Router Connectivity on Millennium Discovered by Our Algorithm

configuration. To facilitate understanding and analyzing of network information, an interactive program was written. The above figure was a snapshot of the user interface of that program. User can select a node that is of interest by clicking on its icon. Selected node is highlighted in green and all its direct neighbors are highlighted in yellow. The links between them are drawn in blue.

Click here to download a demo of the program. It was written in Java and you need to have Java and AWT installed on your machine to run it. In this demo version, network information has already been preobtained (using our algorithm described above) and stored in a file. The program reads in the file and reconstructs network topology. In a real deployment scenario, the UI can run on the network and visualize information in real time. To run the demo, download the file and unzip it to a temporary directory and use the command java EchoVisual.

This is only a rudimentary user interface trying to verify our algorithm. We will explore more sophisticated visualization interacting methods in the future.

Currently EchoMe daemon is running on 80 millennium clusters and collecting information and reporting to CCU. The following diagrams are some tables of collected data.
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Figure 4. Sample Tables of Host Information Collected on Millennium

6. Conclusion

Our distributed agents and centralized control unit approach prove to be a feasible system management model. It produces accurate system and network information. Network topology discovery via SNMP is efficient and accurate on networks that have SNMP enabled.

CCU automates the system administration tasks and provides a platform for complex software-level control over a collection of computation nodes.

7. Future Work

Our work in this project can be extended in a number of ways. Including:

Polishing the web based user interface: Our current user face is primarily a database browser and does not provide too much visualization. It is not very easy for someone to navigate through 80 hosts to find what he/she really wants. The network topology visualization is also primitive and certainly a lot can be done to improve.

Information analysis and decision making: There are a whole lot of possibilities that can be explored in this area. Many approaches and methods can be borrowed from other research communities, such as AI, to make our command module more intelligent.

Evaluation and full deployment on Millennium: We only conducted preliminary tests and verification so far. Although the results are encouraging, we don’t have too much quantitative analysis yet. Also the tools we developed are not being used. We are hoping that we can keep working on it and make it a real feasible tool that can be used on Millennium.

8. Acknowledgments

We would like to express our thanks to the follow people who kindly gave us valuable help and advice:

Professor David A. Patterson, Yujia Jin, Eric Anderson and Eric Fraser 

9. Links

Here is the link to the web based user interface: http://evasoft.com/millennium/
To download a demo of network topology program, click here.
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