
Table 2: Testing accuracy of supervised time-series classification tasks on 25 UCR datasets.

Dataset MLP CNN ResNet IGSVM FLAG LTS ADSN ShapeC. ShapeC. ShapeC. ShapeC.w/o init w/ SVM w/o div

Adiac 75.2 85.7 82.6 23.5 75.2 51.9 79.8 70.6 82.8 87.5 88.2
Beef 83.3 75.0 76.7 90.0 83.3 76.7 93.3 85.2 91.3 91.2 94.1
Chlorine. 87.2 84.3 82.8 57.1 76.0 73.0 88.0 82.9 90.6 90.4 92.4
Coffee 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Diatom. 96.4 93.0 93.1 93.1 96.4 94.2 98.7 100.0 100.0 100.0 100.0
DPLittle 70.1 70.3 70.1 66.6 68.3 73.4 72.7 74.1 70.4 73.1 75.9
DPMiddle 72.1 73.6 72.3 69.5 71.3 74.1 78.4 77.9 80.1 80.3 81.3
DPThumb 70.5 70.1 70.5 69.6 70.5 75.2 73.6 73.3 73.8 74.9 75.1
ECGFiveDays 97.0 98.5 95.5 99.0 92.0 100.0 100.0 100.0 100.0 100.0 100.0
FaceFour 83.0 93.2 93.2 97.7 90.9 94.3 97.7 94.3 92.7 94.1 96.5
GunPoint 93.3 100.0 99.3 100.0 96.7 99.6 98.7 100.0 100.0 100.0 100.0
Herring 64.1 68.1 64.1 64.1 64.1 64.1 70.3 70.8 72.6 74.1 75.0
ItalyPower. 96.6 97.0 96.0 93.7 94.6 95.8 97.2 100.0 100.0 100.0 100.0
Lightning7 64.4 86.3 83.6 63.0 76.7 79.0 80.8 80.3 77.1 78.9 81.9
Medicallmages 72.9 79.2 77.2 55.2 71.4 71.3 72.0 66.4 70.3 70.1 70.9
MoteStrain 86.9 95.0 89.5 88.7 88.8 90.0 90.6 90.0 90.8 91.2 93.0
MPLittle 70.3 75.8 72.6 70.7 69.3 74.3 75.8 74.1 73.2 76.8 77.2
MPMiddle 75.0 80.0 77.5 76.9 75.0 77.5 79.1 75.0 80.4 76.9 81.3
PPLittle 71.0 75.3 76.1 72.1 67.1 71.0 71.5 66.4 75.6 76.7 78.2
PPMiddle 70.7 78.4 75.3 75.9 73.8 74.9 78.6 73.5 78.1 79.6 80.7
PPThumb 72.6 74.5 70.8 75.5 67.4 70.5 69.5 70.5 74.1 73.1 74.8
Sony. 72.7 96.8 98.5 92.7 92.9 91.0 91.5 92.8 94.9 95.2 97.1
Symbols 85.3 96.2 87.2 84.6 87.5 94.5 96.3 95.3 96.4 97.6 98.2
SyntheticC. 95.0 99.0 100.0 87.3 99.7 97.3 100.0 100.0 100.0 100.0 100.0
Trace 82.0 100.0 100.0 98.0 99.0 100.0 100.0 100.0 100.0 100.0 100.0
TwoLeadECG 85.3 100.0 100.0 100.0 99.0 100.0 98.6 100.0 100.0 100.0 100.0
Avg. Acc 80.5 86.4 84.8 79.4 82.6 83.2 86.6 85.1 87.1 87.8 88.9
Avg. Rank 8.8 5.3 6.5 8.2 8.8 6.8 5.1 5.9 4.4 3.8 2.4
Best 1 6 5 3 1 4 5 8 8 8 24
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Figure 2: Learned shapelets by different methods on the Herring and GunPoint dataset. Dataset: (a-d)
Herring dataset; (e-f) GunPoint dataset. Methods: (a and e) ShapeConv; (b) ShapeConv without
diversity loss; (c and f) LTS; (d) LTS with shapelet length set to 200.

results are presented in the Appendix E.3 In general, ShapeConv consistently outperforms all other
baselines and variants, ranking first on average. These results demonstrate that ShapeConv not only
provides interpretability but also excels in performance, making it a competitive choice for time-series
classification compared to state-of-the-art methods. Besides, our learning formulation for shapelets
enables ShapeConv to learn better shapelets than other shapelet-based methods, leading to superior
performance in time-series classification tasks. Moreover, better performance than standard CNN
models shows that modifications in ShapeConv are proved to be useful. Results of ablation studies
tell that the effectiveness of our initialization method and diversity loss contributes to improved
performance compared to the variants. Lastly, the choice of downstream classifier, either SVM or
MLP, does not significantly impact the performance of the ShapeConv model, indicating its flexibility
and robustness in different classification settings.
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