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Figure 2: First row: spatial normal. Second row: wrapped normal. Column 1-3: Di↵erence
between concatenated distances and original distances with n = 3, 6, 64, respec-
tively. Column 4: |dL(xc,yc)� dL(x,y)|� |dL(x0

c,y
0
c)� dL(x,y)|.

In particular, in many cases, |dL(xc,yc)� dL(x,y)| is around zero. On the other hand,
|dL(x0

c,y
0
c)� dL(x,y)| tend to be large when n = 16, 64, especially when samples follow the

wrapped normal distribution. From this result, the Lorentz Direct Concatenation should
be preferred to the Lorentz tangent concatenation. In particular, the significant expansion
of distance when concatenating with the same vector, in the case n = 64, may be one cause
of numerical instability. Some additional analysis about the concatenation and hyperbolic
distances is discussed in Appendix B.

5. Applications of Lorentz Direct Concatenation

In this section, we show that Lorentz direct concatenation can be used in deep and complex
neural network architecture with numerical stability. We consider the task of molecular
generation using the MOSES dataset (Polykovskiy et al., 2020). Our model contains a
tree decoder and a graph decoder are used in the hyperbolic space (the detailed network
structure is presented in Appendix C). In both decoders the hyperbolic features need to
be concatenated and we consider the following methods for concatenation: �-concatenation
(Shimizu et al., 2021), the Lorentz tangent concatenation and the Lorentz direct concate-
nation.

The results of molecular generation are presented in Table 1. While Lorentz direct
concatenation saturates the important metrics of validity, uniqueness and novelty, the other
two concatenation methods both su↵er from numerical instability, even if a fully hyperbolic
approach is adopted in all the methods.

Future work involves more theoretical analysis on the numerical stability of hyperbolic
models, as well as models that enjoy both expressivity and stability.
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