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Figure 1: A Sequence-to-sequence task to show that different deep models prefer data with differ-
ent continuity. The first raw shows input and output sequences. We generate input sequences with
different continuities (left column: high continuity; right column: low continuity) and learn a map-
ping function using different models (second row: S4; third row: Transformer). We can see that
S4 prefers more continuous sequences, while Transformer prefers more discrete sequences. And
adjusting continuity according to the preferences of models with Lipschitz Regularizer can largely
improve their performances. More details of this experiment are in Appendix A.

model has an identical 1D convolution embedding layer, and a separate sequence processing module.
One uses the S4 model (Gu et al., 2021) and the other uses vanilla Transformer (Vaswani et al., 2017)
(with the same number of layers and hidden dimensions). The results of this experiment are shown
in Figure 1. It can be observed that the S4 model achieves significantly better performance with
more continuous inputs, and the Transformer performs better with more discrete inputs. Note that,
essentially, they are learning the same mapping only with different data continuity. This clearly
shows different models prefer different data continuity.

Inspired by the above observation, we hypothesize that it is possible to enhance model performance
by changing the data continuity according to their preferences. To make the proposed method simple
and applicable for different deep models, we derive a surrogate that can be directly optimized for the
Lipschitz continuity, and use it as a regularizer in the loss function. We call the proposed surrogate
Lipschitz Regularizer, which depicts the data continuity and can also be used to adjust it.

Then, we investigate the data continuity property for different models and how to use Lipschitz Reg-
ularizer to change data continuity according to the model preference. We provide in-depth analyses
in both time and frequency domains. On the one hand, Lipschitz continuity describes the continuity
of sequences over time, which is a feature in the time domain. Here, we investigate two models.
One is a continuous-time model S4, and the other model Informer is based on self-attention. As
for S4, since the fitting error of the S4 model is bounded by the Lipschitz constant, S4 prefers
smoother input sequences with smaller Lipschitz constant. Hence, we make the inputs of S4 lay-
ers more continuous by adding the Lipschitz Regularizer to the loss function. Experiment results
on the Long Range Arena benchmark demonstrate that Lipschitz Regularizer can largely improve
the performance of the S4 model, especially for tasks with discrete inputs. Conversely, Informer is
built upon self-attention, which is designed to process some tokenized discrete data, e.g., text, so In-
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