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1 INTRODUCTION

Reproducibility, i.e., getting bitwise identical results from multiple runs of the same program, is important for several reasons. First, it can be very hard to debug and test a program if results (including errors) cannot be reproduced. Reproducibility may also be needed for producing correct results, such as simulations that produce rare events that must then be reproduced and studied more carefully, or when a quantity is computed redundantly on different processors and assumed to be identical in subsequent tests and branches. Reproducibility may also be required for contractual reasons when multiple parties must agree on a result (such as a simulation evaluating the earthquake safety of a proposed building design). Finally, reproducibility can be important for replicating previously published results. There have been numerous recent meetings at conferences addressing the need for reproducibility and proposed ways to achieve it [12]. In response to this demand, Intel has introduced a version of their Math Kernel Library (MKL) that supports reproducibility under certain restrictive conditions [2]. NVIDIA’s CuBLAS routines are, by default, reproducible under the same conditions [3]. We will see that neither of these solutions meet all our design goals.

There are many potential sources of nonreproducibility, so we need to define the scope of our work. For example, taking the source code for an arbitrary parallel program on one machine and moving it to a different machine with a different compiler or compiler flags, different floating point semantics, and different math libraries (e.g., trigonometric functions) is beyond what we address here [7].

Instead, we limit ourselves to nonreproducibility caused by binary floating point summation (addressing decimal floating point summation is future work). Since roundoff makes floating point summation non-associative, summing the same summands in different orders frequently gives different answers. On a parallel machine with a variable (e.g., dynamically allocated) number of processors, a dynamic execution schedule, or even a sequential machine where different data alignments may cause a different use of SIMD instructions, the order of summation can easily vary from run-to-run or even subroutine-call-to-subroutine-call in the same run.

Our goal is to formally describe a data structure (and associated algorithms) for reproducible floating point summation that could be used in existing software patterns for summation. An accumulator is a data structure used to store the intermediate results of summation. A reproducible accumulator is an accumulator that can produce a reproducible sum [8–10, 14, 15, 21–23, 26]. Our reproducible accumulator and algorithms are efficient, accurate, and behave sensibly on all floating point values.

A modular reproducible accumulator can be used to construct reproducible versions of higher-order linear algebra operations, including matrix-matrix and matrix-vector multiplication, dot products, and stable norms of vectors. For example, to implement a reproducible dot product $x^T y$, we can sum the products $x_i y_i$ using our reproducible accumulator. Since we will always sum the same results $x_i y_i$, the output will be the same regardless of summation order. We can generalize this algorithm for the dot product to higher-order operations like matrix multiplication using several reproducible accumulators to represent the necessary partial inner products. Performance optimizations used in highly tuned non-reproducible BLAS implementations such as tiling might be performed using tiles of reproducible accumulators that can be added together pointwise. If more accuracy in the dot product is desired, we may use a “TwoMul” operation to multiply $x_i$ and $y_i$ to produce floating point numbers $h_i$ and $l_i$ such that $h_i + l_i = x_i y_i$ exactly, and sum the resulting $h_i$ and $l_i$ using a reproducible accumulator [28]. Since the $h_i$ and $l_i$ do not depend on the order of summation, this result should also be reproducible, and, since the pointwise multiplication was exact, the only error in the dot product will come from summation.
Our work builds on Reference [15], which attained some but not all of our design goals. So in the following summary, we point out which goals were attained in Reference [15] and which ones are attained here for the first time.

1) Reproducible summation, independent of summation order, assuming only a subset of the IEEE Floating Point Standard 754.

Our algorithms, based on Reference [15] and originally inspired by References [30, 31], use only arithmetic operations on binary floating point numbers (any precision) and bitwise operations on their underlying representations in current IEEE Floating Point Standard 754-2008 [1]. We require only a “to-nearest” rounding mode; the default rounding mode (rounding to the nearest value, breaking ties to even values) is sufficient.

In Appendix A, we show how to use a new operation in the new Standard 754-2019 [5, Section 9.5], which was introduced to accelerate both our core algorithm [20, 29] and the widely used two-sum operation [11, 17, 19, 21, 24, 25, 31]. We note that this operation needs to use a new rounding mode, round “to-nearest” with ties broken toward zero, that was not previously required for any floating point operations. The new operation changes only the innermost loop.

2) Accuracy at least as good as recursive summation, and tunable.

The size of the reproducible accumulator in Reference [15] may be selected based on the desired accuracy. However, Reference [15] did not give any algorithm to convert this reproducible accumulator to a single floating point result.

Our contribution here is a very simple and nearly optimally accurate algorithm for this conversion, which introduces an additional error in the computed sum \( S \) of at most 7 ulps (units in the last place) of the exact sum \( \sum_{j=0}^{n-1} x_j \). Although we could perform the conversion exactly and produce a correctly rounded result, our algorithm is very efficient. It uses no more floating point operations than the naive conversion algorithm. Since our default accumulator has at least 80 bits of precision, after using our new conversion algorithm, we have

\[
|S - \sum_{j=0}^{n-1} x_j| < n 2^{-80} \max |x_j| + 7\epsilon \sum_{j=0}^{n-1} x_j, \tag{6.1}
\]

where \( \epsilon = 2^{-53} \). In contrast, the sum \( S_{\text{naiveconv}} \) computed using a naive conversion algorithm only satisfies

\[
|S_{\text{naiveconv}} - \sum_{j=0}^{n-1} x_j| < n(2^{-80} + 5\epsilon) \max |x_j| \approx 5n\epsilon \max |x_j|, \tag{6.2}
\]

which can be over \( 2^{20} \) times larger for very ill-conditioned problems (i.e., when there is a great deal of cancellation, such as \( n \cdot \max |x_j| \approx 2^{32} \sum |x_j| \) in this example).

The error bound for the conventionally (nonreproducibly) computed sum using recursive summation \( S_{\text{recur}} \) is even larger. By recursive summation, we mean that the sum is computed in the order: \( S_{\text{recur}} = 0 \), for \( j = 0 \) to \( n - 1 \), \( S_{\text{recur}} = S_{\text{recur}} \oplus x_j \) (where \( \oplus \) represents floating point addition, discussed in more detail later).

\[
|S_{\text{recur}} - \sum_{j=0}^{n-1} x_j| < n\epsilon \sum_{j=0}^{n-1} |x_j| \leq n^2 \epsilon \max |x_j| \tag{18, 2.6}
\]

These error bounds are discussed in more detail in Section 6.1.
Appendix A.6 also shows that the arithmetic cost for arbitrarily high precision is roughly the same as using our 6-word reproducible accumulator, plus a term that only grows proportionally to the size of the reproducible accumulator, not the number of summands \( n \).

(3) **Handle overflow, underflow, and other exceptions reproducibly.**

It is easy to construct small sets of finite floating point numbers, where depending on the order of summation, one might compute \(+\infty\) (positive infinity), \(-\infty\) (negative infinity), \(\text{NaN}\) (Not-a-Number), 0, or 1 (the correct answer): Consider \([X, X, 1, -X, -X]\) where \(X\) is any finite floating point number greater than half the overflow threshold. The reproducible summation algorithm in Reference [15] (Algorithms 6 and 7) could not handle exceptions, very large summands, or very large intermediate results. In contrast, our algorithms guarantee that no overflows can occur until the final rounding to a single floating point number. Summands that are \(+\infty\), \(-\infty\), or \(\text{NaN}\) propagate in a reproducible way to the final sum.

We note that when we guarantee that a \(\text{NaN}\) will either always, or never, appear as the result of a reproducible sum, we are not making any guarantees about the bitwise representation of the resulting \(\text{NaN}\) being reproducible, just that the result is a \(\text{NaN}\). This is because the IEEE Floating Point Standard 754 does not specify a unique representation for \(\text{NaN}\) (there are several) or guarantee which operand in the sum \(\text{NaN} + \text{NaN}\) will propagate to the result.

Underflows are handled reproducibly by assuming default gradual underflow semantics, but a slightly modified version of our algorithms work with abrupt or gradual underflow.

(4) **One read-only pass over the summands.**

This property is critical for efficient implementation of the BLAS, where summands (like \(A_{ik} \cdot B_{kj}\) in matrix multiply \(C = A \cdot B\)) are computed once on the fly and discarded immediately. The algorithm in Reference [15] has this desirable property.

(5) **One reduction.**

A parallel reduction is an operation that uses a binary operator to combine multiple values (stored on different processors) into one. Any arbitrary reduction tree combining values and intermediates may be used. In parallel environments, the cost of a parallel reduction may dominate the total cost of a sum, so analogously to performing a single read-only pass over the data, it is important to be able to perform one parallel reduction operation (processing the data in any order) to compute a reproducible sum. The algorithm in Reference [15] again has this desirable property.

(6) **Use as little memory as possible to enable tiling.**

Many existing algorithms for reproducible summation represent intermediate sums with a reproducible accumulator. BLAS3 operations like matrix-multiplication require many reproducible accumulators to exploit common optimizations like tiling; otherwise, they are forced to run at the much slower speeds of BLAS1 or BLAS2.

To fit as many of these reproducible accumulators into the available fast memory as needed, they need to be as small as possible. Our default-sized reproducible accumulator occupies 6 double precision floating point words, which is small enough for these optimization purposes.

(7) **Use a modular design, so reproducible summation can be applied in a variety of use cases.**

Floating point summation is very common, so we want to make it easy to be reproducible whenever required. Also, in some applications only some parts of a sum may require modification to be reproducible. For example, in a parallel sum where the data
assigned to each processor is known to be fixed, only the parallel reduction of the partial sums from each processor may require modification.

Since we can add floating point numbers to our reproducible accumulator and we can add two of our reproducible accumulators together, our algorithms can be used in most software patterns for summation. Reference [15] also had these algorithms, but lacked a formal description of the accumulator data structure, how it was initialized, and how to convert it back to a floating point number. Our algorithm to add a floating point number to a reproducible accumulator is described in smaller, more modular functions than in Reference [15]. All of our algorithms have clear requirements and guarantees in terms of our reproducible accumulator.

We need to make some assumptions on the maximum number of summands. These turn out to be $2^{64}$ and $2^{33}$ for double and single precision, respectively, which is more than enough in practice, and 4× more than in Reference [15] (see Section 6.2).

Previous alternative approaches to reproducible summation fail to attain all these goals. For example, the Intel Math Kernel Library (MKL) introduced a feature called Conditional Numerical Reproducibility (CNR) in version 11.0 [2]. When enabled, the code returns the same results from run-to-run as long as calls to MKL come from the same executable and the number of computational threads used by MKL is constant. Performance is degraded by these features by at most a factor of 2. However, these routines cannot offer reproducible results if the data ordering or the number of processors changes, violating Goal 1 above. MKL also does not have a distributed memory implementation. NVIDIA’s CuBLAS [3] routines are reproducible by default, because they use a deterministic order of summation. This approach is limited in the same ways as MKL with CNR. A correctly rounded sum is the sum computed exactly and then rounded to a floating point number. The correctly rounded sum is reproducible by definition, but this approach involves either an accumulator big enough to accumulate all possible floating point sums exactly [8, 10, 26] (violating Goal 6), and/or multiple passes over the data rewriting it to eliminate cancellation [8, 30] (violating Goal 4). Pre-rounding the sum to a fixed precision before summing exactly can reduce the necessary size of the superaccumulator used in exact summation; however, this also requires more than one pass over the data [14, 27, 31], violating Goal 4. A hardware instruction for computing pre-rounded sums is presented in Reference [27], and while pre-rounding violates Goal 4, such an instruction could be used as an alternative to floating point operations as the building block for our approach.

We summarize our reproducible summation algorithm informally as follows:

We break the range of floating point exponents into fixed bins all of some width $W$ (see Figure 1). Each summand is then rewritten as the exact sum of a small number of slices, where each slice corresponds to the significant bits of the summand lying (roughly) in a bin. Since we choose $W$ to be smaller than the number of floating point significand bits, we can then exactly sum a large number of slices corresponding to the same bin in one floating point number. We can also use this floating point number to hold any $\pm\text{Inf}$, $-\text{Inf}$, or NaN that we encounter along the way. To avoid overflow, we use scaling to represent the sum of slices in the most significant bin that is very close to the overflow threshold. Notice that we do not need to sum the slices in all bins, only the bins corresponding to the largest exponents (the number of bins summed can be chosen based on the desired accuracy). Slices lying in bins with smaller exponents are discarded or not computed in the first place. For example, if sums of slices were computed on separate processors and then combined, we would only keep the sums of slices corresponding to the most significant bins. Independent of the order of summation, or of parallelism, we end up with the same sums of slices in the same bins, all computed exactly and so reproducibly. Finally, we convert from our accumulator to a standard
floating point number by carefully summing the separate sums of slices in each bin. As we will see, this idea, while it sounds simple, requires significant effort to implement and prove correct.

The rest of this article is organized as follows: Section 2 introduces notation used later. Section 3 gives a formal discussion of the bins and slices on which our algorithms are based. Section 4 describes the data structure (the binned number) used to store the sums of the slices. Section 5 contains several algorithms for basic manipulations of a binned number. These algorithms allow the user to, for instance, extract the slices of a floating point number and add them to the binned number, to add two binned numbers together, or to convert from the binned number to a floating point number. By extract, we informally mean any one of several ways of computing a slice. Section 6 contains the analysis of our algorithms. Section 6.1 shows that the absolute error of the reproducibly computed sum is bounded as in Equation (6.1). Section 6.2 provides and explains our recommended default parameter settings and considers bfloat16 summands and mixed precision. Appendix A contains notes on the design choices we made in formalizing our algorithms. For example, it shows how our algorithms can be implemented in different floating point rounding modes, with the new augmented addition operation in the IEEE 754-2019 standard, using simpler exception handling, to support denormalized numbers, using abrupt underflow, or to support very high accuracy. Appendix A.7 contains detailed operation counts for each of our presented algorithms.

2 NOTATION AND BACKGROUND

All indices start at 0 in correspondence with several programming language implementations.

Let \( \mathbb{R} \) and \( \mathbb{Z} \) denote the sets of real numbers and integers, respectively. For all \( r \in \mathbb{R} \), let \( r \mathbb{Z} \) denote the set of all integer multiples of \( r \).

Let \( \mathbb{F} \) denote the set of binary floating point numbers with precision \( p \) and exponent range \([e_{\text{min}}, e_{\text{max}}]\). Each \( f \in \mathbb{F} \) is represented using three fields: the sign \( s \in \{-1, +1\} \), the significand (also called mantissa) \( m \in [0, 2) \), and the exponent \( e \in [e_{\text{min}} - 1, e_{\text{max}} + 1] \). The sign is represented by one bit \( s_0 \in \{0, 1\} \) where \( s = 1 - 2 \cdot s_0 \). The mantissa is represented by the binary fixed point number \( m = m_0.m_1m_2 \ldots m_{p-1} \). The exponent is represented using the unsigned integer \( e_0 e_1 e_2 \ldots \), where \( e = (e_{\text{min}} - 1) + (e_0 e_1 e_2 \ldots) \). We will use the function \( \text{getexp}(f) \) to refer to \( e \).

When \( e \in [e_{\text{min}}, e_{\text{max}}] \), \( f \) is interpreted as \( f = s \cdot m \cdot 2^e \). In this case, \( f \) is said to be normalized if \( m_0 = 1 \) (\( m \in [1, 2) \)) and unnormalized if \( m_0 = 0 \) and \( m \neq 0 \).

When \( e = e_{\text{min}} - 1, f \) is interpreted as \( f = s \cdot m \cdot 2^{e_{\text{min}}} \). In this case, \( f \) is said to be denormalized or subnormal if \( m_0 = 0 \) and \( m \neq 0 \).

Note that \( \mathbb{F} \) includes the exceptional values \(+\text{Inf}, -\text{Inf}, \) and \( \text{NaN} \). When \( e = e_{\text{max}} + 1 \) and \( m_1m_2 \ldots m_{p-1} = 0 \), then \( f = s \cdot \text{Inf} \). When \( e = e_{\text{max}} + 1 \) and \( m_1m_2 \ldots m_{p-1} \neq 0, \) then \( f = \text{NaN} \) (a special value meaning “Not a Number”). We say \( f \) is finite when it is not exceptional. Equivalently, \( f \) is finite when \( f \in \mathbb{F} \cap \mathbb{R} \).

In the IEEE 754-2008 Floating Point Standard [1], floating point numbers follow the “hidden bit” convention, meaning that \( m_0 = 0 \) only when \( e = e_{\text{min}} - 1 \). This implies that \( f \) is normalized only when \( e \in [e_{\text{min}}, e_{\text{max}}] \), denormalized only when \( e = e_{\text{min}} - 1 \) and \( m \neq 0 \), and zero only when \( e = e_{\text{min}} - 1 \) and \( m = 0 \). The “hidden bit” convention also disallows the existence of unnormalized numbers. Finally, it means that \( m_0 \) need not be stored, and the underlying bitwise representation of the floating point number is therefore \( s_0e_0e_1e_2 \ldots m_1m_2 \ldots m_{p-1} \). We define bits \( (f) \) as the unsigned integer corresponding to this bitwise representation of \( f \).

\( r \in \mathbb{R} \) is representable as a floating point number if there exists \( f \in \mathbb{F} \) such that \( r = f \) as real numbers. For all \( r \in \mathbb{R}, e \in \mathbb{Z} \) such that \( e_{\text{min}} - p < e \) and \( |r| < 2 \cdot 2^{e_{\text{max}}} \), if \( r \in 2^e \mathbb{Z} \) and \( |r| \leq 2^{e+p} \), then \( r \) is representable.

Machine epsilon, \( \epsilon \), the difference between 1 and the greatest floating point number smaller than 1, is defined as \( \epsilon = 2^{-p} \).
The unit in the last place of $f \in \mathbb{F}$, $\text{ulp}(f)$, is the spacing between two consecutive floating point numbers of the same exponent as $f$. Thus, $\text{ulp}(f) = 2^{\text{getexp}(f) - p + 1} = 2e2^{\text{getexp}(f)}$. If $f$ is finite, $\epsilon|f| < \text{ulp}(f)$. If $f$ is normalized, $\text{ulp}(f) \leq 2|f|$.

The unit in the first place of $f \in \mathbb{F}$, $\text{ulp}(f)$, is the value of the first significant bit of $f$. In this text, we define $\text{ulp}(f)$ only on normalized floating point numbers as $\text{ulp}(f) = 2^{\text{getexp}(f)}$. Since $f$ is normalized, $\text{ulp}(f) \leq |f|$.

We define the operations $\oplus$, $\ominus$, and $\odot$ to be the IEEE floating point addition, subtraction, and multiplication operations. Thus, e.g., $x \oplus y$ is an operation that returns a floating point approximation to the real number $x + y$. When $x + y$ lies between two floating point numbers, the rounding mode defines which number to choose. We assume any “to-nearest” IEEE rounding mode (no specific tie-breaking behavior is required; see Lemma 5.1 for how tie-breaking is avoided in the critical part of Algorithm 5.4). We assume gradual underflow, meaning that when the nearest floating point number to $x + y$ is subnormal, that number is returned by $\oplus$. If $\ominus$ were to return a zero instead of returning subnormal numbers, we would call this behavior abrupt underflow. Methods to handle abrupt underflow and alternate rounding modes will be considered in Appendix A.

For all $f_0, f_1 \in \mathbb{F}$ and, e.g., $\oplus$ and $+$, if $f_0 + f_1$ is representable, we have $f_0 \oplus f_1 = f_0 + f_1$. Under our rounding assumptions, if $f_0 \oplus f_1$ is finite, then we have that $|(f_0 \oplus f_1) - (f_0 + f_1)| \leq 0.5\text{ulp}(f_0 \oplus f_1)$. This bound accounts for underflow, as the magnitude of $\text{ulp}(f)$ reflects the appropriate loss of accuracy when $f$ is in the denormal range.

We will refer to the various IEEE formats as follows: We refer to Binary16 as half, Binary32 as single, Binary64 as double, and Binary128 as quad.

We define $f|m$ and $f&m$ as the floating point result of applying the logical “or” and “and” operators to the underlying bitwise representation of $f$ using the integer mask $m$. We assume that $f$ is stored in the standard binary interchange format [1]. If $>$ and $<$ are the logical shift operators on integers, we can implement $\text{ulp}(f)$ as $\text{ulp}(f) = f & ((\text{emax} - \text{emin} + 2) << (p - 1))$, using the fact that the representation of the binary integer $(\text{emax} - \text{emin} + 2) << (p - 1)$ can be used to mask the bits corresponding to the exponent field. Thus, we can implement $\text{getexp}(f)$ as $\text{getexp}(f) = (\text{bits}(f & ((\text{emax} - \text{emin} + 2) << (p - 1))) >> (p - 1)) + (\text{emin} - 1)$. Note that $\text{getexp}$ differs from the IEEE operation $\log B$ on exceptional and tiny inputs, since $\text{getexp}(+\text{Inf}) = \text{emax} + 1$ while $\log B(+\text{Inf}) = +\text{Inf}$ and $\text{getexp}(0) = \text{emin} - 1$ while $\log B(0) = -\text{Inf}$. We can check if a floating point value is exceptional by checking that $\text{bits}(f & ((\text{emax} - \text{emin} + 2) << (p - 1)))$ is equal to $(\text{emax} - \text{emin} + 2) << (p - 1)$. This could be implemented with IEEE operations, as the logical negation of isFinite, or the logical disjunction of isNan or isInf, but we use our bitwise check for operation counting.

We define the function $R_{\pm \infty}(r, e), r \in \mathbb{R}, e \in \mathbb{Z}$ as

$$R_{\pm \infty}(r, e) = \begin{cases} |r/2^e + 1/2| 2^e & \text{if } r \geq 0, \\ |r/2^e - 1/2| 2^e & \text{otherwise.} \end{cases} \quad (2.1)$$

$R_{\pm \infty}(r, e)$ rounds $r$ to the nearest multiple of $2^e$, breaking ties away from 0. Properties of such rounding are shown in Equation (2.2). Let $s_r$ be the sign of $r$, so $s_r = 1$ if $r \geq 0$ and $s_r = -1$ if $r < 0$. Let $z \in \mathbb{Z}$.

$$|r - R_{\pm \infty}(r, e)| \leq 2^{e-1}$$

$$|r - R_{\pm \infty}(r, e)| \leq |r|$$

$$R_{\pm \infty}(r, e) \in 2^n \mathbb{Z} \text{ if } r \in 2^n \mathbb{Z}, n \in \mathbb{Z}$$

$$R_{\pm \infty}(r, e) = 0 \text{ if } |r| < 2^{e-1}$$

$$R_{\pm \infty}(r, e) = r + s_r 2^{e-1} \text{ if } |r - R_{\pm \infty}(r, e)| = 2^{e-1}. \quad (2.2)$$

3 BINNING

We achieve reproducible summation of floating point numbers through binning. Each number is split into several components corresponding to predefined exponent ranges, then the components corresponding to each range are summed separately. We begin in Section 3.1 by explaining the particular set of ranges (referred to as bins; see Figure 1) used. Section 3.2 develops mathematical theory to describe the components (referred to as slices) corresponding to each bin. The data structure (referred to as a binned number) to represent slices in bins will be explained in Section 4.

In this section, we develop theory to concisely describe and prove correctness of the algorithms throughout the article.

3.1 Bins

We start by dividing an expanded range of floating point exponents, \((e_{\text{min}} - p, \ldots, e_{\text{max}} + 1]\) into bins \((a_i, b_i]\) of width \(W\) according to Equations (3.1), (3.2), and (3.3).

**Definition 3.1.** We define the bins \((a_i, b_i]\) used by our algorithms as follows:

\[
0 \leq i \leq i_{\text{max}} = \left\lfloor \frac{(e_{\text{max}} - e_{\text{min}} + p - 1)}{W} \right\rfloor - 1,
\]

\[
a_i = e_{\text{max}} + 1 - (i + 1)W,
\]

\[
b_i = a_i + W.
\]

Note that Equations (3.2) and (3.3) imply that for \(1 \leq i \leq i_{\text{max}}\), \(a_{i-1} = b_i\).

We say the bin \((a_{i_0}, b_{i_0}]\) is greater than the bin \((a_{i_1}, b_{i_1}]\) if \(a_{i_0} > a_{i_1}\) (which is equivalent to either \(b_{i_0} > b_{i_1}\) or \(i_0 < i_1\)).

We say the bin \((a_{i_0}, b_{i_0}]\) is less than the bin \((a_{i_1}, b_{i_1}]\) if \(a_{i_0} < a_{i_1}\) (which is equivalent to either \(b_{i_0} < b_{i_1}\) or \(i_0 > i_1\)).

The greatest bin, \((a_0, b_0]\), is

\[
(e_{\text{max}} + 1 - W, e_{\text{max}} + 1]
\]

and the least bin, \((a_{i_{\text{max}}}, b_{i_{\text{max}}}]\), is

\[
(e_{\text{min}} - p + 2 + ((e_{\text{max}} - e_{\text{min}} + p - 1) \mod W), e_{\text{min}} - p + 2 + W + ((e_{\text{max}} - e_{\text{min}} + p - 1) \mod W].
\]

For reasons explained later, we require that

\[
W < p - 2
\]

and

\[
2W > p + 1.
\]
Table 1. Proposed Binning Scheme

<table>
<thead>
<tr>
<th>Floating Point Type</th>
<th>single</th>
<th>double</th>
<th>quad</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{\text{max}}$</td>
<td>127</td>
<td>1,023</td>
<td>16,383</td>
</tr>
<tr>
<td>$e_{\text{min}}$</td>
<td>$-126$</td>
<td>$-1,022$</td>
<td>$-16,382$</td>
</tr>
<tr>
<td>$p$</td>
<td>24</td>
<td>53</td>
<td>113</td>
</tr>
<tr>
<td>$e_{\text{min}} - p$</td>
<td>$-150$</td>
<td>$-1,075$</td>
<td>$-16,495$</td>
</tr>
<tr>
<td>$W$</td>
<td>13</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>$i_{\text{max}}$</td>
<td>20</td>
<td>51</td>
<td>327</td>
</tr>
<tr>
<td>$(a_0, b_0]$</td>
<td>$(115, 128]$</td>
<td>$(984, 1,024]$</td>
<td>$(16,284, 16,384]$</td>
</tr>
<tr>
<td>$(a_{i_{\text{max}}}, b_{i_{\text{max}}}]$</td>
<td>$(-145, -132]$</td>
<td>$(-1,056, -1,016]$</td>
<td>$(-16,416, -16,316]$</td>
</tr>
</tbody>
</table>

Notice that to satisfy Equations (3.6) and (3.7), we must have

$$p \geq 8. \quad (3.8)$$

Equation (3.8) is satisfied in all binary IEEE floating point formats. Since

$$a_{i_{\text{max}}} = e_{\text{min}} - p + 2 + \left( (e_{\text{max}} - e_{\text{min}} + p - 1) \mod W \right) \geq e_{\text{min}} - p + 2, \quad (3.9)$$

we ignore the least exponents in our expanded range,

$$\left[ e_{\text{min}} - p, e_{\text{min}} - p + 2 + \left( (e_{\text{max}} - e_{\text{min}} + p - 1) \mod W \right) \right]. \quad (3.10)$$

However, Equations (3.6) and (3.5) ensure that our least bin will always extend below $e_{\text{min}}$.

$$a_{i_{\text{max}}} = e_{\text{min}} - p + 2 + \left( (e_{\text{max}} - e_{\text{min}} + p - 1) \mod W \right) \leq e_{\text{min}} - p + 2 + (W - 1) \leq e_{\text{min}} - p + 2 + (p - 2 - 1 - 1) = e_{\text{min}} - 2. \quad (3.11)$$

A possible division of expanded exponent ranges for various binary IEEE floating point formats is shown in Table 1. The choices of $W$ are discussed in detail in Section 6.2, when the effects of such choices can be more accurately described.

We do not consider half precision floating point numbers, because it is easier to sum them exactly. Since the half format has $e_{\text{min}} = -14$, $e_{\text{max}} = 15$, and $p = 11$, it can be represented in fixed-point arithmetic using 40 bits of precision. Thus, we could sum our half summands using a double and it would be exact, and so reproducible, to at least $2^{13}$ summands. One could sum even more of them exactly by converting the summands to (scaled) 64-bit integers.

### 3.2 Slices

Throughout the text, we will refer to the slice of some $x \in \mathbb{R}$ in the bin $(a_i, b_i]$ (see Figure 1). $x$ can be split into several slices, each slice corresponding to a bin $(a_i, b_i]$ and expressible as the (possibly negated) sum of a subset of $\{2^e, e \in (a_i, b_i]\}$, such that the sum of the slices equals $x$ exactly or provides a good approximation of $x$, possibly dropping bits at the very bottom of the exponent range, $(e_{\text{min}}, e_{\text{min}} - p]$. Specifically, the slice of $x \in \mathbb{R}$ in the bin $(a_i, b_i]$ is defined recursively as $d(x, i)$ in Equation (3.12). We must define $d(x, i)$ recursively, because it is not a simple bitwise extraction. The extraction is more complicated, because the splitting is performed using floating point instructions. There are many ways to implement the splitting (using only integer instructions, only floating point instructions, a mix of the two, or even special purpose hardware).
article focuses on using a majority of floating point instructions, allowing us to take advantage of
the rounding operations built in to floating point arithmetic.

**Definition 3.2.** We define the slice \(d(x, i)\) of \(x \in \mathbb{R}\) in the bin \((a_i, b_i]\) as follows:

\[
d(x, 0) = R_{\pm\infty}(x, a_0 + 1)
\]

\[
d(x, i) = R_{\pm\infty}(x - \sum_{j=0}^{i-1} d(x, j), a_i + 1) \quad \text{for } i > 0.
\]

We make three initial observations on the definition of \(d(x, i)\). First, we note that \(d(x, i)\) is well
defined recursively on \(i\) with base case \(d(x, 0) = R_{\pm\infty}(x, a_0 + 1)\).

Next, notice that \(d(x, i)\) may be too large to represent as a floating point number. For
example, if \(x\) is the greatest finite floating point number, then \(d(x, 0) = R_{\pm\infty}(x, a_0 + 1)\) would be
\(2^{e_{\text{max}} + 1}\). We will have to handle the 0 bin using scaling.

Lemmas 3.1 and 3.2 follow from the definition of \(d(x, i)\).

**Lemma 3.1.** For all \(i \in \{0, \ldots, i_{\text{max}}\}\) and \(x \in \mathbb{R}\) such that \(|x| < 2^{a_i}\), \(d(x, i) = 0\).

**Proof.** We show the claim by induction on \(i\).

In the base case, \(|x| < 2^{a_0}\), by Equation (2.2), we have \(d(x, 0) = R_{\pm\infty}(x, a_0 + 1) = 0\).

In the inductive step, we have \(|x| < 2^{a_{i+1}} < \cdots < 2^{a_0}\) by Equation (3.2) and by induction \(d(x, i) = \cdots = d(x, 0) = 0\). Thus,

\[
d(x, i+1) = R_{\pm\infty}(x - \sum_{j=0}^{i} d(x, j), a_{i+1} + 1) = R_{\pm\infty}(x, a_{i+1} + 1)
\]

Again, since \(x < 2^{a_{i+1}}\), by Equation (2.2), we have \(d(x, i+1) = R_{\pm\infty}(x, a_{i+1} + 1) = 0\).

**Lemma 3.2.** For all \(i \in \{0, \ldots, i_{\text{max}}\}\) and \(x \in \mathbb{R}\) such that \(|x| < 2^{b_i}\), \(d(x, i) = R_{\pm\infty}(x, a_i + 1)\).

**Proof.** The claim is a simple consequence of Lemma 3.1.

By Equations (3.2) and (3.3), \(|x| < 2^{b_i} = 2^{a_{i-1}} < \cdots < 2^{a_0}\). Therefore, Lemma 3.1 implies \(d(x, 0) = \cdots = d(x, i-1) = 0\) and we have

\[
d(x, i) = R_{\pm\infty}(x - \sum_{j=0}^{i-1} d(x, j), a_i + 1) = R_{\pm\infty}(x, a_i + 1).
\]

Lemma 3.1, Lemma 3.2, and Equation (3.12) can be combined to yield an equivalent definition
of \(d(x, i)\) for all \(i \in \{0, \ldots, i_{\text{max}}\}\) and \(x \in \mathbb{R}\).

\[
d(x, i) = \begin{cases} 0 \text{ if } |x| < 2^{a_i} \\
R_{\pm\infty}(x, a_i + 1) \text{ if } 2^{a_i} \leq |x| < 2^{b_i} \\
R_{\pm\infty}(x - \sum_{j=0}^{i-1} d(x, j), a_i + 1) \text{ if } 2^{b_i} \leq |x| \end{cases}
\]

**Theorem 3.3.** For all \(i \in \{0, \ldots, i_{\text{max}}\}\) and \(x \in \mathbb{R}\), \(|x - \sum_{j=0}^{i} d(x, j)| \leq 2^{a_i}\).
Proof. We apply Equations (3.12) and (2.2)
\[
\left| x - \sum_{j=0}^{i} d(x, j) \right| = \left| \left( x - \sum_{j=0}^{i-1} d(x, j) \right) - d(x, i) \right|
\]
\[
= \left| \left( x - \sum_{j=0}^{i-1} d(x, j) \right) - R_{\pm\infty} \left( x - \sum_{j=0}^{i-1} d(x, j), a_i + 1 \right) \right| \leq 2^{a_i}.
\]
Combining Theorem 3.3 with Equation (3.11), we see that for any \( x \in \mathbb{R} \),
\[
\left| x - \sum_{i=0}^{i_{\text{max}}} d(x, i) \right| \leq 2^{a_{\text{max}}} \leq 2^{e_{\text{min}} - 2}.
\]  
(3.14)

Although the bins do not extend all the way to \( e_{\text{min}} - p \), we can still approximate finite \( x \in \mathbb{R} \) using the sum of its slices to the nearest multiple of \( 2^{e_{\text{min}} - 1} \) or better (see \( a_{\text{max}} \) in Table 1).

As the slices of \( x \) provide a good approximation of \( x \), the sum of the slices of some \( x_0, \ldots, x_{n-1} \in \mathbb{R} \) provide a good approximation of \( \sum_{j=0}^{n-1} x_j \). This is the main idea behind the reproducible summation algorithm presented here. Since the largest nonzero slices of \( x \) provide the best approximation to \( x \), we compute the sum of the slices of each \( x_0, \ldots, x_{n-1} \) corresponding to the largest \( K \) bins such that at least one slice in the largest bin is nonzero. If such an approximation can be computed exactly, then it is necessarily reproducible. Notice that we do not necessarily compute the exact sum as in References [9, 21, 26]. We compute a well-defined approximation of the sum exactly.

If the sums of slices corresponding to each bin are kept separate, we can compute the reproducible sum iteratively, only storing sums of nonzero slices in the \( K \) largest bins seen so far. When a summand is encountered with nonzero slices in a larger bin than what has been seen previously, we abandon sums of slices in smaller bins to store the sums of slices in the larger ones.

Before moving on to discussions of how to store and compute the slices and sums of slices, we must show a bound on their size. Theorem 3.4 shows a bound on \( d(x, i) \).

Theorem 3.4. For all \( i \in \{0, \ldots, i_{\text{max}}\} \) and finite \( x \in \mathbb{R} \), \( |d(x, i)| \leq 2^{b_i} \).

Proof. First, we show that \( |x - \sum_{j=0}^{i-1} d(x, j)| \leq 2^{b_i} \).

If \( i = 0 \), we use Equation (3.4) to get
\[
\left| x - \sum_{j=0}^{i-1} d(x, j) \right| = |x| < 2 \cdot 2^{e_{\text{max}}} = 2^{b_0}.
\]

Otherwise, we can apply Equations (3.2) and (3.3) and Theorem 3.3 to get
\[
\left| x - \sum_{j=0}^{i-1} d(x, j) \right| \leq 2^{a_{i-1}} = 2^{b_i}.
\]

As \( 2^{b_i} \in 2^{a_{i+1}} \mathbb{Z} \), Equation (3.12) can be used:
\[
|d(x, i)| = \left| R_{\pm\infty} \left( x - \sum_{j=0}^{i-1} d(x, j), a_i + 1 \right) \right| \leq 2^{b_i}.
\]

Combining Theorem 3.4 with the earlier observation that \( d(x, i) \in 2^{a_{i+1}} \mathbb{Z} \), we see that the slice \( d(x, i) \) can be represented by bits lying in the bin \((a_i, b_i)\) as desired.
4 THE BINNED NUMBER

The **binned number** is used to represent the intermediate sum during reproducible summation. A binned number \( Y \) is a data structure composed of several slice-collecting data structures \( Y_0, \ldots, Y_{K-1} \). Each **collector** \( Y_k \) is a data structure used to extract and sum the slices of the input in the bin \( \{a_{l+k}, b_{l+k}\} \) where \( I \) is the **index** of \( Y \), \( 0 \leq I \leq i_{\text{max}} - K + 1 \) (so all of the bins in the binned number are defined) and \( 0 \leq k < K \).

A binned number with \( K \) collectors is referred to as a **\( K \)-fold** binned number. Due to their low accuracy, 1-fold binned numbers are not considered. \( K \) can be at most \( i_{\text{max}} + 1 \), when all collectors are included. The collectors in a binned number correspond to contiguous bins in decreasing order. If \( Y \) has index \( I \), then \( Y_k \) sums slices of the input in the bin \( \{a_{l+k}, b_{l+k}\} \). The binned number corresponding to the reproducibly computed sum of \( x_0, \ldots, x_{n-1} \in \mathbb{F} \) is referred to as the **binned sum** of \( x_0, \ldots, x_{n-1} \).

Section 4.1 elaborates on the specific fields that make up the binned number and the values they represent in the finite case. Sections 4.1.1 and 4.1.2 show that the fields in the binned number are normalized floating point numbers below the overflow threshold, and Section 4.1.3 contains sentinel values for the binned number to handle exceptions. Section 4.2 explains why the index does not need to be stored explicitly. Section 4.3 explains how the binned number can be used to represent the sum of several floating point numbers.

### 4.1 Primary and Carry

The fields of the binned number are of the same floating point type as the numbers it is summing. The collectors \( Y_k \) of a binned number \( Y \) are each implemented using two underlying floating point fields. The **primary** field \( Y_k P \) is used during slice extraction, while the **carry** field \( Y_k C \) holds overflow from the primary field. Because primary fields are frequently accessed sequentially, the primary fields and carry fields are each stored contiguously in separate arrays. The notation for the primary field \( Y_k P \) and carry field \( Y_k C \) corresponds to the “\( S_j \)” and “\( C_j \)” of Algorithm 6 in Reference [15].

The numerical value \( Y_{k P} \) represented by finite data stored in the primary field \( Y_{k P} \) is an offset from \( 1.5 \epsilon^{-1} 2^{a_{l+k}} \), where \( I \) is the index of \( Y \). We store the field using an offset to set the exponent of \( Y_{k P} \) so we may use \( Y_{k P} \) for both splitting and storage of summands. To keep the exponent of \( Y_{k P} \) constant, it must be constrained to a range of numbers with the same exponent as \( 1.5 \epsilon^{-1} 2^{a_{l+k}} \). Because the offset corresponding to \( I + k = 0 \) is too large to be representable as a floating point number, we must store the collector corresponding to index 0 using a scaled representation.

\[
\begin{align*}
Y_{k P} &= \begin{cases} 
Y_{k P} - 1.5 \epsilon^{-1} 2^{a_{l+k}} & \text{if } I + k > 0 \\
2^{p-W+1}(Y_{0 P} - 1.5 \cdot 2^{e_{\text{max}}}) & \text{if } I + k = 0
\end{cases} \\
\end{align*}
\]

\[
\begin{align}
Y_{k P} &\in \begin{cases} 
(e^{-1} 2^{a_{l+k}}, 2^{e_{\text{max}}}) & \text{if } I + k > 0 \\
(2^{e_{\text{max}}}, 2^{e_{\text{max}}}) & \text{if } I + k = 0
\end{cases} 
\end{align}
\tag{4.1}
\]

Representing the primary field value as an offset from \( 1.5 \epsilon^{-1} 2^{a_{l+k}} \) simplifies the process of extracting the slices of input in bins \( \{a_{l+k}, b_{l+k}\} \). If we have finite \( r \in \mathbb{F} \), \( |r| \leq 2^{b_{l+k}} \) and ensure that Equation (4.1) stays satisfied, then it will be shown that the operation \( Y_{k P} = Y_{k P} + (r|1) \) in a “to-nearest” rounding mode will add to \( Y_{k P} \) the value \( R_{a,o}(r, a_{l+k}) \), where \( I + k > 0 \) and \( r|1 \) is \( r \) with the least significant bit of the significand set to 1. We will show how to use this observation to efficiently extract and sum the slices belonging to each collector in Algorithm 5.4.

Because \( d(x, I + k) = 0 \) for bins with \( |x| < 2^{b_{l+k}} \), the values in the greatest \( K \) nonzero collectors can be computed reproducibly by computing the values in the greatest \( K \) collectors needed for the largest \( x \) seen so far. Upon encountering an \( x \geq 2^{b_l} \), the collectors can then be shifted towards...
index 0 as necessary. Since the maximum absolute value operation is always reproducible, so is the index of the greatest collector.

To keep the primary fields in the necessary range while the slices are extracted and to keep the representation of $Y_k$ unique, when $Y_{kP}$ strays too far from $1.5e^{-1}2^a_{s+k}$ it is renormalized to the range

$$Y_{kP} \in \begin{cases} 1.5e^{-1}2^a_{s+k}, 1.75e^{-1}2^a_{s+k} & \text{if } I + k > 0 \\ 1.5 \cdot 2^{\text{emax}}, 1.75 \cdot 2^{\text{emax}} & \text{if } I + k = 0. \end{cases}$$

This renormalization is performed periodically during summation. To renormalize, $Y_{kP}$ is incremented or decremented by $0.25e^{-1}2^a_{s+k}$, leaving the carry field $Y_{kC}$ to record the number of such adjustments (where $Y_{kC}$ is incremented or incremented by 1, respectively). The numerical value $\mathcal{Y}_{kC}$ represented by finite data stored in the carry field $Y_{kC}$ of a binned number $Y$ of index $I$ is

$$\mathcal{Y}_{kC} = (0.25e^{-1}2^a_{s+k})Y_{kC}. \quad (4.2)$$

Combining Equations (4.1) and (4.2), we get that the value $\mathcal{Y}_k$ of the collector $Y_k$ of a binned number $Y$ of index $I$ is

$$\mathcal{Y}_k = \mathcal{Y}_{kP} + \mathcal{Y}_{kC} = \begin{cases} Y_{kP} - 1.5e^{-1}2^a_{s+k} + (0.25e^{-1}2^a_{s+k})Y_{kC} & \text{if } I + k > 0 \\ 2^{p-W+1}(Y_{0P} - 1.5 \cdot 2^{\text{emax}}) + (0.25e^{-1}2^a_{s+k})Y_{0C} & \text{if } I + k = 0. \end{cases} \quad (4.3)$$

Therefore, using Equation (4.3), the numerical value $\mathcal{Y}$ represented by data stored in a $K$-fold binned number $Y$ of index $I$ (the sum of $Y$’s collectors) is

$$\mathcal{Y} = \sum_{k=0}^{K-1} \mathcal{Y}_k = \sum_{k=0}^{K-1} \begin{cases} Y_{kP} - 1.5e^{-1}2^a_{s+k} + (0.25e^{-1}2^a_{s+k})Y_{kC} & \text{if } I + k > 0 \\ 2^{p-W+1}(Y_{0P} - 1.5 \cdot 2^{\text{emax}}) + (0.25e^{-1}2^a_{s+k})Y_{0C} & \text{if } I + k = 0. \end{cases} \quad (4.4)$$

Depending on the data format used to store $Y_{kC}$, the number of updates to one collector without overflow is limited, which determines the possible maximum number of inputs that can be reproducibly added to one collector. As $Y_{kC}$ must be able to record additions of absolute value 1 without error, $Y_{kC}$ must stay in the range $[-e^{-1}, e^{-1}]$. As the absolute value of a slice $d(x, i)$ is bounded by $2^a_{s+1}W$ as in Theorem 3.4 and a value of 1 in the carry field has a value of $2^{a_s+p-2}$, each collector is capable of representing the sum of at least

$$2^{2p-W-2} \quad (4.5)$$
slices, and thus the binned number can represent the sum of at least the same number of floating point numbers. Equation (4.5) is $2^{64}$ in double and $2^{33}$ in single precision using the values in Table 1.

### 4.1.1 Overflow

Here, we show that none of the primary fields in a binned number may overflow.

**Theorem 4.1.** For any binned number $Y$ of index $I$ and any $Y_{kP}$ satisfying Equation (4.1), if $I + k \geq 1$, $|Y_{kP}| < 2^{\text{emax}}$. If $I + k = 0$, $|Y_{kP}| < 2 \cdot 2^{\text{emax}}$.

**Proof.** If $I + k \geq 1$, $a_1 = \text{emax} + 1 - 2W$ by Equation (3.2), therefore, $a_1 < \text{emax} - p$ using Equation (3.7) and, since all quantities are integers, $a_1 \leq \text{emax} - p - 1$. Thus, $a_{s+k} \leq a_1 \leq \text{emax} - p - 1$ by Equation (3.2).

By Equation (4.1), $Y_{kP}$ is kept within the range $(e^{-1}2^a_{s+k}, 2e^{-1}2^a_{s+k})$, therefore

$$|Y_{kP}| < 2e^{-1}2^a_{s+k} \leq 2^{1+p}2^{\text{emax}-1-p} = 2^{\text{emax}}.$$  

If $I + k = 0$, the result is given directly by Equation (4.1).
4.1.2 Underflow. Although we sum numbers in the denormalized range, Algorithms 5.4 and 5.5 require that the primary fields \( Y_{kP} \) are normalized to work correctly. Theorem 4.2 shows that the primary fields will always be normalized.

**Theorem 4.2.** Any primary field \( Y_{kP} \) of a binned number \( Y \) of index \( I \) satisfying Equation (4.1) is normalized.

**Proof.** If \( I + k \geq 1 \), by Equation (4.1), we have \( Y_{kP} \in (\epsilon - \frac{1}{2}a_{I+k}, 2\epsilon - \frac{1}{2}a_{I+k}) \) and we can use Equation (3.9) to show \( \text{getexp}(Y_{kP}) = a_{I+k} + p > e_{\text{min}} + 1 \), so \( Y_{kP} \) is normalized.

If \( I + k = 0 \), by Equation (4.1), we have \( Y_{kP} \in (2^{e_{\text{max}}}, 2 \cdot 2^{e_{\text{max}}}) \) and clearly it is normalized. □

4.1.3 Exceptions. Binned numbers are capable of representing exceptional cases such as +Inf, −Inf, or NaN. A binned number \( Y \) stores its exception status in its first primary field \( Y_{0P} \). A value of 0 in \( Y_{0P} \) indicates that nothing has been added to \( Y \) yet (\( Y_{0P} \) is initialized to 0). By Equation (4.1), the value of 0 in a primary field is unused in any previously specified context and may be used as a sentinel value.

A value of +Inf or −Inf in \( Y_{0P} \) indicates that one or more +Inf or −Inf (and no other exceptional values) have been added to \( Y \), respectively.

A value of NaN in \( Y_{0P} \) indicates that one or more NaNs have been added to \( Y \) and/or one or more of both +Inf and −Inf have been added to \( Y \). Note that we treat all bitwise representations of NaN as identical.

This behavior follows the behavior for exceptional values in IEEE 754-2008 floating point arithmetic. The result of adding some exceptional values using floating point arithmetic, therefore, matches the result obtained from binned summation. As +Inf, −Inf, and NaN add associatively, this behavior is reproducible.

As the \( Y_{kP} \) are kept finite to store finite values and to indicate that nothing has been added to \( Y \) yet, +Inf, −Inf, and NaN are unused in any previously specified context and are valid sentinel values.

Notice that Equation (4.1) implies that the binned number is capable of expressing values that are too large to represent with the floating point type it is composed with. The partial sums in reproducible summation can grow much larger than the overflow threshold and then cancel back down. In fact, as long as the sum itself is below overflow (beyond the margin of error), the summands are finite, and the number of summands is bounded by Equation (4.5), the reproducible summation will not overflow.

However, as we have just described, if the inputs to summation are already infinite, the summation will return +Inf or −Inf.

If the final value of the summation is too large to express as a floating point number, we will also return +Inf or −Inf. We can determine whether or not the real number \( Y \) is too large to be representable in the desired floating point format when converting \( Y \) to a floating point number. This procedure is described in Section 5.8.

4.2 Implicit Index Storage

Here, we make the observation that there exists a bijection between the index \( I \) of a binned number \( Y \) and the exponent of \( Y_{0P} \).

By Equation (4.1) and Theorem 4.1, we see that if \( I = 0 \), \( Y_{0P} \) has exponent \( e_{\text{max}} \), whereas if \( I > 0 \), \( Y_{1P} < 2^{e_{\text{max}}} \). Equation (4.1) and Theorem 4.2 imply that if \( I > 0 \), \( Y_{0P} \) has exponent \( a_{I} + p \). If nothing has been added to \( Y \), \( Y_{0P} \) is 0 and Theorem 4.2 tells us this is a previously unused exponent. Since all of the previous exponents have corresponded to finite values, the exceptional values have an unused exponent.
Thus, we do not need to explicitly store the index of a binned number, as it can be determined by examining the exponent of $Y_{0P}$. Algorithm 5.1 will show how to do this explicitly.

### 4.3 Binned Sum

We have previously explained the binned number, a data structure we will use for reproducible summation. We now define a quantity that can be expressed using the binned number, called the binned sum. We show that if an algorithm returns the binned sum of its inputs, it is reproducible.

**Definition 4.1.** Assume $1 \leq n \leq 2^{2p-W-2}$ (4.5). The $K$-fold binned sum of finite $x_0, \ldots, x_{n-1} \in \mathbb{F}$ is defined to be a $K$-fold binned number $Y$ such that for all $k$ where $0 \leq k < K$, the following equations are satisfied:

\[
I \text{ is the greatest integer such that } \max(|x_j|) < 2^{bi} \text{ and } I \leq i_{\text{max}} - K + 1
\]

\[
Y_{KP} \in \begin{cases} 
[1.5e^{-1}2^{a_j+k}, 1.75e^{-1}2^{a_j+k}) \text{ if } I + k > 0 \\
[1.5 \cdot 2^{e_{\text{max}}, 1.75 \cdot 2^{e_{\text{max}}}}) \text{ if } I + k = 0
\end{cases}
\]

\[
\mathcal{Y}_k = \sum_{j=0}^{n-1} d(x_j, I + k) 
\]

(4.6)

Recall that Equation (4.3) defines the value $\mathcal{Y}_k$ in terms of $I$, $Y_{KP}$, and $Y_{KC}$.

The $K$-fold binned sum of $x_0, \ldots, x_{n-1} \in \mathbb{F}$ (with at least one exceptional value $+\text{Inf}$, $-\text{Inf}$, or NaN) is defined to be a $K$-fold binned number $Y$ such that

\[
Y_{0P} = \begin{cases} 
+\text{Inf} \text{ if there is at least one } +\text{Inf} \text{ and no other exceptional values,} \\
-\text{Inf} \text{ if there is at least one } -\text{Inf} \text{ and no other exceptional values,} \\
\text{NaN otherwise.}
\end{cases}
\]

(4.7)

And the $K$-fold binned sum of no numbers (the empty sum) is defined to be the $K$-fold binned number $Y$ such that

\[
Y_{0P} = 0.
\]

(4.8)

Theorem 4.3 shows that the binned sum is well-defined in the sense that the fields in the binned number corresponding to the summands $x_0, \ldots, x_{n-1}$ (in any order) are unique.

**Theorem 4.3.** Let $Y$ be the binned sum of some $x_0, \ldots, x_{n-1} \in \mathbb{F}$. Let $\sigma_0, \ldots, \sigma_{n-1}$ be some permutation of the first $n$ nonnegative integers. Let $Z$ be the binned sum of $x_{\sigma_0}, \ldots, x_{\sigma_{n-1}}$.

If $n \not= 0$ and $x_0, \ldots, x_{n-1}$ are all finite, we have that for all $k$, $0 \leq k < K$, $Y_{KP} = Z_{KP}$ and $Y_{KC} = Z_{KC}$. Otherwise, $Y_{0P} = Z_{0P}$ and $Y_{0P}$ is either 0 or exceptional.

**Proof.** If $n = 0$, then by Equation (4.8), we have that $Y_{0P} = Z_{0P} = 0$.

If $n \geq 1$ and at least one $x_i$ is exceptional, then, since the conditions in Equation (4.7) depend only on the number of each type of exceptional value and not on their order, we have that $Y_{0P} = Z_{0P}$. Since at least one $x_i$ is exceptional, all of the possible cases in Equation (4.7) specify that $Y_{0P}$ is exceptional.

The rest of the proof deals with the remaining case when $n \geq 1$ and all $x_i$ are finite.

Since $\max(|x_j|) = \max(|x_{\sigma_j}|)$, both $Y$ and $Z$ have the same index $I$, since $I$ is the greatest integer such that $\max(|x_j|) < 2^{bi}$ and $I \leq i_{\text{max}} - K + 1$.

Using the associativity of addition of real numbers,

\[
\mathcal{Y}_k = \sum_{j=0}^{n-1} d(x_j, I + k) = \sum_{j=0}^{n-1} d(x_{\sigma_j}, I + k) = Z_k.
\]
If \( I + k \geq 1 \), assume for contradiction that there exists some \( k, 0 \leq k < K \), such that \( Y_{kC} \neq Z_{kC} \). Since \( Y_k = Z_k \), Equation (4.3) yields

\[
(Y_{kp} - 1.5e^{-12}a_{i+k}) + (0.25e^{-12}a_{i+k})Y_{kC} = (Z_{kp} - 1.5e^{-12}a_{i+k}) + (0.25e^{-12}a_{i+k})Z_{kC},
\]

\[
Y_{kp} - Z_{kp} = (0.25e^{-12}a_{i+k})(Z_{kC} - Y_{kC}),
\]

\[
|Y_{kp} - Z_{kp}| \geq 0.25e^{-12}a_{i+k}.
\]

Since \( Y_{kp} \in [1.5e^{-12}a_{i+k}, 1.75e^{-12}a_{i+k}] \), \( Z_{kp} \notin [1.5e^{-12}a_{i+k}, 1.75e^{-12}a_{i+k}] \), a contradiction.

Therefore, we have that \( Y_{kC} = Z_{kC} \). Along with the fact that \( Y_k = Z_k \), application of Equation (4.3) implies that \( Y_{kp} = Z_{kp} \).

If \( I = 0 \), assume for contradiction that \( Y_{0C} \neq Z_{0C} \). Since \( Y_0 = Z_0 \), Equation (4.3) yields

\[
2^{p-W+1}(Y_{0p} - 1.5 \cdot 2^{e_{\text{max}}}) + (0.25 \cdot 2^{e_{\text{max}}})Y_{0C} = 2^{p-W+1}(Z_{0p} - 1.5 \cdot 2^{e_{\text{max}}}) + (0.25 \cdot 2^{e_{\text{max}}})Z_{0C},
\]

\[
Y_{0p} - Z_{0p} = 2^{W-p-1}(0.25 \cdot 2^{e_{\text{max}}})(Z_{0C} - Y_{0C}),
\]

\[
|Y_{0p} - Z_{0p}| \geq 2^{W-p-1}(0.25 \cdot 2^{e_{\text{max}}}),
\]

and by Equation (3.4), we have

\[
|Y_{0p} - Z_{0p}| \geq 0.25 \cdot 2^{e_{\text{max}}}.
\]

Since \( Y_{0p} \in [1.5 \cdot 2^{e_{\text{max}}}, 1.75 \cdot 2^{e_{\text{max}}}] \), \( Z_{kp} \notin [1.5 \cdot 2^{e_{\text{max}}}, 1.75 \cdot 2^{e_{\text{max}}}] \), a contradiction.

Therefore, we have that \( Y_{0C} = Z_{0C} \). Along with the fact that \( Y_0 = Z_0 \), application of Equation (4.3) implies that \( Y_{0p} = Z_{0p} \).

Theorem 4.3 implies that any algorithm that can compute the binned sum of a list of floating point numbers is a reproducible summation algorithm, as the binned sum is well-defined, unique, and independent of the ordering of the summands.

5 OPERATIONS

Here, we present a set of basic operations on a binned number. Our intent is to make it easy to build high-level reproducible operations with different requirements for reproducibility, data ordering, and reduction tree shapes due to platform differences. For example, if on a parallel machine, the summands on each processor are created and summed deterministically, with the only source of nonreproducibility in the parallel reduction, then we want to be able to use reproducible summation only in the parallel reduction. If the subset of summands on each processor were different from run to run, we want to be able to use reproducible summation throughout the whole summation routine.

Two simple original algorithms relating to the index of a binned number are given in Section 5.1. In Sections 5.2 to 5.7, algorithms from Reference [15] have been modified to handle very large summands (summands close to the overflow threshold \( \approx 2 \cdot 2^{e_{\text{max}}} \) and exceptional cases. These algorithms have also been modified to use the bins presented in Section 3 and the binned number presented in Section 4. To obtain a general reproducible algorithm for summation, one must design for reproducibility under both data ordering and reduction tree shape. Section 5.5 provides algorithms to sum numbers regardless of ordering (a more efficient algorithm is presented in Section 5.6), while Section 5.7 provides methods to sum numbers regardless of reduction tree shape. Section 5.8 provides an original algorithm to obtain the floating point value represented by a binned number. This conversion algorithm is more accurate than Reference [15] and leads to a much improved error bound.
5.1 Index

When operating on binned numbers it is sometimes necessary to compute their index. Algorithm 5.1 yields the index of a binned number in constant time.

**Algorithm 5.1.** Given a binned number $Y$, calculate its index $I$.

1: function BinnedNumberIndex($Y$)
2: if $Y_{0P} = 0$ then
3: return $i_{\text{max}} + 1$
4: end if
5: return $\lfloor (e_{\text{max}} + p - \text{getexp}(Y_{0P}) - W + 1)/W \rfloor$  \hspace{1cm} $\triangleright$ Index $I$ of $Y$
6: end function

Ensure:

Returned result $I$ is

- $i_{\text{max}} + 1$ if $Y_{0P} = 0$
- $0$ if $Y_{0P}$ is not finite
- the index of $Y$ otherwise

Note that the floor function is necessary in Algorithm 5.1 to account for the case when $Y$ has index 0, which has $\text{getexp}(Y_{0P}) = e_{\text{max}}$ by Equation (4.1). This uses the assumptions (3.6) and (3.7) $(\frac{p + 1}{2} < W < p - 2)$, so $2 < p - W + 1 < W$.

Another useful operation is, given some finite $x \in \mathbb{F}$, to find the unique bin $(a_J, b_J]$ where $J$ is the greatest integer such that $|x| < 2^{b_J}$ and $J \leq i_{\text{max}} - K + 1$. Algorithm 5.2 yields such a $J$ in constant time.

**Algorithm 5.2.** Given $x \in \mathbb{F}$, calculate the greatest index sufficient for storing $x$ in a binned number.

1: function FloatingPointIndex($x$)
2: return $\max(0, \min(i_{\text{max}} - K + 1, \lfloor (e_{\text{max}} - \text{getexp}(x))/W \rfloor))$  \hspace{1cm} $\triangleright$ Index $J$ of $x$
3: end function

Ensure:

Returned result $J$ is

- $0$ if $x$ is not finite
- the greatest integer such that $|x| < 2^{b_J}$ and $J \leq i_{\text{max}} - K + 1$, otherwise

The behavior of Algorithm 5.2 in the case when $x < 2^{a_{\text{max}}}$ is consistent with the following algorithms, since values smaller than the least bin will not be extracted.

Both Algorithms 5.1 and 5.2 satisfy their exceptional cases, because the function $\text{getexp}()$ is assumed to return $e_{\text{max}} + 1$ when its argument is exceptional. These algorithms are used infrequently, usually being called once at the beginning of a routine.

Although the algorithms are presented using integer division for clarity, Appendix A.7 shows how each floored integer division can be replaced by an integer multiplication and shift in these particular circumstances for binned single, double, and quad.

5.2 Update

Sometimes it is necessary to adjust the index of $Y$. For example, when adding $x \in \mathbb{F}$ to a $K$-fold binned number $Y$ of index $I$ in Algorithm 5.4, we will make the assumption that $|x| < 2^{b_I}$, which might require decreasing $I$ to increase $b_I$. As another example, a new binned number $Y$ is initialized to have $Y_{0P}$ set to 0; therefore, before adding any value to $Y$, we must update the primary and carry fields of $Y$ first. The process of updating $Y$ to the necessary index is summarized succinctly in Algorithm 5.3.
ALGORITHM 5.3. Update $K$-fold binned sum $Y$ of $x_0, \ldots, x_{n-1} \in \mathbb{F}$ to have an index $J$ sufficient to store the binned sum of $x_0, \ldots, x_n \in \mathbb{F}$. $Y$ may be modified by this function.

1. function Update($x_n, Y$)
2. $I = \text{BinnedNumberIndex}(Y)$
3. $L = \text{FloatingPointIndex}(x_n)$
4. if $L < 1$ then $\triangleright J = \min(I, L)$
5. $[Y_{\min(I-L, K)}p, \ldots, Y_{K-1}p] = [Y_0p, \ldots, Y_{K-1-\min(I-L, K)}]p$
6. if $L > 0$ then
7. $[Y_0p, \ldots, Y_{\min(I-L, K)-1}p] = [1.5 \cdot 2^{a_{\max}}, 1.5e^{-1}2^{a_{\min(I-K+L)-1}}]$ otherwise
8. $[Y_{\min(I-L, K)}C, \ldots, Y_{K-1}C] = [Y_0C, \ldots, Y_{K-1-\min(I-L, K)}C]$
9. $[Y_0C, \ldots, Y_{\min(I-L, K)-1}C] = [0, \ldots, 0]
10. end if
11. end function

Ensure: If $Y_{0P}$ was exceptional, it is unchanged. If $Y_{0P}$ was finite and $x_n$ is exceptional, $Y_{0P}$ is finite. Otherwise, if $x_n$ is finite, the following hold:

$Y$ has index $J$ where $J$ is the greatest integer such that $|x_n| < 2^{bj}$, $\max(|x_j|) < 2^{bj}$, and $J \leq \frac{n}{2} - K + 1$.

$Y_{k} = \sum_{j=0}^{n-1} d(x_j, J + k)$

$Y_kp \in \begin{cases} [1.5e^{-1}2^{a_{j+k}}, 1.75e^{-1}2^{a_{j+k}}] & \text{if } J + k > 0 \\ [1.5 \cdot 2^{a_{\max}}, 1.75 \cdot 2^{a_{\max}}] & \text{if } J + k = 0 \end{cases}$

The update operation is described in the “Update” section (lines 7 to 17) of Algorithm 6 in Reference [15]. We have modified this algorithm to use our new functions BinnedNumberIndex and FloatingPointIndex and handle exceptional values.

Although the “Ensure” claim looks similar to Equation (4.6), the index $J$ is not necessarily the same as $I$ in Equation (4.6).

It should be noted that if $Y_{0P}$ is 0, then the update initializes all $K$ collectors of $Y$. If $Y_{0P}$ is exceptional, the “Ensure” holds, since $I$ is 0. If $Y_{0P}$ was finite and $x_n$ is $+\text{Inf}$, $-\text{Inf}$, or NaN, then the above “Ensure” statement holds, since the update only sets $Y_{0P}$ to finite values.

If $Y$ represents the binned sum of finite values and $x_n$ is finite, then the index $J$ sufficient to store the binned sum of $x_0, \ldots, x_n$ is the greatest integer such that $\max(|x_0|, \ldots, |x_n|) < 2^{bj}$, which is the minimum of $L$ and $I$. If $L \geq I$, then we do not need to adjust $J$, since $I = J$. If $L < I$, then we must adjust the index of $Y$ by shifting $Y$’s $K$ collectors to represent the sums of slices in greater bins. Since $Y$ represents the sum of $x_0, \ldots, x_{n-1}$, the new collectors $Y_k$ with $0 \leq k < I - J$ are shifted in with value 0 (as described in Equation (4.3)) as the slices of $x_0, \ldots, x_{n-1}$ in these higher bins are zero. More formally, we know these greater bins have value 0, because $|x_j| < 2^{bj} \leq 2^{a_{j-1}} \leq 2^{a_{j+k}}$ so $\sum_{j=0}^{n-1} d(x_j, J + k) = 0$ by Lemma 3.1. Note that we lose the lesser collectors when we shift in the greater collectors.

5.3 Deposit
The deposit operation is used to extract the slices of a floating point number and add them to the appropriate collectors of a binned number. Here, we refer to the deposit operation as Algorithm 5.4. Algorithm 5.4 deals with very large inputs (i.e., with exponents near $e_{\max}$) and exceptions, unlike the simpler version described in the “Extract $K$ first bins” section (lines 18 to 20) of Algorithm 6 in Reference [15], which produces NaN on very large inputs. Algorithm 6 in Reference [15] was originally inspired by Rump’s algorithm “ExtractVector” for error-free vector transformation [30, 31]. To give some intuition about variable names, the variable $S$ will hold the “sum” and $r$ will
hold the "remainder" after splitting. Thus, we split some number \( q + r \) into a leading part \( q \) and a trailing part \( r \).

**Algorithm 5.4.** Extract slices of \( x \in \mathbb{F} \) and add them to a \( K \)-fold binned number \( Y \). Here, \((r|1)\) represents the result of setting the last bit of the significand \((m_{p-1})\) of a floating point number \( r \) to 1. \( Y \) may be modified by this function.

**Require:** If \( Y_0P \) is finite, there exists \( I \) such that \( |x| < 2^{b_I} \) and

\[
Y_{kP}, Y_{kP} + d(x, I + k) \in \begin{cases}
(e^{-1}2^a_I, 2e^{-1}2^a_I) & \text{if } I + k > 0 \\
(2^{e_{\max}}, 2 \cdot 2^{e_{\max}}) & \text{if } I + k = 0,
\end{cases}
\]

for all \( k \) such that \( 0 \leq k < K \).

Operations are performed in any "to-nearest" rounding mode (no specific tie-breaking behavior is required).

1: function Deposit\((x, Y)\)
2: \(\) if \( x \) is exceptional or \( Y_0P \) is exceptional then
3: \( Y_0P = Y_0P \oplus x \)
4: \(\) else
5: \(\) if \( \text{BinnedNumberIndex}(Y) = 0 \) then
6: \( r = x \odot 2^{W-p-1} \)
7: \( S = Y_0P \oplus (r|1) \)
8: \( q = S \ominus Y_0P \)
9: \( Y_0P = S \)
10: \( q = q \odot 2^{p-W} \)
11: \( r = x \ominus q \)
12: \( r = r \ominus q \)
13: \( k = 1 \)
14: \(\) else
15: \( r = x \)
16: \( k = 0 \)
17: \(\) end if
18: \(\) while \( k \leq (K - 2) \) do
19: \( S = Y_{kP} \oplus (r|1) \)
20: \( q = S \ominus Y_{kP} \)
21: \( Y_{kP} = S \)
22: \( r = r \ominus q \)
23: \( k = k + 1 \)
24: \(\) end while
25: \( Y_{kP} = Y_{kP} \oplus (r|1) \)
26: \(\) end if
27: \(\) end function

**Ensure:** If \( Y_0P \) or \( x \) was exceptional, \( x \) was added to \( Y_0P \) as a floating point number. Otherwise, for all \( k \) such that \( 0 \leq k < K \), the amount added to \( Y_{kP} \) by this algorithm is exactly \( d(x, I + k) \).

Algorithm 5.4 is very similar to the "Extract \( K \) first bins" section (lines 18 to 20) of Algorithm 6 in Reference [15] except for when the index of \( Y \) is 0, which is rare. In that case, the first collector \( Y_0 \) will be scaled by a factor of \( 2^{W-p-1} \) so the value of the first primary field \( Y_0P \) stays in the range \([2^{e_{\max}}, 2 \cdot 2^{e_{\max}}]\) to avoid overflow. The slices corresponding to the first collector will also need to
be scaled by the same factor before being added. Since the scaling is by a power of 2, it does not change any significands of either the primary field or the input value.

If the slice $q$ is scaled back by $2^{p-W+1}$ and does not overflow, we can simply subtract $q$ from $x$ and continue with the rest of the algorithm. However, if $x$ is equal to the biggest value below the overflow threshold, then $d(x,0) = 2 \cdot 2^{e_{\text{max}}}$, scaling $q$ back by $2^{p-W+1}$ would cause overflow. To handle this special case, instead of scaling $q$ back by $2^{p-W}$ to obtain a value of $d(x,0)/2$ and subtract $q$ twice in lines 11 to 12 to compute $r$. Note that if an FMA (Fused Multiply-Add) instruction is available, we would not have to explicitly scale $q$ back; one single FMA instruction suffices to compute $r = x - q \cdot 2^{p-W+1}$ without any overflow.

Algorithm 5.4 sets the last bit of intermediate results (i.e., forms $(r|1)$) before adding them to $Y_{k,p}$ to fix the direction in which ties are broken during rounding. To show why this is necessary for reproducibility, consider what would happen if we did not fix the direction of tie-breaking. Suppose $Y_{k,p} = 1.5$, $x_1 = \text{ulp}(Y_{k,p})$, and $x_2 = 0.5\text{ulp}(Y_{k,p})$. Notice that $(Y_{k,p} \oplus x_1) \oplus x_2 = 1.5 + 2\text{ulp}(1.5)$, whereas $(Y_{k,p} \oplus x_2) \oplus x_1 = 1.5 + \text{ulp}(1.5)$. Since the addition of $x_2$ results in a tie, tie-breaking in round-to-nearest even depends on the current value of $Y_{k,p}$ and is nonreproducible.

When adding $r$ to $Y_{k,p}$, setting the last bit of $r$ only avoids ties in rounding when $\text{ulp}(r)$ is less than the rounding error in $Y_{k,p}$. Mathematically, we will require $\text{ulp}(r) < 0.5\text{ulp}(Y_{k,p})$ to prove Theorem 5.2. This is why we must enforce $a_{\text{min}} \geq e_{\text{min}} - p + 2$ so the smallest denormalized number is smaller than half of the least significant bit of the least bin. To show why this is necessary for accuracy, consider $Y_{k,p} = 1.25$ and $r = 0.5 + \text{ulp}(Y_{k,p})$. Notice that $\text{ulp}(r) = 0.5\text{ulp}(Y_{k,p})$. While $Y_{k,p} \oplus r = 1.75 + \text{ulp}(1.5) = Y_{k,p} + r$ exactly, $Y_{k,p} \oplus (r|1) = 1.75 + 2\text{ulp}(1.5)$, an error of $\text{ulp}(1.5)$ when we could have achieved an exact result! In this case, setting the last bit of $r$ has introduced a tie into our rounding procedure.

Note that we present line 5 using BinnedNumberIndex for clarity, but an equivalent condition can be written using getexp, since we are only checking that $Y_{0,p}$ has a large enough exponent for $Y$ to have an index of 0. For instruction-counting purposes in Appendix A.7, we count line 5 as the equivalent condition, $e_{\text{max}} + p - 2W + 1 < \text{getexp}(Y_{0,p})$.

Algorithm 5.4 uses at most $3K + 1 = 10$ floating point operations when $K = 3, K + 9 = 12$ integer operations, and 2 branches, potentially changing floating point and integer registers $2K + 3 = 9$ times. If the index of $Y$ is known to be greater than 0 and $Y$ and $x$ are known to be finite, then no branches are necessary and we need only $3K - 2 = 7$ floating point operations and $K = 3$ integer operations. Notice that we do not count operations related to the loops in Algorithm 5.4, since they may be unrolled as $K$ is constant. A full count of operations is given in Appendix A.7.

In Appendix A.6, we will show that the assumption (3.7) implies that depositing any floating point number will modify at most 3 collectors, since one floating point number can have at most 3 nonzero slices. Appendix A.6 contains discussion of how to modify Algorithm 5.4 to only deposit to those collectors, such that the cost of using the modified algorithm will still be 7 FLOPs independent of $K \geq 3$, i.e., independent of how much accuracy is desired.

Showing the correctness of Algorithm 5.4 is a nontrivial task. However, the main piece of the argument is described in Lemma 5.1, which explains how the last bit of $r$ is set to break ties when rounding to-nearest so the amount added to $Y_{k,p}$ does not depend on the size of $Y_{k,p}$ so far.

**Lemma 5.1.** Let $Y_{k,p}, r \in \mathbb{F}$ be such that $Y_{k,p}, Y_{k,p} + \mathcal{R}_{\pm \infty}(r, e + 1) \in (2^{e+p}, 2 \cdot 2^{e+p})$ where $\text{ulp}(r) < 0.5\text{ulp}(Y_{k,p})$. Then the operation $S = Y_{k,p} \oplus (r|1)$ computed with any “to-nearest” rounding mode sets $S$ to $Y_{k,p} + \mathcal{R}_{\pm \infty}(r, e + 1)$ exactly.

**Proof.** We will make repeated use of Equation (2.2) and the fact that because $\text{ulp}(r) < 0.5\text{ulp}(Y_{k,p})$, $\text{ulp}(r) \leq 2^{e-1}$. Let $s_r$ be the sign of $r$, so $s_r = 1$ if $r \geq 0$ and $s_r = -1$ if $r < 0$.

We start by showing that $|\mathcal{R}_{\pm \infty}(r, e + 1) - (r|1)| < 2^e$. 

If \( r = (r|1) \), then \( |R_{\pm \infty}(r, e + 1) - (r|1)| = |R_{\pm \infty}(r, e + 1) - r| \leq 2^e \). Notice that we cannot have \( |R_{\pm \infty}(r, e + 1) - r| = 2^e \), because this would imply that \( r \in 2^e \mathbb{Z} \) when \( r - \text{ulp}(r) \in 2\text{ulp}(r) \mathbb{Z} \) and \( \text{ulp}(r) \leq 2^{-e} \).

If \( r \neq (r|1) \), this means that \( r \in 2\text{ulp}(r) \mathbb{Z} \). Since we have \( |R_{\pm \infty}(r, e + 1) - r| \leq 2^e \), we consider two cases.

If \( |R_{\pm \infty}(r, e + 1) - r| = 2^e \), then \( R_{\pm \infty}(r, e + 1) = r + s_r 2^e \). Since \( (r|1) \neq r, (r|1) = r + s_r \text{ulp}(r) \), so \( |R_{\pm \infty}(r, e + 1) - (r|1)| = |s_r 2^e - s_r \text{ulp}(r)| = |2^e - \text{ulp}(r)| \leq 2^e \), since \( \text{ulp}(r) \leq 2^{-e} \).

Otherwise, \( |R_{\pm \infty}(r, e + 1) - r| < 2^e \). Since \( R_{\pm \infty}(r, e + 1) \in 2^{e+1} \mathbb{Z} \subseteq 2\text{ulp}(r) \mathbb{Z} \) and \( r \in 2\text{ulp}(r) \mathbb{Z} \), we have that \( |R_{\pm \infty}(r, e + 1) - r| \leq 2^{e+1} - 2\text{ulp}(r) \). Since \( |r - (r|1)| \leq \text{ulp}(r) \), \( |R_{\pm \infty}(r, e + 1) - (r|1)| \leq 2^{e+1} - \text{ulp}(r) < 2^e \) by the triangle inequality.

Since we have just shown \( |R_{\pm \infty}(r, e + 1) - (r|1)| < 2^e \), we have \((Y_k + R_{\pm \infty}(r, e + 1)) - (Y_k + (r|1))|^2 < 2^e \). Since \( Y_k + R_{\pm \infty}(r, e + 1) \in 2^{e+1} \mathbb{Z} \) and \( Y_k + R_{\pm \infty}(r, e + 1) \in (2^{-p} 2 \cdot 2^e + p) \), \( Y_k \oplus (r|1) \) computed with any to-nearest rounding mode sets \( S \) to \( Y_k + R_{\pm \infty}(r, e + 1) \) exactly. \( \square \)

With Lemma 5.1 in hand, we can show the correctness of Algorithm 5.4.

**Theorem 5.2.** If the requirements of Algorithm 5.4 are satisfied, then after running the algorithm the “Ensure” claim holds.

**Proof.** If \( Y_0 P \) or \( x \) is exceptional, the proof is trivial. We therefore focus on the case when neither is exceptional. Let \( I \) be defined as in the requirements.

The proof proceeds by induction on \( k \) for all \( 0 \leq k < K \). We show that at the top of the loop on line 18, \( I + k > 0 \) and for all \( l < k \), the amount \( d(x, I + l) \) has been added to \( Y_k P \) and that \( r = x - \sum_{i=0}^{I+k-1} d(x, i) \). Note that this claim applies even at the end of the loop when the loop condition is false.

We start by showing the base case both when \( I = 0 \) and when \( I > 0 \).

If \( I = 0 \), the algorithm will execute lines 6 to 12. Equation (5.1) provides us with the fact that \( Y_0 P \), Y_0 P + d(x, 0) \in (2^{e_{\max}} 2 \cdot 2^{e_{\max}}) \). Note that \( d(x, 0) = R_{\pm \infty}(x, a_0 + 1) \) by Equation (3.12).

If \( |x| < 2^a_0 \), then we have \( d(x, 0) = 0 \) by Lemma 3.1. After line 6, we also have that \( |r| < 2^{a_0 - p + W - 1} \). Again by Theorem 5.4, \( d(x, 0) / 2^{p-W+1} \) is representable and \( q \) is computed exactly in line 8. Again by Theorem 5.4, \( |d(x, 0)| \leq 2^{e_{\max}} \). Thus, in line 10, we have that \( q = d(x, 0) / 2 \) exactly, since we scale by a power of two. By Theorem 3.3, \( |x - d(x, 0)| \leq |x| \).

If \( x \geq 0 \), we have \( x - d(x, 0) \in 2^{a_0 + p + W - 1} \mathbb{Z} \). Therefore, \( x - d(x, 0) / 2 \in \text{ulp}(x) \mathbb{Z} \). Combined with \( |x - d(x, 0)| / 2 \leq |x| \), this implies that \( x - d(x, 0) / 2 \) is representable, and that \( r = x - q \) exactly in line 11. Again, since \( d(x, 0) \in 2^{a_0 + p + W - 1} \mathbb{Z} \) and \( |x - d(x, 0)| \leq |x| \), \( x - d(x, 0) \) is representable and \( r = x - q \) exactly in line 12.
If $I > 0$, we can satisfy the inductive claim by setting $k = 0$ and $r = x - \sum_{i=0}^{I+k-1} d(x, i) = x$.

We have shown the base case and proceed to the inductive step that relies on the lines 19 to 22. By Equation (5.1), $Y_{kP}, Y_{kP} + d(x, I + k) \in (e^{-1/2}a_{i+k}, 2e^{-1/2}a_{i+k})$. If $r$ is normalized, by Theorem 3.3, $|r| = |x - \sum_{i=0}^{I+k-1} d(x, j)| \leq 2^a_{i+k-1}$. Thus, using Equation (3.6), $ulp(r) \leq 2^{a_{i+k-1} - p+1} = 2^{a_{i+k} + W - p+1} < 2^{a_{i+k} - 1} < 0.5ulp(Y_{kP})$. If $r$ is denormalized, we have $ulp(r) = 2^{emin-p+1} < 0$, we can satisfy the inductive claim by setting $r$ to $d \in d \leq d + Y < 0 = S$ then $r Y \mid \leq Y < R < \in Y < for then $−x \geq |nequal| + I withinasmallerrangebyshiftingvaluefrom $)$1 \ − \ If $−x was finite and nonzero, the values $Y \_max$ is finite and nonzero, if $−x not be modified by this function. By Theorem 3.12, line 19 sets $S = Y_{kP} + R_{250}(r, a_{i+k} + 1) = Y_{kP} + R_{250}(x - \sum_{i=0}^{I+k-1} d(x, j), a_{i+k} + 1) = Y_{kP} + d(x, I + k)$. Since $d(x, I + k) \in 2^a_{i+k+1}Z$ and $|d(x, I + k)| \leq 2^{a_{i+k} + W} < 2^{a_{i+k} + p-2}$ by Equation (3.6) and Theorem 3.4, line 20 sets $q = d(x, I + k)$ exactly. Note that $r = x - \sum_{i=0}^{I+k-1} d(x, j)$ before executing line 22. Since $d(x, I + k) = R_{250}(x - \sum_{i=0}^{I+k-1} d(x, j), a_{i+k} + 1)$, Equation (2.2) gives us that $|x - \sum_{i=0}^{I+k-1} d(x, j)| = |x - \sum_{i=0}^{I+k-1} d(x, j)|$ and $d(x, I + k) \in ulp(x - \sum_{i=0}^{I+k-1} d(x, j))Z$. Thus, $r = x - \sum_{i=0}^{I+k-1} d(x, j)$ exactly in line 22.

Thus, we have shown the claim for all $k, 0 \leq k < K$. Since the line 25 is the same as line 19 and the same assumptions are satisfied, the proof is complete.

5.4 Renormalize

When depositing values into a $K$-fold binned number $Y$ of index $I$, Algorithm 5.4 assumes Equation (5.1) throughout the routine. To enforce this condition, the binned number must be renormalized to recenter $Y_{kP}$ within a smaller range by shifting value from $Y_{kP}$ to $Y_{kC}$. The renormalization procedure is shown in Algorithm 5.5.

**ALGORITHM 5.5. Renormalize a $K$-fold binned number $Y$. $Y$ may be modified by this function.**

Require: If $Y_{op}$ is finite and nonzero, $Y_{kP} \in \begin{cases} \{1.25e^{-1/2}a_{i+k}, 2e^{-1/2}a_{i+k}\} & \text{if } I + k > 0 \\ \{1.25 \cdot 2^{emin}, 2 \cdot 2^{emin}\} & \text{if } I + k = 0 \end{cases} (5.2)$ for all $k$ such that $0 \leq k < K$.

1: function RENORMALIZE($Y$)
2: if $Y_{op}$ is finite and $Y_{op} \neq 0$ then
3: for $k = 0$ to $K - 1$ do
4: if $Y_{kP} < 1.5 \odot ulp(Y_{kP})$ then
5: $Y_{kP} = Y_{kP}(\oplus 0.25 \odot ulp(Y_{kP}))$
6: $Y_{kC} = Y_{kC} \oplus 1$
7: end if
8: if $Y_{kP} \geq 1.75 \odot ulp(Y_{kP})$ then
9: $Y_{kP} = Y_{kP}(\oplus 0.25 \odot ulp(Y_{kP}))$
10: $Y_{kC} = Y_{kC} \oplus 1$
11: end if
12: end for
13: end function

Ensure: If $Y_{op}$ was finite and nonzero, the values $Y_k$ are unchanged and $Y_{kP} \in \begin{cases} \{1.5e^{-1/2}a_{i+k}, 1.75e^{-1/2}a_{i+k}\} & \text{if } I + k > 0 \\ \{1.5 \cdot 2^{emin}, 1.75 \cdot 2^{emin}\} & \text{if } I + k = 0 \end{cases} (5.3)$ for all $k$ such that $0 \leq k < K$. Otherwise, $Y_{op}$ is unchanged.
The renormalization operation is described in the “Carry-bit Propagation” section (lines 21 to 32) of Algorithm 6 in Reference [15], although it has been slightly modified not to include an extraneous case that covered an unused range of $Y_{k, p}$ (lines 25 to 27). Algorithm 5.5 must check for exceptional values, because lines 3 to 12 could change $+\text{Inf}$ or $-\text{Inf}$ to NaN depending on how $\text{ufp}(\cdot)$ behaves when given exceptional values. In total, Algorithm 5.5 uses $7K + 1 = 22$ FLOPs and $2K + 1 = 7$ conditional branches.

To show the reasoning behind the assumptions in Algorithm 5.5, we state Theorem 5.3.

**Theorem 5.3.** Assume $x_0, x_1, \ldots, x_{n-1} \in \mathbb{F}$ are successively deposited (using Algorithm 5.4) in a $K$-fold binned number $Y$ of index $I$ where $\max |x_j| < 2^{b_I}$ and $Y_{0, p}$ is finite and nonzero. If $Y$ initially satisfies Equation (5.3) and

$$n \leq 2^{p-W-2},$$

then after all of the deposits, $Y$ satisfies Equation (5.2).

Note that by Equation (3.6), $2^{p-W-2} > 1$.

**Proof.** As the proof when $I + k = 0$ is almost identical to the case when $I + k > 0$, we consider here only the case when $I + k > 0$. First, note that $|d(x_j, I + k)| \leq 2^{b_I+k}$ by Theorem 3.4, where $d(x_j, I + k)$ is the amount added to $Y_{k, p}$ on iteration $k$.

By Theorem 5.2, Deposit (Algorithm 5.4) extracts and adds the slices of $x_j$ exactly (assuming $Y_{k, p}, Y_{k, p} + d(x_j, I + k) \in (e^{-1}2^{a_{I+k}}, 2e^{-1}2^{a_{I+k}})$ at each step, which can be shown by applying this proof inductively to each $j$). By Theorem 3.4,

$$\left| \sum_{j=0}^{n-1} d(x_j, I + k) \right| \leq n2^{b_{I+k}} = n2^{W}2^{a_{I+k}}.$$

If $n \leq 2^{p-W-2}$, then after the $n$th deposit

$$Y_{k, p} \in \left( (1.5e^{-1} - n2^{W})2^{a_{I+k}}, (1.75e^{-1} + n2^{W})2^{a_{I+k}} \right)$$

$$\in \left[ 1.25e^{-1}2^{a_{I+k}}, 2e^{-1}2^{a_{I+k}} \right).$$

The Update operation (Algorithm 5.3) initializes collectors with $Y_{0, p}$ such that $Y$ satisfies Equation (5.3). If a binned number $Y$ initially satisfies Equation (5.3) and we deposit at most $2^{p-W-2}$ floating point numbers into it, then Theorem 5.3 shows that after all of the deposits, $Y$ satisfies Equation (5.2). Therefore, after another renormalization, $Y$ satisfies Equation (5.3).

Note that the possible maximum number of summands, Equation (4.5) is slightly bigger than that of Reference [15]. Reference [15] proved the maximum number of summands using the renormalization function. Since Reference [15] used an unnecessary renormalization case on lines 25 to 27 of Algorithm 6 that incremented the carry field by 2, the bound was not as tight as it could be.

### 5.5 Add a Floating Point Number to a Binned Sum

Algorithm 5.6 allows the user to add a single floating point number to a binned sum. By running this algorithm iteratively on each element of a vector, the user can make a naive local sum. However, a more efficient summation algorithm is presented in Section 5.6, making Algorithm 5.6 more useful for small sums or sums where the summands are not gathered into a vector.

**Algorithm 5.6.** Add $x_n \in \mathbb{F}$ to the $K$-fold binned sum $Y$ of $x_0, \ldots, x_{n-1} \in \mathbb{F}$. (If $n = 0$, this implies that $Y_{0, p}$ is 0 and $Y$ will be initialized in line 2.) $Y$ may be modified by this function.

1. **function** AddFloatingPointToBinnedSum($x_n, Y$)
2. **update** $Y$
3. **deposit** $x_n, Y$
4: **Renormalize**(Y)
5: **end function**

**Ensure**: Y is the K-fold binned sum of x₀,…, xₙ.

As stated in the introduction under Goal 3, in contrast to Algorithm 6 of Reference [15], Algorithm 5.6 handles exceptions, very large summands, and very large intermediate results properly. The following theorem proves the “Ensure” claim at the end of Algorithm 5.6.

**Theorem 5.4.** If the requirements of Algorithm 5.6 are satisfied, then after running the algorithm the “Ensure” claim holds.

**Proof.** As Y is the binned sum of x₀,…, xₙ−₁, the requirements of UPDATE (Algorithm 5.3) are satisfied. The “Ensure” claim of UPDATE satisfies the requirements of DEPOSIT (Algorithm 5.4). Theorem 5.3 and the “Ensure” claim of DEPOSIT satisfy the requirements of RENORMALIZE (Algorithm 5.5). If any of the xᵢ were exceptional, it is trivial to verify that Y is now the binned sum of x₀,…, xₙ. We focus on the case when all xᵢ are finite.

After UPDATE, we have that I is the greatest integer such that max(|xᵢ|) < 2ⁱ and I ≤ iₘₐₓ − K + 1. Note that the index of Y is unchanged throughout the rest of the algorithm. After DEPOSIT, we have that Yᵢ = ∑ₙ⁻¹⁾ d(xᵢ, I + k) and this is explicitly unchanged by RENORMALIZE. After RENORMALIZE, we have Equation (5.3), completing the requirements described in Equation (4.6) for Y to be the binned sum of x₀,…, xₙ. □

### 5.6 Sum Floating Point Numbers with a Binned Sum

Algorithm 5.7 is a binned summation algorithm that allows the user to efficiently add a vector of floating point numbers xₘ,…, xₘ+n−₁ ∈ ℝ to the binned sum Y of some x₀,…, xₙ−₁ ∈ ℝ.

As mentioned in Section 5.4, it is not necessary to perform a renormalization for every deposit, as would be done if Algorithm 5.6 were applied iteratively on each element of xₘ,…, xₘ+n−₁. At most 2ᵖ−W−2 values can be deposited in the binned number before having to perform the renormalization. Therefore, we have created Algorithm 5.7, a more efficient version of Algorithm 5.6 for when we need to reproducibly sum a local vector of floating point numbers. As Algorithm 5.7 computes a binned sum, it can be performed on the xₘ,…, xₘ+n−₁ in any order. However, for the simplicity of presenting the algorithm, it is depicted as running linearly from m to m + n − 1. Algorithm 5.7 uses only one binned number to hold the intermediate result of the recursive summation, and the vast majority of required instructions in the algorithm are due to DEPOSIT (Algorithm 5.4). An operation count is considered at the end of the section.

**Algorithm 5.7.** Add xₘ,…, xₘ+n−₁ ∈ ℝ to the the K-fold binned sum Y of x₀,…, xₙ−₁ ∈ ℝ. (If m = 0, this implies that Y₀ᵖ is 0 and Y will be initialized in line 5.) Y may be modified by this function.

1: **function** SUMFLOATINGPOINTWITHBINNEDSUM([xₘ,…, xₘ+n−₁], Y)
2:  j = 0
3:  **while** j < n **do**
4:      nb = min(n, j + 2ᵖ−W−2)
5:      **UPDATE**(max(|xₘ+j|,…, |xₘ+nb−₁|), Y)
6:  **while** j < nb **do**
7:      **DEPOSIT**(xₘ+j, Y)
8:      j = j + 1
9:  **end while**
10:  **RENORMALIZE**(Y)
11: **end while**
12:  **return** Y

13: end function

Ensure: $Y$ is the $K$-fold binned sum of $x_0, \ldots, x_{m+n-1}$.

Algorithm 5.7 is similar to Algorithm 6 in Reference [15], but requires no restrictions on the size or type (exceptional or finite) of inputs $x_0, \ldots, x_{m+n-1}$, since the methods it calls are implemented differently.

Theorem 5.5. If the requirements of Algorithm 5.7 are satisfied, then after running the algorithm the “Ensure” claim holds.

Proof. We show inductively that after each execution of line 10, $Y$ is the binned sum of $x_0, \ldots, x_{m+j-1}$. Throughout the proof, assume that the value of all variables is specific to the given stage of execution.

In the case when at least one of $x_0, \ldots, x_{m+j-1}$ is exceptional, it is trivial to verify that the constituent functions behave correctly even if the max on line 5 does not propagate exceptions. We therefore focus on finite $x_0, \ldots, x_{m+j-1}$.

As a base case, on the first iteration of the loop on line 3, $j$ is 0 and $Y$ is given to be the binned sum of $x_0, \ldots, x_{m-1}$.

In subsequent iterations of the loop, we assume that at line 5, $Y$ is the binned sum of $x_0, \ldots, x_{m+j-1}$.

In this case, the proof of Theorem 5.4 applies to lines 5 to 10 (keeping in mind that at most $2^{p-W-2}$ deposits are performed and by the “Ensure” claim of Algorithm 5.3, each finite $x_{m+j}$ deposited satisfies $|x_{m+j}| < 2^{b_j}$). Therefore, after line 10, $Y$ is the binned sum of $x_0, \ldots, x_{m+j-1}$. $\square$

Note that the constant $2^{p-W-2}$ in line 4 is at its maximum value, and smaller values may be used to fit data into a cache.

As the binned sum is unique and independent of the ordering of its summands (Theorem 4.3), Algorithm 5.7 is reproducible for any permutation of its inputs.

At this point, an operation count should be considered. Since Algorithm 5.7 only performs the Update and Renormalize operations once for every $2^{p-W-2}$ times the Deposit operation is performed (that is, $2^{33-40-2} = 2^{11}$ times for double precision and $2^{2413-2} = 2^9$ times for single precision in our recommended parameter settings), the cost of Algorithm 5.7 is mostly due to the Deposit operation and the absolute value and maximum instructions. Thus, our recommended parameter settings (discussed in Section 6.2) represent a tradeoff between accuracy and how often our numbers need renormalization. Algorithm 5.7 uses $n(2^{W-p+2}(7K+2) + 3K + 3) \approx 12.011n$ floating point operations, $n(2^{W-p+2}(K+19) + K + 9) \approx 12.011n$ integer operations, $n(2^{W-p+2}(2K+3) + 2K + 3) \approx 9.004n$ potential register changes, and $2n(2^{W-p+2}(K+2) + 1) \approx 2.005n$ branches. In the absence of exceptional and very large summands, the algorithm needs just $n(2^{W-p+2}(7K+2) + 3K) \approx 9.011n$ floating point operations, $n(2^{W-p+2}(K+19) + K) \approx 3.011n$ integer operations, $2n(2^{W-p+1}(2K+3) + K) \approx 6.004n$ potential register changes, and $2^{W-p+3}n(K + 2) \approx 0.005n$ branches. A full count of operations is given in Appendix A.7. Note that the very similar Algorithms 5 and 6 of Reference [15] have been shown experimentally to run within a factor of 1.2 to 1.6 of the runtime of conventional summation (see Figures 4 and 5 in Reference [15]).

5.7 Add a Binned Sum to a Binned Sum

An operation to produce the sum of two binned numbers is necessary to perform a reduction. For completeness, we include the algorithm here, although apart from the simplified renormalization algorithm, it is equivalent to Algorithm 7 in Reference [15].

Algorithm 5.8. Add the $K$-fold binned sum $Z$ of $x_n, \ldots, x_{n+m-1} \in F$ to the $K$-fold binned sum $Y$ of $x_0, \ldots, x_{n-1} \in F$. $Y$ may be modified by this function.
1: function AddBinnedSumToBinnedSum(Y, Z)
2:     if $Y_0P = 0$ then
3:         $Y = Z$
4:         return
5:     end if
6:     if $Z_0P = 0$ then
7:         return
8:     end if
9:     $I = \text{BinnedNumberIndex}(Y)$
10:    $J = \text{BinnedNumberIndex}(Z)$
11:    if $J < I$ then
12:        $R = Z$
13:        AddBinnedSumToBinnedSum($R$, $Y$)
14:        $Y = R$
15:        return
16:    end if
17:    for $k = J - 1$ to $K - 1$ do
18:        if $k = J = 0$ then
19:            $Y_{0P} = Y_{0P} \oplus (Z_{0P} \oplus 1.5 \cdot 2^{e_{\text{max}}})$
20:        else
21:            $Y_{kP} = Y_{kP} \oplus (Z_{k+1-JP} \oplus 1.5\epsilon^{-1}2^{a_{i+k}})$
22:        end if
23:        $Y_{kC} = Y_{kC} \oplus Z_{k+1-JC}$
24:    end for
25:    Renormalize($Y$)
26: end function

Ensure: $Y$ is the $K$-fold binned sum of $x_0, \ldots, x_{n+m-1}$.

Algorithm 5.8 is identical (although simplified) to lines 1 to 18 of Algorithm 7 in Reference [15], but the Renormalize at the end is different (as we have a new renormalize operation). The definition of the binned number allows this same algorithm to work with exceptional values without modification.

This algorithm allows the user to perform reductions of arbitrary shapes. The user can use Algorithm 5.7 to sum locally, since it is faster, and use Algorithm 5.8 to merge the results of the local summations in an arbitrary reduction tree. Because the binned sum is well-defined, all reduction trees will produce the same binned sum.

Theorem 5.6. If the requirements of Algorithm 5.8 are satisfied, then after running the algorithm the “Ensure” claim holds.

Proof. If $Y_{0P}$ or $Z_{0P}$ are 0, then the algorithm correctly sets $Y$ to the value of $Z$ or $Y$ (respectively).

If both $Y_{0P}$ and $Z_{0P}$ are exceptional, then $\text{BinnedNumberIndex}$ (Algorithm 5.1) will return $I = J = 0$. The first iteration of the loop of line 17 will then set $Y_{0P}$ to $Y_{0P} \oplus Z_{0P} \oplus 1.5 \cdot 2^{e_{\text{max}}}$, which (since $1.5 \cdot 2^{e_{\text{max}}}$ is finite) is equal to $Y_{0P} + Z_{0P}$, as desired.

If only one of $Y_{0P}$ or $Z_{0P}$ is exceptional, then $\text{BinnedNumberIndex}$ will return $I = 0$ or $J = 0$ (respectively). The first iteration of the loop of line 17 will set $Y_{0P}$ to the sum of the exceptional $Y_{0P}$ or $Z_{0P}$ (respectively) and some finite values. This sum is equal to the exceptional value. Therefore, if only one of $Y_{0P}$ or $Z_{0P}$ is exceptional, $Y_{0P}$ is set to $Y_{0P}$ or $Z_{0P}$ (respectively), as desired.
We now focus on the case when both $Y_{0P}$ and $Z_{0P}$ are finite.

We must first prove that the addition in line 21 is exact. As it is almost identical, we leave out the case when $I + k = 0$ and focus on the case when $I + k > 0$. Since $J$ is the index of $Z$, the index of $Z_{k+1-JP}$ is $J + (k + I - J) = I + k$. It means that $Z_{k+1-JP} \in [1.5e^{-1}2^{23}, 1.75e^{-1}2^{23})$ and $Z_{k+1-JP} \in 2^{23}\mathbb{Z}$. Therefore, $Z_{k+1-JP} - 1.5e^{-1}2^{23} \in 2^{23}\mathbb{Z}$ and $Z_{k+1-JP} - 1.5e^{-1}2^{23} \in [0, 0.25e^{-1}2^{23})$. This means $Z_{k+1-JP} - 1.5e^{-1}2^{23}$ is representable and is exactly computed. Moreover, we have $Y_{kP} \in 2^{23}\mathbb{Z}$ and $Y_{kP} \in [1.5e^{-1}2^{23}, 1.75e^{-1}2^{23})$. Therefore $Y_{kP} + (Z_{k+1-JP} - 1.5e^{-1}2^{23}) \in 2^{23}\mathbb{Z}$, and $Y_{kP} + (Z_{k+1-JP} - 1.5e^{-1}2^{23}) \in [1.5e^{-1}2^{23}, 2e^{-1}2^{23})$. This means $Y_{kP} + (Z_{k+1-JP} - 1.5e^{-1}2^{23})$ is representable and is exactly computed, and that the requirements of Renormalize (Algorithm 5.5) apply. Thus, after line 25, we have Equation (5.3).

We assume that $n + m \leq 2^{2p-W-2}$ (4.5) and, therefore, $Y_{kC} + Z_{k+1-JC}$ is exactly computed. We then have that $Y_k = \sum_{j=0}^{m+n-1} d(x_j, I + k)$.

It is given that $I$ is the greatest integer such that $|x_j| < 2^{bi}$ for all $j, 0 \leq j \leq n - 1$ and that $J$ is the greatest integer such that $|x_j| < 2^{bi}$ for all $j, n \leq j \leq n + m - 1$ where both $I$ and $J$ are at most $i_{max} - K + 1$. Since $I < J$, $I$ is the greatest integer such that $|x_j| < 2^{bi}$ for all $j, 0 \leq j \leq n + m - 1$ and $I \leq i_{max} - K + 1$.

This completes the requirements described in Equation (4.6) for $Y$ to be the binned sum of $x_0, \ldots, x_{n+m-1}$.

5.8 Convert a Binned Sum to a Floating Point Number

Converting a binned sum to a floating point number amounts to carefully evaluating Equation (4.4), which is just a sum of scaled and offset fields of the binned number. Since Theorem 4.3 guarantees that all fields in the binned sum are reproducible, any deterministic method to evaluate Equation (4.4) will also be reproducible.

For now, let $Y$ be the binned sum of finite $x_0, \ldots, x_{n-1} \in \mathbb{F}$.

Reference [15] offered no method to convert from a binned number to a floating point result, so we compare our method to the naive evaluation of Equation (4.4) by straightforward recursive summation. The following algorithms in this section are original.

If we recursively sum the terms in Equation (4.4) in an arbitrary deterministic order and use the standard recursive summation error bound [18, (2.6)], we can only apply the error bound (6.2) in Section 6.1. In contrast, if we sum the terms in the following summation order motivated by Reference [13, Theorem 1]

$$
\frac{(\ldots( (Y_{0C} \oplus Y_{1C}) \oplus Y_{0P}) \oplus Y_{2C}) \oplus Y_{1P}) \oplus \ldots
\ldots \oplus Y_{kC} \oplus Y_{k-1P} \oplus Y_{k+1C} \oplus Y_{kP}) \oplus \ldots
\ldots \oplus Y_{K-2C} \oplus Y_{K-3P} \oplus Y_{K-1C} \oplus Y_{K-2P} \oplus Y_{K-1P})}{2^K}
$$

then we compute the sum (4.4) with a relative error of at most about $7\epsilon$ (modulo over/underflow) and we can apply the error bound (6.1) in Section 6.1. As discussed in more detail in Section 6.1, when there is a lot of cancellation (when $\sum |x_j| \ll n \cdot \max(|x_j|)$) the error bound (6.1) can be as much as $2^{29}$ times smaller than the error bound (6.2) (assuming double precision and our standard choices of $W = 40$ and $K = 3$ explained in Section 6.2).

Unfortunately, simply evaluating Equation (4.4) in the order specified by Equation (5.4) does not guard against unnecessary overflows. An unnecessary overflow is an overflow in an algorithm when there would be no overflow in the final result if intermediate calculations were performed with a large enough exponent range. In this section, we present two versions of our conversion algorithm. Algorithm 5.9 uses a floating point format with an expanded exponent range to
guarantee that no unnecessary overflow occurs, and Algorithm 5.10 uses the same floating point format as in the rest of the algorithm, along with scaling, to avoid unnecessary overflow.

We will refer to the floating point type that we use to hold the sum during computation as the intermediate floating point type. Let the precision of the intermediate floating point type be $p_{\text{interm}}$. Let the exponent range of the intermediate floating point type be $[e_{\text{interm}, \min}, e_{\text{interm}, \max}]$. Let the machine epsilon of the intermediate type be $\epsilon_{\text{interm}} = 2^{-p_{\text{interm}}}$. The intermediate type must satisfy $p_{\text{interm}} \geq p$, $e_{\text{interm}, \min} \leq e_{\text{min}}$, and $e_{\text{interm}, \max} \geq e_{\text{max}}$. Additionally, if $e_{\text{interm}, \max}$ is large enough the intermediate type can contain the intermediate sum without special scaling to avoid unnecessary overflow.

**Theorem 5.7.** Let $Y$ be a binned sum. Then, we have

$$\max |Y_kP| \leq 2^{a_{i+k} + p - 1},$$  \hspace{1cm} (5.5)  

$$\max |Y_kC| \leq 2^{a_{i+k} + 2p - 2},$$  \hspace{1cm} (5.6)  

and

$$\max |Y| \leq 2^{e_{\text{max}} - W + 2p},$$ \hspace{1cm} (5.7)  

where $Y_kP$, $Y_kC$, and $Y$ are given by Equations (4.1), (4.2), and (4.4).

**Proof.** By Equation (4.2), we have

$$Y_{kC} = (0.25 e^{-1} 2^{a_{i+k}}) Y_{kC}.$$  

Therefore,

$$\max |Y_{kC}| \leq 2^{a_{i+k} + 2p - 2}.$$  

By Equation (4.1), we have

$$Y_{kP} = Y_{kP} - 1.5 e^{-1} 2^{a_{i+k}}.$$  

We also fix the exponent of $Y_{kP}$ as in Equation (4.6), which yields

$$Y_{kP} \in (e^{-1} 2^{a_{i+k}}, 2 e^{-1} 2^{a_{i+k}}).$$  

Therefore,

$$\max |Y_{kP}| < 2^{a_{i+k} + p - 1}.$$  

By Equations (3.2) and (4.4), we then have

$$|Y| \leq \sum_{k=0}^{K-1} \max |Y_{kC}| + \sum_{k=0}^{K-1} \max |Y_{kP}|$$  

$$\leq \sum_{k=0}^{l_{\max}} 2^{a_k + 2p - 2} + \sum_{k=0}^{l_{\max}} 2^{a_k + p - 1}$$  

$$= \sum_{k=0}^{l_{\max}} 2^{e_{\text{max}} - (k+1)W + 1 + 2p - 2} + \sum_{k=0}^{l_{\max}} 2^{e_{\text{max}} - (k+1)W + 1 + p - 1}$$  

$$\leq \frac{2^{e_{\text{max}} - W + 2p - 1}}{1 - 2^{-W}} + \frac{2^{e_{\text{max}} - W + p}}{1 - 2^{-W}}$$  

$$\leq 2^{e_{\text{max}} - W + 2p},$$  

where in the last two steps, we used Equations (3.8) and (3.7). \qed

If the maximum exponent of the intermediate floating point type satisfies $e_{\text{interm, max}} \geq e_{\text{max}} - W + 2p$, then Equation (5.7) implies that no special cases to guard against overflow are needed. Theorem 6.1 in Section 6.1.1 implies that the computed sum is accurate to within a factor of $1 + 7\epsilon$. 

of the exact sum; therefore, the exponent of the computed sum will stay less than or equal to $e_{\text{max}} - W + 2p$ and will not overflow. Note that $e_{\text{max}} - W + 2p > e_{\text{max}}$.

Algorithm 5.9 represents a conversion routine in such a case.

**Algorithm 5.9.** Convert K-fold binned sum $Y$ to $x \in \mathbb{F}$. $x$ may be modified by this function.

**Require:** The variable $z$ is stored using an intermediate floating point type satisfying $e_{\text{interm}, \text{min}} \leq e_{\text{min}}$, and $e_{\text{interm}, \text{max}} \geq e_{\text{max}} - W + 2p$.

Operations are performed in some “to-nearest” rounding mode (no specific tie-breaking behavior is required).

1: function \text{ConvertBinnedSumToFloatingPoint}(x, Y)
2: \hspace{1em} if $Y_0$ is exceptional or $Y_0 = 0$ then
3: \hspace{2em} $x = Y_0$
4: \hspace{1em} return
5: end if
6: \hspace{1em} $z = Y_0$
7: \hspace{1em} for $k = 1$ to $K - 1$ do
8: \hspace{2em} $z = z \oplus Y_k$
9: \hspace{2em} $z = z \oplus Y_{k-1}$
10: end for
11: $z = z \oplus Y_{K-1}$
12: $x = z$
13: end function

**Ensure:** If $Y_0$ is 0 or exceptional, then $x = Y_0$. Otherwise, $x$ is equal to the value (cast to the original floating point format, overflowing if necessary) that results from evaluating Equation (5.4) using an intermediate floating point format with enough exponent range to avoid intermediate overflow.

As explained in Section 4, a value of 0 in the primary field of the first bin means that no numbers have been added to $Y$. In addition, as explained in Section 5.3, exceptional values (±Inf, −Inf, and NaN) are added directly to the primary field of the first bin $Y_0$. Therefore, exceptional values are reproducibly propagated through $Y_0$, which will be returned as the computed result after the final conversion. More precisely, a result of NaN means that there is at least one NaN in the input or there are both +Inf and −Inf in the input. A result of +Inf or −Inf means that there is one or more values of +Inf or −Inf of the same sign in the input, and the rest are of finite value.

Note that an overflow situation in Algorithm 5.9 is reproducible as the fields in $Y$ are reproducible. $z$ is deterministically computed from the fields of $Y$, and the condition that $z$ overflows when being converted back to the original floating point type in line 12 is reproducible.

If an intermediate floating point type with an exponent range containing $[e_{\text{min}}, e_{\text{max}} - W + 2p]$ is not available and the lowest bin has index 0, a rare case, the fields of $Y$ must be scaled down by some factor during addition and the sum scaled back up when subsequent additions can no longer affect an overflow situation.

If the scaled sum is to overflow, then its unscaled absolute value will be greater than or equal to $2 \cdot 2^{e_{\text{max}}}$ and it will overflow regardless of the values of any $Y_k$ or $Y_k$ with $|Y_k| < 0.5e_{\text{interm}}2^{e_{\text{max}}}$ or $|Y_k| < 0.5e_{\text{interm}}2^{e_{\text{max}}}$. If the floating point sum has exponent greater than or equal to $e_{\text{max}}$, then these numbers are not large enough to have any effect when added to the sum. If the sum has exponent less than $e_{\text{max}}$, then additions of these numbers cannot cause the exponent of the sum to exceed $e_{\text{max}}$ for similar reasons.

As the maximum exponent of the exact sum is at most $2^{e_{\text{max}} - W + 2p}$, a sufficient scaling factor is $2^{p-W}$, meaning that the maximum exponent of the exact scaled sum is at most $e_{\text{max}}$. Again using
a forward reference of Theorem 6.1 in Section 6.1.1, the computed scaled sum will stay close to the exact sum and will not overflow.

When \( \max|Y_{p}| < 0.5e_{\text{interm}}2^{e_{\text{max}}} \) and \( \max|Y_{k,C}| < 0.5e_{\text{interm}}2^{e_{\text{max}}} \), the sum may be scaled back up and the remaining numbers added without scaling. Notice that no overflow can occur during addition in this algorithm. If an overflow is to occur, it will happen only when scaling back up. As the fields in the binned number are reproducible, such an overflow condition is reproducible.

If the sum is not going to overflow, then the smaller values must be added as unscaled numbers to avoid underflow.

The inequalities (5.5) and (5.6) from Theorem 5.7 give us a good way to check when we can scale up the terms in the sum, as they are strictly decreasing (among primary and carry values).

As \( W \) and \( p \) are known, the branch conditions in Algorithm 5.10 can be greatly simplified. The conditions are left as is to make it more clear what is being compared.

Algorithm 5.10 represents a conversion routine in the case when a floating point type with an expanded exponent range is not available.

**Algorithm 5.10.** Convert \( K \)-fold binned sum \( Y \) to \( x \in \mathbb{F} \). \( x \) may be modified by this function.

Require: The variable \( z \) is stored using an intermediate floating point type satisfying \( p_{\text{interm}} \geq p \), \( e_{\text{interm, min}} \leq e_{\min} \), and \( e_{\text{interm, max}} \geq e_{\max} \). Operations are performed in some “to-nearest” rounding mode (no specific tie-breaking behavior is required).

1: \textbf{function} \textsc{ConvertBinnedSumToFloatingPointWithScaling}(\( x, Y \))
2: \textbf{if} \( Y_{0,p} \) is exceptional or \( Y_{0,p} = 0 \) \textbf{then}
3: \( x = Y_{0,p} \)
4: \textbf{return}
5: \textbf{end if}
6: \( I = \text{BinnedNumberIndex}(Y) \)
7: \( k = 1 \)
8: \textbf{if} \( a_{I} + 2p - 2 > e_{\text{max}} - p_{\text{interm}} - 1 \) \textbf{then}
9: \( z = (Y_{0,C} \odot 2^{W-2p}) \)
10: \textbf{while} \( k \leq K - 1 \) and \( (a_{I+k} + 2p - 2 \geq e_{\max} - p_{\text{interm}} - 1 \) or \( a_{I+k-1} + p - 1 \geq e_{\max} - p_{\text{interm}} - 1 \)) \textbf{do}
11: \( z = z \oplus Y_{k,C} \odot 2^{W-2p} \)
12: \( z = z \oplus Y_{k-1,P} \odot 2^{W-2p} \)
13: \( k = k + 1 \)
14: \textbf{end while}
15: \textbf{if} \( a_{I+K-1} + p - 1 \geq e_{\max} - p_{\text{interm}} - 1 \) \textbf{then}
16: \( z = z \oplus Y_{K-1,P} \odot 2^{W-2p} \)
17: \( x = z \odot 2^{2p-W} \)
18: \textbf{return}
19: \textbf{end if}
20: \textbf{else}
21: \( z = Y_{0,C} \)
22: \textbf{end if}
23: \textbf{while} \( k \leq K - 1 \) \textbf{do}
24: \( z = z \oplus Y_{k,C} \)
25: \( z = z \oplus Y_{k-1,P} \)
26: \( k = k + 1 \)
28:  \textbf{end while}
29:  \texttt{z} = \texttt{z} \oplus Y_{K-1}P
30:  \texttt{x} = \texttt{z}
31:  \textbf{end function}

\textbf{Ensure:} If $Y_0P$ is 0 or exceptional, then $x = Y_0P$. Otherwise, $x$ is equal to the value (cast to the original floating point format, overflowing if necessary) that results from evaluating Equation (5.4) using an intermediate floating point format with enough exponent range to avoid intermediate overflow.

If a binned number is composed of single, then double provides sufficient precision and exponent range to use as an intermediate type and Algorithm 5.9 may be used to convert to a floating point number. However, if a binned number is composed of double, many machines may not have any higher precision available. We therefore perform the sum using double as an intermediate type. As this does not extend the exponent range, we must use Algorithm 5.10 for the conversion.

6 ANALYSIS

Here, we formally analyze the error in our reproducible summation algorithm and summarize the usage of a binned number. Section 6.1 presents an original theorem regarding the error in a sum of a decreasing sequence of floating point numbers and utilizes this theorem to obtain error bounds for our algorithms. Section 6.2 explains limits on the usage of binned numbers in terms of user parameters and recommends some default parameters.

6.1 Error Bounds

Here, we derive an error bound on the final floating point answer obtained through binned summation as presented in this work. We compare this to the error bound on binned summation when a naive conversion routine is used. By \textbf{naive conversion}, we refer to a conversion routine that sums the contributions from each field of the binned number (as in Equation (4.4)) in some fixed, arbitrary order instead of the order specified by Equation (5.4). We also compare to the standard error bound on recursive summation. We present our error bounds in Section 6.1.1 and their proofs in Section 6.1.2.

6.1.1 Statement of Error Bounds.

\textbf{Theorem 6.1} (Error in floating point result of binned summation). Consider the $K$-fold binned sum $Y$ of finite floating point numbers $x_0, \ldots, x_{n-1} \in \mathbb{F}$. We denote the exact sum $\sum_{j=0}^{n-1} x_j$ by $T$, the value of the binned sum as obtained by evaluating Equation (4.4) exactly by $\mathcal{Y}$, and the floating point approximation of $Y$ obtained using an appropriate algorithm from Section 5.8 (Algorithm 5.9 or 5.10) by $\overline{\mathcal{Y}}$. Assuming the final answer does not overflow,

$$|T - \overline{\mathcal{Y}}| < \left(1 + \frac{7\epsilon}{1 - 6\sqrt{\epsilon}}\right) \left(n \cdot \max\left(2^{W(1-K)} \max |x_j|, 2^{e_{\min} - 2}\right) + \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} |T| \right) \approx n^2 2^{W(1-K)} \max |x_j| + 7\epsilon |T|. \tag{6.1}$$

Note that Equation (6.1) requires $K \geq 2$ to get a useful error bound. We can compare Equation (6.1) to the error bound obtained if Algorithms 5.9 and 5.10 evaluated Equation (4.4) in some order other than Equation (5.4). In this case, the conversion step from binned sum to floating point number is less accurate.

\textbf{Lemma 6.2} (Error in floating point result of binned summation with naive conversion). If in Theorem 6.1 we replace $\overline{\mathcal{Y}}$ with the floating point approximation of $\mathcal{Y}$ obtained by recursive summation (in some fixed, arbitrary order) of the contributions of each field of the binned number.
(4.4), then assuming the final answer does not overflow,
\[ |T - \mathcal{Y}| < n \cdot \max(2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2}) \]
\[ + \left( \frac{(2K-1)e}{1-(2K-1)e} \right) \left( \sum_{k=0}^{K-1} |Y_{kP}| + \sum_{k=0}^{K-1} |Y_{kC}| \right) \]
\[ \approx n \cdot \max |x_j| \left(2^{W(1-K)} + (2K-1)e \right). \]  
(6.2)

Equation (6.2) is not as tight as Equation (6.1) and grows linearly, instead of shrinking, as the
user increases \( K \) in an attempt to increase accuracy. We can also compare Equation (6.1) to the
error bound of recursive summation.

**Lemma 6.3 (Error in Floating Point Result of Recursive Summation).** Consider the recursive
sum \( \mathcal{Y} \) of finite floating point numbers \( x_0, \ldots, x_{n-1} \in \mathbb{F} \) in some arbitrary order. We denote the exact
sum \( \sum_{j=0}^{n-1} x_j \) by \( T \). Assuming there is no overflow or underflow,
\[ |T - \mathcal{Y}| < n \epsilon \sum_{j=0}^{n-1} |x_j| \leq n^2 \epsilon \max |x_j|. \]  
[18, (2.6)]

We now compare the error bounds for the user who uses the values \( W = 40, K = 3 \) that we
recommend for double \( (p = 53) \) in Section 6.2. Note that the term \( 7\epsilon \sum_{j=0}^{n-1} x_j \) is only seven times
larger than the smallest possible error bound on rounding the exact sum of the \( x_j \) to the nearest
floating point value. To compare the other terms, bound (6.1) grows like \( 2^{-30} n \cdot \max |x_j| \), whereas
bound (6.2) grows like \( 5\epsilon n \cdot \max |x_j| = 5 \cdot 2^{-53} n \cdot \max |x_j| \), which is over \( 2^{29} \) times larger when the
exact sum is tiny \((|T| < 2^{-32} n \cdot \max |x_j|)\). To compare with Reference [18, (2.6)], we bound \( \sum_{j=0}^{n-1} |x_j| \) by \( n \cdot \max |x_j| \), which corresponds to the case when the input data are almost equal in magnitude.
In such a regime, the error bound of the standard recursive summation [18, (2.6)] grows like \( n^2 \)
instead of \( n \), which becomes arbitrarily worse than both bounds (6.1) and (6.2) as the number of
input values \( n \) grows. In the case when \( \sum_{j=0}^{n-1} |x_j| \approx \max |x_j| \), for example when there are just a few
large values and the others are small, then bounds [18, (2.6)] and (6.2) are almost of the same order
of magnitude, which is still worse than Equation (6.1) by a factor of about \( 2^{26} \) when the exact sum
is tiny when \( |T| < 2^{-30} n \cdot \max |x_j| \). Figure 2 compares the error bounds visually.

### 6.1.2 Proofs of Error Bounds

There are two sources of error in the final floating point sum produced through binned summation. The first is from the creation of a binned sum. The second is from the conversion from binned sum to a floating point number.

**Lemma 6.4.** Consider the \( K \)-fold binned sum \( \mathcal{Y} \) of finite floating point numbers \( x_0, \ldots, x_{n-1} \in \mathbb{F} \).
We denote the exact sum \( \sum_{j=0}^{n-1} x_j \) by \( T \) and the value of the binned sum as obtained by evaluating
Equation (4.4) exactly by \( \mathcal{Y} \). Then, we have:
\[ |T - \mathcal{Y}| \leq n \cdot \max(2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2}). \]  
(6.3)

**Proof.** The case of all zero input data is trivial, therefore, we assume that \( \max |x_j| \) is nonzero.
Let \( I \) be the index of \( Y \). Let \( L \) be \( I + K - 1 \), the index of the least bin in \( Y \). By Lemma 3.1 for all \( i < I \)
the slice of any \( x_j \) in bin \( i \) is \( d(x_j, i) = 0 \). Thus, Theorem 3.3 yields,
\[ |x_j - \sum_{i=0}^{L} d(x_j, i)| = |x_j - \sum_{i=0}^{L} d(x_j, i)| \leq 2^{aL}. \]
Fig. 2. Relative error bounds. Relative error bounds (absolute error bound $|\sum_{j=0}^{n-1} x_j|$) in calculating $\sum_{j=0}^{n-1} x_j$ for different condition numbers (which we define as $n \cdot \max |x_j|/|\sum_{j=0}^{n-1} x_j|$). The condition number is a measure of how much cancellation occurs in the sum. “Binned Sum (Naive)” corresponds to Equation (6.1) divided by the exact sum. “Binned Sum (Careful)” corresponds to Equation (6.2) divided by the exact sum. “Recursive Sum” corresponds to Reference [18, (2.6)] divided by the exact sum and due to a dependence on $n$ multiple error bounds are shown. The maximum relative error shown is 1, since a relative error of 1 gives no guarantee of accuracy. It is assumed that we sum using double ($p = 53$), $K = 3$, and $W = 40$.

Either $2^{a_L} \leq 2^{W(1-K)} \max |x_j|$ or $2^{a_L} > 2^{W(1-K)} \max |x_j|$.

Consider the latter. Assume for contradiction that $L < i_{\max}$. Then, we have that $\max |x_j| < 2^{a_L+W(K-1)} = 2^{a_L-K+1} = 2^{a_i} = 2^{b_j+1}$. By Equation (4.6), $I$ is the greatest integer such that $\max |x_j| < 2^{b_I}$ and $I \leq i_{\max} - K + 1$, a contradiction, since $I + 1$ also satisfies these conditions. Thus, $L$ must be $i_{\max}$, implying that

$$2^{a_L} = 2^{a_{i_{\max}}} \leq 2^{e_{\min} - 2},$$

where Equation (3.11) was used in the last inequality.

Therefore,

$$2^{a_L} \leq \max(2^{W(1-K)} \max |x_j|, 2^{e_{\min} - 2}).$$

Since the summation in each bin $Y_i$ is exact, we have

$$|T - Y| = \left| \sum_{j=0}^{n-1} x_j - \sum_{i=1}^{L} \sum_{j=0}^{n-1} d(x_j, i) \right| = \left| \sum_{j=0}^{n-1} \left( x_j - \sum_{i=1}^{L} d(x_j, i) \right) \right|$$

$$\leq n 2^{a_L} \leq n \cdot \max(2^{W(1-K)} \max |x_j|, 2^{e_{\min} - 2}). \qed$$
Now that we have shown a bound on the difference between the exact sum and the binned sum, we must show a bound on the difference between the binned sum and the final result returned by Algorithms 5.9 and 5.10. These conversion algorithms convert a binned number to a floating point number by carefully evaluating Equation (4.4) in the order specified by Equation (5.4). To show the accuracy of Algorithms 5.9 and 5.10, we first establish Lemma 6.5, an error bound on the sum of floating point numbers in order of strictly decreasing exponent, and then show that the ordering in Equation (5.4) satisfies the conditions of this bound.

It should be noted that Lemma 6.5 is similar to Reference [13, Theorem 1], but requires less intermediate precision by exploiting additional structure of the input data. It is possible that future implementers may make modifications to the binned number (adding multiple carry fields, changing the binning scheme, etc.) such that the summation of its fields cannot be reordered to satisfy the assumptions of Lemma 6.5. In such an event, Reference [13, Theorem 1] provides more general ways to sum the fields while still maintaining accuracy.

Intuition is shared between Reference [13, Theorem 1] and Lemma 6.5. Both rely on the observation that during the recursive sum of floating point numbers in decreasing order of their exponents, the value of the partial sum when the first error is encountered is very close to the true value of the sum, and subsequent additions will be increasingly inconsequential, since the exponents are decreasing. When an error occurs during rounding, the partial sum must have had a magnitude large enough that the last bits needed to be truncated. This means that the exponent of the partial sum must be greater than the exponent of whatever summand induced the error, and since the exponents are decreasing, greater than the exponents of all subsequent summands after the first error. Since our summands are decreasing in magnitude very quickly, we can geometrically bound the error of the remaining additions. In fact, we show that within just four more additions after the first error, the remaining summands will not change the value of the partial sum. We need to use assumptions (3.6) and (3.7) to show how the exponents of the summands will decrease as quickly as is required. In the proof, we specify that the input floating point numbers may be unnormalized, as we only need to use the upper bound on the magnitude of the exponents and the lower bound on the units in the last place. The real inputs may be normalized as long as an unnormalized representation exists.

**Lemma 6.5.** We are given $n$ finite floating point numbers $f_0, \ldots, f_{n-1}$ for which there exist (possibly unnormalized) finite floating point numbers $f_0', \ldots, f_{n-1}'$ of the same precision such that

1. $f_j = f_j'$ for all $j \in \{0, \ldots, n-1\}$,
2. $\text{getexp}(f_j') > \cdots > \text{getexp}(f_{n-1}')$,
3. $\text{getexp}(f_j') \geq \text{getexp}(f_{j+2}) + \lceil \frac{\text{ulp}(f_{j+1})}{2} \rceil$ for all $j \in \{0, \ldots, n-3\}$.

Let $S_0 = \overline{S_0} = f_0$, $S_j = S_{j-1} + f_j$, and $\overline{S}_j = \overline{S}_{j-1} \oplus f_j$ (assuming rounding “to-nearest,” breaking ties arbitrarily) so $S_{n-1} = \sum_{j=0}^{n-1} f_j$. Then, in the absence of overflow and underflow, we have

\[
|S_{n-1} - \overline{S}_{n-1}| < \frac{7\epsilon}{1 - 6\sqrt{\epsilon}}|S_{n-1}| \approx 7\epsilon|S_{n-1}|.
\]

**Proof.** Throughout the proof, let $f_j = 0$ if $j > n - 1$ so $S_{\infty} = S_{n-1}$ and $\overline{S}_{\infty} = \overline{S}_{n-1}$.

Let $m$ be the location of the first error such that $S_{m-1} = \overline{S}_{m-1}$ and $S_m \neq \overline{S}_m$.

If no such $m$ exists, then the computed sum is exact ($S_{n-1} = \overline{S}_{n-1}$) and we are done.

If such an $m$ exists, then because $\text{getexp}(f_0') > \cdots > \text{getexp}(f_{m}')$, $f_0, \ldots, f_m \in \text{ulp}(f_m')\mathbb{Z}$. Thus, $S_m \in \text{ulp}(f_m')\mathbb{Z}$.

We now show $|S_{m}| > 2 \cdot 2^{\text{getexp}(f_m')}$. Assume for contradiction that $|S_{m}| \leq 2 \cdot 2^{\text{getexp}(f_m')}$. Because $S_m \in \text{ulp}(f_m')\mathbb{Z}$, this would imply that $S_m$ is representable as a floating point number, a
contradiction as $S_m \neq S_m$. Therefore, we have

$$|S_m| > 2 \cdot 2^\text{getexp}(f'_m).$$ (6.4)

Because $\text{getexp}(f'_m) > \text{getexp}(f'_{m+1})$,

$$|f_{m+1}| < 2 \cdot 2^\text{getexp}(f'_m) = 2^\text{getexp}(f'_m).$$ (6.5)

Because $\text{getexp}(f'_n) \geq \text{getexp}(f'_{m+2}) + \lceil \frac{p+1}{2} \rceil$ and $\text{getexp}(f'_n) > \cdots > \text{getexp}(f'_{n-1})$,

$$\left| \sum_{j=m+2}^{n-1} f_j \right| \leq \sum_{j=m+2}^{n-1} |f_j| < \sum_{j=m+2}^{n-1} 2^\text{getexp}(f'_j) \leq \sum_{j=m+2}^{n-1} 2^\text{getexp}(f'_m) - \frac{2^\text{getexp}(f'_m)}{1 - \frac{p+1}{2}} (m+2-j)$$

$$< \sum_{j=0}^{\infty} \left( 2\sqrt{e} \right)^{2^\text{getexp}(f'_m) - j} = \left( 4\sqrt{e} \right)^{2^\text{getexp}(f'_m)}. (6.6)$$

We can combine Equations (6.5) and (6.6) to obtain

$$\left| \sum_{j=m+1}^{n-1} f_j \right| \leq \sum_{j=m+1}^{n-1} |f_j| < 2^\text{getexp}(f'_m) + \left( 4\sqrt{e} \right) 2^\text{getexp}(f'_m) = \left( 1 + 4\sqrt{e} \right) 2^\text{getexp}(f'_m). (6.7)$$

By Equations (6.4) and (6.7),

$$|S_{n-1}| = \left| \sum_{j=0}^{m} f_j \right| \geq \sum_{j=0}^{m} |f_j| - \left| \sum_{j=m+1}^{n-1} f_j \right| = |S_m| - \sum_{j=m+1}^{n-1} f_j$$

$$\geq 2 \cdot 2^\text{getexp}(f'_m) - \left( 1 + 4\sqrt{e} \right) 2^\text{getexp}(f'_m) = \left( 1 - 4\sqrt{e} \right) 2^\text{getexp}(f'_m). (6.8)$$

By Equations (6.8) and (6.6),

$$\left| \sum_{j=m+2}^{n-1} f_j \right| < \left( 4\sqrt{e} \right) 2^\text{getexp}(f'_m) \leq \frac{4\sqrt{e}}{1 - 4\sqrt{e}} \left| \sum_{j=0}^{n-1} f_j \right|. (6.9)$$

By Equations (6.8) and (6.7),

$$\left| \sum_{j=m+1}^{n-1} f_j \right| \leq \sum_{j=m+1}^{n-1} |f_j| \leq \left( 1 + 4\sqrt{e} \right) 2^\text{getexp}(f'_m) \leq \frac{1 + 4\sqrt{e}}{1 - 4\sqrt{e}} \left| \sum_{j=0}^{n-1} f_j \right|. (6.10)$$

And by Equations (6.8) and (6.10),

$$|S_m| \leq \sum_{j=0}^{n-1} |f_j| + \left| \sum_{j=m+1}^{n-1} f_j \right| \leq \left( 1 + \frac{1 + 4\sqrt{e}}{1 - 4\sqrt{e}} \right) \sum_{j=0}^{n-1} |f_j| = \frac{2}{1 - 4\sqrt{e}} \left| \sum_{j=0}^{n-1} f_j \right|. (6.11)$$

By definition, $\sum_{m}^{m+4}$ is the computed sum of $\sum_{m}, f_{m+1}, \ldots, f_{m+4}$ using the standard recursive summation technique. The quantity $\theta_n$ is defined in Reference [18] such that $|\theta_n| \leq \epsilon_n / (1 - \epsilon_n)$.  

Using Reference [18, (2.4)],

\[
\left| S_m + \sum_{j=m+1}^{m+4} f_j - S_{m+4} \right| \leq \left| (S_m + f_{m+1})\theta_4 + \sum_{j=m+2}^{m+4} f_j\theta_{m+5-j} \right| \leq |\theta_4| |S_m + f_{m+1}| + \sum_{j=m+2}^{m+4} |\theta_{m+5-j}| |f_j| \\
\leq \frac{4\epsilon}{1 - 4\epsilon} |S_m + f_{m+1}| + \frac{3\epsilon}{1 - 3\epsilon} \sum_{j=m+2}^{m+4} |f_j| \\
\leq \frac{4\epsilon}{1 - 4\epsilon} \left| S_m - S_{m-1} + |S_m + f_{m+1}| \right| + \frac{3\epsilon}{1 - 3\epsilon} \sum_{j=m+2}^{n-1} |f_j|.
\]

Since \(S_{n-1} = S_m + f_{m+1} + \sum_{j=m+2}^{n-1} f_j\), we have

\[
|S_m + f_{m+1}| = \left| S_{n-1} - \sum_{j=m+2}^{n-1} f_j \right| \leq |S_{n-1}| + \sum_{j=m+2}^{n-1} |f_j|.
\]

Therefore,

\[
\left| S_m + \sum_{j=m+1}^{m+4} f_j - S_{m+4} \right| \leq \frac{4\epsilon}{1 - 4\epsilon} \left| S_m - S_{m-1} \right| + \frac{4\epsilon}{1 - 4\epsilon} |S_{n-1}| + \frac{7\epsilon}{1 - 4\epsilon} \sum_{j=m+2}^{n-1} |f_j|.
\]

Using the triangle inequality, we have

\[
\left| S_{m+4} - S_{m-1} \right| = \left| S_m + \sum_{j=m+1}^{m+4} f_j - S_{m-1} \right| \leq \left| S_m - S_{m-1} \right| + \left| S_m + \sum_{j=m+1}^{m+4} f_j - S_{m+4} \right| \\
\leq \left( 1 + \frac{4\epsilon}{1 - 4\epsilon} \right) \left| S_m - S_{m-1} \right| + \frac{4\epsilon}{1 - 4\epsilon} |S_{n-1}| + \frac{7\epsilon}{1 - 4\epsilon} \sum_{j=m+2}^{n-1} |f_j|.
\]

Since \(S_{m-1} = S_{m-1}\), we have that \(|S_m - S_{m-1}| = |(S_{m-1} + f_{m}) - S_{m-1}| \leq \epsilon|S_m|\) and therefore

\[
\left| S_{m+4} - S_{m-1} \right| \leq \frac{1}{1 - 4\epsilon} \epsilon|S_m| + \frac{4\epsilon}{1 - 4\epsilon} |S_{n-1}| + \frac{7\epsilon}{1 - 4\epsilon} \sum_{j=m+2}^{n-1} |f_j| \\
\leq \frac{\epsilon}{1 - 4\epsilon} \left( |S_m| + 4|S_{n-1}| + 7 \sum_{j=m+2}^{n-1} |f_j| \right).
\]

And by Equations (6.11) and (6.9),

\[
\left| S_{m+4} - S_{m-1} \right| \leq \frac{\epsilon}{1 - 4\epsilon} \left( \frac{2}{1 - 4\epsilon} |S_{n-1}| + 4|S_{n-1}| + \frac{4\sqrt{\epsilon}}{1 - 4\epsilon} |S_{n-1}| \right) \\
= \frac{\epsilon}{1 - 4\epsilon} \left( \frac{6 + 12\sqrt{\epsilon}}{1 - 4\epsilon} |S_{n-1}| \right) = \frac{6\epsilon}{(1 - 2\sqrt{\epsilon})(1 - 4\epsilon)} \left( |S_{n-1}| \right) \leq \frac{6\epsilon}{1 - 6\sqrt{\epsilon}} |S_{n-1}|.
\]
Notice that
\[
\text{getexp}(f'_m) \geq \text{getexp}(f'_{m+2}) + \left\lceil \frac{p+1}{2} \right\rceil \geq \text{getexp}(f'_{m+4}) + 2 \left\lceil \frac{p+1}{2} \right\rceil > \text{getexp}(f'_{m+5}) + 2 \left\lceil \frac{p+1}{2} \right\rceil.
\]
Therefore,
\[
\text{getexp}(f'_m) \geq \text{getexp}(f'_{m+5}) + p + 2.
\]
Because \(\text{getexp}(f'_m) > \cdots > \text{getexp}(f'_{n-1})\), Equation (6.13) yields
\[
\sum_{j=m+5}^{n-1} f_j \leq \sum_{j=m+5}^{n-1} |f_j| < \sum_{j=m+5}^{n-1} 2 \cdot 2^{\text{getexp}(f'_m) - p - 2 - (j-(m+5))} < \sum_{j=0}^{\infty} 2^{\text{getexp}(f'_m) - p - 1 - j} = \epsilon 2^{\text{getexp}(f'_m)}.
\]
Using Equations (6.14) and (6.8),
\[
\sum_{j=m+5}^{n-1} f_j < \epsilon 2^{\text{getexp}(f'_m)} \leq \frac{\epsilon}{1 - 4\sqrt{\epsilon}} |S_{n-1}|.
\]
By Equations (6.12) and (6.15)
\[
|S_{n-1} - S_{m+4}| \leq |S_{n-1} - S_{m+4}| + |S_{m+4} - S_{m+4}|
\]
\[
\leq \sum_{j=m+5}^{n-1} f_j + \frac{6\epsilon}{1 - 6\sqrt{\epsilon}} |S_{n-1}|
\]
\[
\leq \frac{\epsilon}{1 - 4\sqrt{\epsilon}} |S_{n-1}| + \frac{6\epsilon}{1 - 6\sqrt{\epsilon}} |S_{n-1}|
\]
\[
< \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} |S_{n-1}|.
\]
When combined with Equation (6.8), this gives
\[
|S_{m+4}| > \left(1 - \frac{7\epsilon}{1 - 6\sqrt{\epsilon}}\right) |S_{n-1}|
\]
\[
\geq \left(1 - \frac{7\epsilon}{1 - 6\sqrt{\epsilon}}\right) \left(1 - 4\sqrt{\epsilon}\right) 2^{\text{getexp}(f'_m)}
\]
\[
= \left(1 - 4\sqrt{\epsilon} - \frac{7\epsilon}{1 - 6\sqrt{\epsilon}}\right) 2^{\text{getexp}(f'_m)},
\]
which can be simplified to
\[
|S_{m+4}| > 2^{\text{getexp}(f'_m)-1}
\]
because \(\epsilon \leq 2^{-7}\), which is satisfied because of assumption (3.8).

Using Equation (6.13), for all \(j \geq m + 5\), we have
\[
|f_j| < 2 \cdot 2^{\text{getexp}(f'_j)} \leq 2 \cdot 2^{\text{getexp}(f'_m) - p - 2} = \epsilon \cdot 2^{\text{getexp}(f'_m) - 1}.
\]
And by Equations (6.18) and (6.17), all additions after \(f_{m+4}\) have no effect (since we are rounding to-nearest) and we have \(S_{n-1} = S_{m+4}\). This, together with Equation (6.16), implies
\[
|S_{n-1} - S_{n-1}| < \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} |S_{n-1}|.
\]
The proof is complete. \(\square\)
Now that we have Lemma 6.5, all that remains is to show that it applies to Algorithms 5.9 and 5.10. Since both algorithms add the numbers according to Equation (5.4), we must show that this ordering satisfies the assumptions of Lemma 6.5.

**Lemma 6.6.** Consider the $K$-fold binned sum $Y$ of index 1 of finite floating point numbers $x_0, \ldots, x_{n-1} \in \mathbb{F}$. We denote the value of the binned sum as obtained by evaluating Equation (4.4) exactly by $\mathcal{Y}$, and the floating point approximation of $Y$ obtained using an appropriate algorithm from Section 5.8 (Algorithm 5.9 or 5.10) by $\overline{\mathcal{Y}}$. Assuming the final answer does not overflow,

$$|\mathcal{Y} - \overline{\mathcal{Y}}| < \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} |\mathcal{Y}|.$$

**Proof.** We first show how to interpret the $\mathcal{Y}_{kp}$ and $\mathcal{Y}_{kC}$ as unnormalized floating point numbers and sort their exponents independently of the actual values of the fields. Note that this interpretation is to support reasoning about Equation (5.4) and does not affect the representation format of the data itself, since IEEE floating point formats do not permit unnormalized numbers beside exceptional values and denormalized numbers. Consider a $K$-fold binned number $Y$ of index 1. Since each value $\mathcal{Y}_{kp}$ in a primary field $\mathcal{Y}_{kp}$ is represented by an offset from $1.5e^{-12^a_{l+k}}$ and $\mathcal{Y}_{kC} \in (e^{-12^a_{l+k}}, 2e^{-12^a_{l+k}})$, with perhaps some scaling applied in the event that $I = 0$, $\mathcal{Y}_{kp}$ can be expressed exactly using an unnormalized floating point number $\mathcal{Y}_{p}'$ with an exponent of $a_{l+k} + p - 1$. As each carry field $\mathcal{Y}_{kC}$ is a count of renormalization adjustments later scaled by $0.25e^{-12^a_{l+k}}, \mathcal{Y}_{kC}$ can be expressed exactly using an unnormalized floating point number $\mathcal{Y}_{C}'$ with an exponent of $a_{l+k} + 2p - 3$.

First, we have $\text{getexp}(\mathcal{Y}_{kp}') > \text{getexp}(\mathcal{Y}_{kC}')$ and $\text{getexp}(\mathcal{Y}_{kC}') > \text{getexp}(\mathcal{Y}_{kp}')$ because $a_{l+k} > a_{l+k+1}$.

Next, note that

$$\text{getexp}(\mathcal{Y}_{C}') = a_{l+k} + 2p - 3$$

and

$$\text{getexp}(\mathcal{Y}_{C}'_{k-1}) = a_{l+k-1} + p - 1 = a_{l+k} + W + p - 1.$$

Therefore, $\text{getexp}(\mathcal{Y}_{C}'_{k+1}) > \text{getexp}(\mathcal{Y}_{C}'_{k-1})$ by Equation (3.6).

Finally, note that

$$\text{getexp}(\mathcal{Y}_{k-2P}') = a_{l+k-2} + p - 1 = a_{l+k} + 2W + p - 1.$$ 

Therefore, $\text{getexp}(\mathcal{Y}_{C}'_{k+1}) < \text{getexp}(\mathcal{Y}_{C}'_{k-2})$ by Equation (3.7).

Combining the above inequalities, we see that the exponents of all the $\mathcal{Y}_{kp}'$ and $\mathcal{Y}_{C}'$ are distinct and can be sorted as follows:

$$\text{getexp}(\mathcal{Y}_{C}') > \text{getexp}(\mathcal{Y}_{C}'_1) > \text{getexp}(\mathcal{Y}_{C}'_2) > \text{getexp}(\mathcal{Y}_{C}'_3) > \text{getexp}(\mathcal{Y}_{C}'_4) > \ldots$$

$$\ldots > \text{getexp}(\mathcal{Y}_{C}'_1) > \text{getexp}(\mathcal{Y}_{C}'_{k-1}) > \text{getexp}(\mathcal{Y}_{C}'_{k+1}) > \text{getexp}(\mathcal{Y}_{C}'_{k+1}) > \ldots$$

Note that the above ordering is the same as that in Equation (5.4).

These unnormalized floating point numbers may, for convenience of notation, be referred to in decreasing order of unnormalized exponent as $\gamma_0', \ldots, \gamma_{2k-1}'$.

We have just shown that

$$\text{getexp}(\gamma_0') > \cdots > \text{getexp}(\gamma_{2k-1}'),$$

where $\gamma_j$ denotes the normalized representation of the $\gamma_j'$. Note that $\gamma_j = \gamma_j'$ as real numbers and that $\text{getexp}(\gamma_j) \leq \text{getexp}(\gamma_j')$. 

If $y_j$ is a primary field, then either $y_{j+1}$ or $y_{j+2}$ is a primary field (with the exception of $y_{2K-1}$). If $y_j$ is a carry field, then either $y_{j+1}$ or $y_{j+2}$ is a carry field (with the exception of $y_{2K-3}$, but if we use the fact that $p \geq 8$, we have $\gamma_j = a_{1j+K-1} + 2p - 3 \geq a_{1j+K-1} + p + \lceil \frac{p+1}{2} \rceil - 1 = \gamma_{j+2} + \lceil \frac{p+1}{2} \rceil - 1$). Therefore, as $2W > p + 1$ and $W < p - 2$, for all $j \in \{0, \ldots, 2K - 3\}$

$$\gamma_j \leq \gamma_{j+2} + \lceil \frac{p+1}{2} \rceil.$$

(6.20)

$Y'_{kP}$ and $Y'_{kC}$ can be expressed exactly using floating point numbers of the same precision as $Y_{kP}$ and $Y_{kC}$ (except in the case of overflow, in which a scaled version may be obtained), and such exact floating point representations can be obtained using Equations (4.1) and (4.2). By Equations (6.19) and (6.20), Lemma 6.5 applies to Equation (5.4) to yield

$$|Y - \overline{Y}| < \frac{7\epsilon}{1 - 6\epsilon} |Y|.$$

With Lemmas 6.4 and 6.6, we have all the necessary ingredients to give the final error bounds. Reference [15] discusses the absolute error between the binned sum and the exact sum (addressed here by Lemma 6.4), but does not give a method to compute a floating point approximation of the binned sum. No error bound on the final floating point answer was given. Theorem 6.1 extends the error bound of Reference [15] all the way to the final return value of the algorithm, combining the results of Lemmas 6.4 and 6.6.

Proof of Theorem 6.1. Lemma 6.4 gives us

$$|T - \overline{Y}| \leq n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\}.$$

Lemma 6.6 gives us

$$|Y - \overline{Y}| < \frac{7\epsilon}{1 - 6\epsilon} |Y|.$$

By the triangle inequality,

$$|Y| \leq |T| + |T - \overline{Y}| < n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\} + |T|.$$

The above results can be used to obtain Equation (6.1), the absolute error of the floating point approximation of a binned sum $|T - \overline{Y}|$:

$$|T - \overline{Y}| \leq |T - \overline{Y}| + |Y - \overline{Y}|$$

$$< n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\} + \frac{7\epsilon}{1 - 6\epsilon} |Y|$$

$$< n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\} + \frac{7\epsilon}{1 - 6\epsilon} \left(n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\} + |T|\right)$$

$$< \left(1 + \frac{7\epsilon}{1 - 6\epsilon}\right) \left(n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\} + \frac{7\epsilon}{1 - 6\epsilon} |T|\right).$$

□

Proof of Lemma 6.2. Lemma 6.4 gives us

$$|T - \overline{Y}| \leq n \cdot \max\{2^{W(1-K)} \max |x_j|, 2^{x_{\min}}\}.$$

The standard error bound on recursive floating point summation [18, (2.6)] gives us

$$|Y - \overline{Y}| < \left(\frac{(2K - 1)\epsilon}{1 - (2K - 1)\epsilon}\right) \left(\sum_{k=0}^{K-1} |Y_{kP}| + \sum_{k=0}^{K-1} |Y_{kC}|\right).$$
Combining with the triangle inequality, we obtain
\[
\left| T - \overline{Y} \right| < n \cdot \max \left( 2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2} \right)
+ \left( \frac{(2K - 1)\epsilon}{1 - (2K - 1)\epsilon} \right) \left( \sum_{k=0}^{K-1} |Y_{k,p}| + \sum_{k=0}^{K-1} |Y_{k,c}| \right)
\approx n \cdot \max |x_j| \left( 2^{W(1-K)} + (2K - 1)\epsilon \right).
\]

A user of binned summation may wish to have an expression for the error bound relative to the result \( \overline{Y} \), and not the exact sum \( T \) (since \( T \) is probably not available in practice). We show this error bound with Lemma 6.7:

**Lemma 6.7 (Error in floating point result of binned summation (relative to result)).** Consider the \( K \)-fold binned sum \( Y \) of finite floating point numbers \( x_0, \ldots, x_{n-1} \in \mathbb{F} \). We denote the exact sum \( \sum_{j=0}^{n-1} x_j \) by \( T \), the value of the binned sum as obtained by evaluating Equation (4.4) exactly by \( \overline{Y} \), and the floating point approximation of \( \overline{Y} \) obtained using an appropriate algorithm from Section 5.8 (Algorithm 5.9 or 5.10) by \( \overline{Y} \). Assuming the final answer does not overflow,

\[
\left| T - \overline{Y} \right| < n \cdot \max \left( 2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2} \right) + \frac{7\epsilon}{1 - 6\sqrt{\epsilon} - 7\epsilon} |\overline{Y}|
\approx n2^{W(1-K)} \max |x_j| + 7\epsilon |\overline{Y}|.
\]

**Proof.** By the triangle inequality,

\[ |\overline{Y}| \leq |\overline{Y}| + |\overline{Y} - \overline{Y}|. \]

Applying Lemma 6.6 yields

\[ |\overline{Y}| < |\overline{Y}| + \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} |\overline{Y}|. \]

After simplification,

\[ |\overline{Y}| < \left( \frac{1}{1 - \frac{7\epsilon}{1 - 6\sqrt{\epsilon}}} \right) |\overline{Y}| = \frac{1 - 6\sqrt{\epsilon}}{1 - 6\sqrt{\epsilon} - 7\epsilon} |\overline{Y}|. \]

The above results can be used to obtain Equation (6.21), the absolute error of the floating point approximation of a binned sum \( |T - \overline{Y}| \):

\[
\left| T - \overline{Y} \right| \leq |T - \overline{Y}| + |\overline{Y} - \overline{Y}|
< n \cdot \max \left( 2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2} \right) + \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} |\overline{Y}|
< n \cdot \max \left( 2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2} \right) + \frac{7\epsilon}{1 - 6\sqrt{\epsilon}} \left( \frac{1 - 6\sqrt{\epsilon}}{1 - 6\sqrt{\epsilon} - 7\epsilon} |\overline{Y}| \right)
= n \cdot \max \left( 2^{W(1-K)} \max |x_j|, 2^{e_{\text{min}}-2} \right) + \frac{7\epsilon}{1 - 6\sqrt{\epsilon} - 7\epsilon} |\overline{Y}|.
\]

\[ \Box \]

### 6.2 Suggested Parameters and Algorithmic Limits

Here, we clarify the limits of binned summation with respect to the parameters we have given. Certain key quantities are summarized in Table 2. As we will see, there are tradeoffs among accuracy, performance, memory, and the maximum number of summands as we vary \( W \) and \( K \), so we explain these tradeoffs and how we made our final recommendations for \( W \) and \( K \) in Table 2.
As analyzed in Theorem 6.1, the maximum error in a $K$-fold binned number with $W$-bit bins is $2^{W(1-K)}$, so the minimum $K$ with useful accuracy is 2. The error decreases as $W$ and $K$ increase. The maximum useful and allowed $K$ is $i_{\text{max}} + 1$, as this covers all of the bins and computes the exact sum (to within a relative error of 7ε, subject to overflow and underflow, as discussed in Section 6.1). We want to choose $W$ and $K$ so the error is at least as good as recursive summation using the underlying floating point format, implying $W(K-1)$ should be at least $p = 24$ in single, $p = 53$ in double, and $p = 113$ in quad.

By Equation (3.6), $W < p - 2$. By Equation (3.7), $2W > p + 1$. The combination of these two implies $p \geq 8$ (3.8). They also imply $(p+1)/2 < W < p-2$, or $13 \leq W \leq 21$ in single, $28 \leq W \leq 50$ in double, and $58 \leq W \leq 110$ in quad.

Since $W < p$, and we require $W(K-1) \geq p$, we recommend $K = 3$ to minimize memory and operation counts.

By Theorem 5.3, a maximum of $2^p - W - 2$ elements may be deposited into $Y_{k,p}$ between renormalizations. This number is referred to as the **endurance** of a binned number. The larger the endurance, the closer the operation count of Algorithm 5.7 gets to the lower bound given by the cost of the **deposit** operation. This motivates choosing $W$ to be less than its upper bound of $p - 3$.

By Equation (4.5), a binned number is capable of representing the sum of at least $2^{2p-W-2}$ floating point numbers. This number is referred to as the **capacity** of the binned number. In principle, one could choose $W$ so the capacity just exceeded the number of summands in a particular application, but in practice one might not know the number of summands ahead of time, so reproducibility is better guaranteed by choosing $W$ small enough so the capacity is at least the largest number of expected summands, which we choose to be $2^{32}$ in single (so $2 \cdot 24 - W - 2 \geq 32$, or $W \leq 14$) and $2^{64}$ in double (so $2 \cdot 53 - W - 2 \geq 64$, or $W \leq 40$). These capacities are chosen to exceed the largest unsigned integer that can be represented in the same-sized integer format, so choosing $W$ any smaller is unlikely to be useful. In quad, such a number would be impractically large (most systems use 64-bit pointers), so we will not constrain our choice by the corresponding inequality $2 \cdot 113 - W - 2 \geq 128$, or $W \leq 96$.

The binned number will, when used correctly, avoid intermediate overflow assuming the limits in the previous paragraphs are honored.

As discussed in Section 4.1.2, we assume gradual underflow and guarantee that our algorithms will round underflows to at least the nearest $2^{\text{min} - 1}$.

Now, we consider choosing $W$ and $K$ in the case of single. Our constraints above leave two choices: $W = 13$ or $W = 14$. We choose $W = 13$ to maximize endurance, which is $2^9$, and so minimize cost. This also yields a capacity of $2^{33}$.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>single</th>
<th>double</th>
<th>quad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default $K$</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$K_{\text{min}}$</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$K_{\text{max}}$</td>
<td>21</td>
<td>52</td>
<td>328</td>
</tr>
<tr>
<td>Default $W$</td>
<td>13</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>$W_{\text{min}}$</td>
<td>13</td>
<td>28</td>
<td>58</td>
</tr>
<tr>
<td>$W_{\text{max}}$</td>
<td>21</td>
<td>50</td>
<td>110</td>
</tr>
<tr>
<td>Endurance</td>
<td>$2^9$</td>
<td>$2^{11}$</td>
<td>$2^{11}$</td>
</tr>
<tr>
<td>Capacity</td>
<td>$2^{33}$</td>
<td>$2^{64}$</td>
<td>$2^{124}$</td>
</tr>
<tr>
<td>Error in computing $T = \sum_{j=1}^{n-1} x_j$ where $\overline{T} = n \cdot \max</td>
<td>x_j</td>
<td>$</td>
<td>$2^{-26}T + 2^{-21}</td>
</tr>
</tbody>
</table>

As discussed in Section 6.1, the maximum error in a $K$-fold binned number with $W$-bit bins is $2^{W(1-K)}$, so the minimum $K$ with useful accuracy is 2. The error decreases as $W$ and $K$ increase. The maximum useful and allowed $K$ is $i_{\text{max}} + 1$, as this covers all of the bins and computes the exact sum (to within a relative error of 7ε, subject to overflow and underflow, as discussed in Section 6.1). We want to choose $W$ and $K$ so the error is at least as good as recursive summation using the underlying floating point format, implying $W(K-1)$ should be at least $p = 24$ in single, $p = 53$ in double, and $p = 113$ in quad.

By Equation (3.6), $W < p - 2$. By Equation (3.7), $2W > p + 1$. The combination of these two implies $p \geq 8$ (3.8). They also imply $(p+1)/2 < W < p-2$, or $13 \leq W \leq 21$ in single, $28 \leq W \leq 50$ in double, and $58 \leq W \leq 110$ in quad.

Since $W < p$, and we require $W(K-1) \geq p$, we recommend $K = 3$ to minimize memory and operation counts.

By Theorem 5.3, a maximum of $2^p - W - 2$ elements may be deposited into $Y_{k,p}$ between renormalizations. This number is referred to as the **endurance** of a binned number. The larger the endurance, the closer the operation count of Algorithm 5.7 gets to the lower bound given by the cost of the **deposit** operation. This motivates choosing $W$ to be less than its upper bound of $p - 3$.

By Equation (4.5), a binned number is capable of representing the sum of at least $2^{2p-W-2}$ floating point numbers. This number is referred to as the **capacity** of the binned number. In principle, one could choose $W$ so the capacity just exceeded the number of summands in a particular application, but in practice one might not know the number of summands ahead of time, so reproducibility is better guaranteed by choosing $W$ small enough so the capacity is at least the largest number of expected summands, which we choose to be $2^{32}$ in single (so $2 \cdot 24 - W - 2 \geq 32$, or $W \leq 14$) and $2^{64}$ in double (so $2 \cdot 53 - W - 2 \geq 64$, or $W \leq 40$). These capacities are chosen to exceed the largest unsigned integer that can be represented in the same-sized integer format, so choosing $W$ any smaller is unlikely to be useful. In quad, such a number would be impractically large (most systems use 64-bit pointers), so we will not constrain our choice by the corresponding inequality $2 \cdot 113 - W - 2 \geq 128$, or $W \leq 96$.

The binned number will, when used correctly, avoid intermediate overflow assuming the limits in the previous paragraphs are honored.

As discussed in Section 4.1.2, we assume gradual underflow and guarantee that our algorithms will round underflows to at least the nearest $2^{\text{min} - 1}$.

Now, we consider choosing $W$ and $K$ in the case of single. Our constraints above leave two choices: $W = 13$ or $W = 14$. We choose $W = 13$ to maximize endurance, which is $2^9$, and so minimize cost. This also yields a capacity of $2^{33}$.
In the case of double, our constraints limit $W$ to the range $28 \leq W \leq 40$. When $W = 40$, the endurance is already quite large, $2^{11}$, so increasing the endurance further (i.e., decreasing $W$) is unlikely to improve performance. The capacity is $2^{64}$, which is as large as necessary. So, we choose $W = 40$ to maximize accuracy.

In the case of quad, we consider $W$ greater than 96, so in the range $96 \leq W \leq 110$, since a capacity of $2^{128}$ is much larger than necessary. Increasing $W$ reduces both the capacity and endurance, and also increases accuracy, so a reasonable tradeoff seems to be $W = 100$, which reduces the endurance to $2^{11}$, the same as for double, leaving a capacity of (a still very large) $2^{124}$.

In Reference [15], similar algorithms (Algorithms 5 and 6) were implemented with $K = 3$, $W = 40$ and performed renormalization once every $2,048$ summands, running within 1.2 to 1.6 times the runtime of conventional recursive summation. We therefore assume that amortization over $2,048$ summands is sufficient, but of course the precise selection of parameters should be specific to the application and based on experimentation, which is out of the scope of this article.

As mentioned in Section 3.1, the exponent range is so small in half that fixed-point arithmetic is likely a more efficient reproducible summation scheme for this format. Thus, we do not discuss parameters for half.

Although we have restricted our attention to cases where the fields of the binned number are of the same type as the numbers it is summing, our analysis does not preclude widening the summands to a larger floating point format before reproducible summation. If our summands are bfloat16 (a recently proposed floating point format with the same exponent range as single, but with reduced precision $p = 8$ to save space and increase efficiency [4]), then building a binned number out of bfloat16 would prove difficult, since we would be restricted to $W = 5$ and the capacity would therefore be limited to $2^9 = 512$. Instead, we could sum using a single precision binned number. If our summands are single, we could sum using a double precision binned number with $K = 2$, which could be faster, because it requires fewer instructions (although these instructions involve the more expensive double precision numbers). Since these tradeoffs depend heavily on architectural effects, we leave an exploration of these possibilities to future work.

7 CONCLUSIONS AND FUTURE WORK

The algorithms we have presented have been shown to sum binary IEEE 754-2008 floating point numbers accurately and reproducibly and require only a subset of the IEEE Floating Point Standard 754-2008 [1] and bitwise operations on the standard representations in memory, satisfying Goal 1. Our algorithms are more accurate than recursive summation, and by varying $K$ the user can tune the accuracy (Goal 2). The algorithms avoid intermediate overflow and work on exceptional cases such as $+\text{Inf}$, $-\text{Inf}$, and $\text{NaN}$ (Goal 3). Our algorithms require only one pass over the data, and only one parallel reduction is required (Goals 4 and 5). Our reproducible accumulator requires only six floating point words (Goal 6) and has been designed to work in existing software patterns for summation (Goal 7). We believe our approach is the first to satisfy all of our design goals.

We have specified all of the necessary steps to carry out reproducible summation in practice, including initialization of the accumulator, addition of floating point numbers to an accumulator, addition of an accumulator to an accumulator, and conversion from the intermediate binned number to a floating point result. It should be possible to use the algorithms presented here to create a user-friendly interface to a reproducible accumulator that could hide almost all of the complexity of reproducible summation while maintaining the flexibility of conventional summation.

In the future, we will show how our methods have been used to create reproducible absolute sums, dot products, norms, matrix-vector products, matrix-matrix products, and so on, in an optimized library called ReproBLAS.
APPENDIX

A ALTERNATE IMPLEMENTATIONS AND INSTRUCTION COUNTS

We made several design choices when formalizing our reproducible summation scheme. Here, we explore a design space of alternative implementations that could have performance advantages, depending on the architecture, and how exceptions may be handled. We describe variations on the algorithm described so far, which use different tie-breaking rounding modes (A.1), use the augmented addition operation in the new IEEE-754-2019 standard (A.2), handle exceptions differently but still reproducibly (A.3), deal with the entire range of denormalized numbers (A.4), deal with abrupt underflow (A.5), and how to get arbitrarily high precision while still doing only $9n + O(K)$ FLOPs (A.6). We also include a detailed accounting of instructions used by our algorithms (A.7).

A.1 Rounding Modes

In Algorithm 5.4, we must use a “to-nearest” rounding mode to exactly represent the error in our addition in lines 8 and 20. Although we require a to-nearest rounding mode, we explicitly do not require any specific tie-breaking behavior, because we were able to set the last bit of $r$ in lines 7, 19, and 25. However, we could avoid setting the last bit of $r$ if we had a tie-breaking behavior that did not depend on the significand of $Y_k$, so the slices would be well-defined and the algorithm would be reproducible. (If the tie-breaking behavior depends on the significand of $Y_k$ and we do not break ties by setting the last bit of $r$, then the order in which numbers are added to $Y_k$ could change the amount that is added.)

With alternate tie-breaking behaviors, slices would be defined as

$$d(x, i) = \begin{cases} 
0 & \text{if } |x| < 2^{a_i} \\
R(x, a_i + 1) & \text{if } 2^{a_i} \leq |x| < 2^{b_i} \\
R\left(x - \sum_{j=0}^{i-1} d(x, j), a_i + 1\right) & \text{if } 2^{b_i} \leq |x|,
\end{cases}$$

where $R$ is a rounding function that rounds to-nearest with tie-breaking dependent on the rounding mode used. Table A.1 contains the various tie-breaking behaviors of $R$ for different rounding modes. Except for the first line in the table (which is the subject of this article), the tie-breaking of $R$ can be derived from the tie-breaking in floating point using the facts that $Y_k$ and $Y_k \oplus r$ are always both strictly positive.

By using a different to-nearest rounding mode, we would accumulate different slices, but because our rounding mode is to-nearest, the theorems and lemmas in Sections 3 and 4 would still hold, albeit with a new definition of slices. These sections contain the basic results to prove the rest of the

<table>
<thead>
<tr>
<th>Tie-breaking of Floating Point</th>
<th>Lines 7, 19, and 25 of Algorithm 5.4</th>
<th>Tie-breaking of $R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any</td>
<td>$S = Y_k \oplus (r</td>
<td>1)$</td>
</tr>
<tr>
<td>To $s_r$</td>
<td>$S = Y_k \oplus r$</td>
<td>Away From 0</td>
</tr>
<tr>
<td>To $s_r \cdot s_{Y_k}$</td>
<td>$S = Y_k \oplus r$</td>
<td>Away From 0</td>
</tr>
<tr>
<td>To $-s_r$</td>
<td>$S = Y_k \oplus r$</td>
<td>Towards 0</td>
</tr>
<tr>
<td>To $-s_r \cdot s_{Y_k}$</td>
<td>$S = Y_k \oplus r$</td>
<td>Towards 0</td>
</tr>
<tr>
<td>Away From 0</td>
<td>$S = Y_k \oplus r$</td>
<td>Towards $\infty$</td>
</tr>
<tr>
<td>Towards $\infty$</td>
<td>$S = Y_k \oplus r$</td>
<td>Towards $\infty$</td>
</tr>
<tr>
<td>Towards 0</td>
<td>$S = Y_k \oplus r$</td>
<td>Towards $-\infty$</td>
</tr>
<tr>
<td>Towards $-\infty$</td>
<td>$S = Y_k \oplus r$</td>
<td>Towards $-\infty$</td>
</tr>
</tbody>
</table>

Note that $s_{Y_k}$ is the sign of $Y_k$ and $s_r$ is the sign of $r$. 
article, so we can say that any of the above rounding modes and implementations of Algorithm 5.4 would lead to a reproducible summation scheme. However, tie-breaking rules produce different slices; they might not produce the same reproducible sums.

A.2 Augmented Operations

If we use a rounding mode where lines 7, 19, and 25 of Algorithm 5.4 can be \( S = Y_k^P \oplus r \) (see Table 3 for options), then we can use an operation for augmented addition in the new IEEE Floating Point Standard 754-2019 [5] to speed up Algorithm 5.4. Such an operation \( f(Y_k^P, r) \) would return \( (S, z) \) such that \( S = Y_k^P \oplus r \) and \( z = Y_k^P + r - (Y_k^P \oplus r) \) where \( \oplus \) uses some “to-nearest” rounding mode (ties are broken toward 0 in Reference [5]). Thus, lines 19 to 22 could be replaced by

\[
(Y_k^P, r) = f(Y_k^P, r)
\]

and line 25 could also be replaced by the same. Since the error in the addition is computed exactly by \( f \), we would no longer need special scaling to avoid overflow and lines 6 to 12 could be replaced by

\[
r = x \odot 2^{W-p-1},
\]

\[
(Y_0^P, r) = f(Y_0^P, r),
\]

\[
r = r \odot 2^{p-W+1}.
\]

Thus, if augmented addition is implemented as a single floating point instruction, it reduces the cost of the algorithm to \( K = 3 \) FLOPs (without any \((r|1)\) operations) when \( I \neq 0 \). If it is implemented as two floating point instructions (one for the sum and one for the error), it reduces the cost of the algorithm to \( 2K - 1 = 5 \) FLOPs (without any \((r|1)\) operations) when \( I \neq 0 \) (notice that we do not need the error in the last sum). If \( I = 0 \), we would need to use two extra scaling operations.

A.3 Simple +Inf, -Inf, and NaN Handling

Although we require strict handling of +Inf, -Inf, and NaN, we observe that this can also be handled lazily. If \( Y_0^P \) is exceptional, then Algorithm 5.3 leaves it unchanged. We can remove the check on line 2 of Algorithm 5.4 and we will execute lines 6 to 12 or lines 19 to 22. Lines 7 or 19 will set the last bit of a summand +Inf or -Inf so it is NaN. Thus, at the end of our summation algorithm, we will get a result of NaN if and only if any of our summands were exceptional (which is a reproducible behavior). Note that in this implementation, we will only get a result of +Inf or -Inf if the sum was too large to represent. If we wish, we can go back whenever we see a result of NaN and determine the true exceptional result.

If we are using a rounding mode where lines 7, 19, and 25 of Algorithm 5.4 can be \( S = Y_k^P + r \), then we do not need the check on line 2, because \( r \) is added directly to \( Y_0^P \) as desired.

Even if we must explicitly check for exceptional input, we can move the check from inside Algorithm 5.4 to Algorithm 5.7, since this algorithm already passes over the data to determine the maximum absolute value of the input on line 5. If we see that our input is exceptional, we can compute our result directly with few conditional branches.

A.4 Adding Denormalized Floating Point Numbers

Algorithm 5.4 in Section 5.3 relies on setting the last bit of intermediate results to fix the direction of the rounding mode. However, if \( r \) is the quantity to be added to \( Y_k^P \), \( \text{ulp}(r) \) must be less than rounding error in \( Y_k^P \) when added to \( Y_k^P \). Mathematically, we require \( \text{ulp}(r) < 0.5\text{ulp}(Y_k^P) \) to prove Theorem 5.2 about the correctness of Algorithm 5.4. This is why we must enforce \( a_{i_{\text{max}}} \geq e_{\text{min}} - p + 2 \) so the least significant bit of the least bin is larger than twice the smallest denormalized number.
If we use a rounding mode that does not require setting the last bit of \( r \) in lines 7, 19, and 25 as discussed above in Section A.1, we no longer need \( \text{ulp}(r) < 0.5\text{ulp}(Y_{kP}) \). Therefore, we can add one or two more bins so we can accumulate slices in the bin (3.10).

If we cannot use a different rounding mode, we could also accumulate input in the least bins by scaling them up, analogously to how we handled summands close to \( 2 \cdot 2^{e_{\text{max}}} \). We would scale \( r \) up before adding it to the least bins in Algorithm 5.4. A disadvantage to this approach is the additional branching cost incurred due to the conditional scaling of what might be multiple bins.

Another approach, if the rounding mode cannot be changed, is to add a special bin to accumulate the input ignored by the other bins. Its associated collector would have a primary field that has exponent \( e_{\text{min}} \) and would not be stored with any bias. In line 25 of Algorithm 5.4, we must check to see if we are adding to this least bin and if we are, simply execute the statement \( Y_{kP} = Y_{kP} \oplus r \) instead. The finite inputs \( r \in \mathbb{F} \) to this bin would satisfy \( |r| \leq 2^{e_{\text{min}} - p} + (e_{\text{max}} - e_{\text{min}} + p + 1) \mod W \leq e_{\text{min}} - p + W + 1 \). Since for all \( r \in \mathbb{F} \) we have that \( r \in 2^{e_{\text{min}} - p + 1} \mathbb{Z} \), this bin would be able record at least \( 2^{p-W-2} \) additions exactly, after which point it could be renormalized similarly to the other bins.

Note that the assumptions in Section 6.1 do not necessarily hold when another bin is added, so the conversion routine may have to be modified.

### A.5 Abrupt Underflow

If underflow is abrupt (meaning that results that would normally round to a number with magnitude less than \( 2^{e_{\text{min}}} \) are instead rounded to zero), several approaches may be taken to modify the given algorithms to ensure reproducibility. Abrupt underflow is defined as an alternate exception handling mode in Section 8.2 of the IEEE 754 standard [1, 5]. Since “denormals are zero” (treating input denormal numbers as zero) mode is not defined in the standard, we do not consider it.

Again, the most straightforward approach would be to extract input in the denormalized range by scaling the smaller inputs up. This has the added advantage of increasing the accuracy of the algorithm to sum the entire denormal range.

A more efficient way to solve the problem would be to set the least bin to have \( a_{i_{\text{max}}} = e_{\text{min}} \). This means that all the values smaller than \( 2^{e_{\text{min}}} \) will not be extracted. This could be accomplished either by keeping the current binning scheme and having the least bin be of a width not necessarily equal to \( W \), or by shifting all other bins to be greater. The disadvantage of shifting the other bins is that it may cause multiple greatest bins to overflow, adding multiple scaling cases. Setting such a least bin would enforce the condition that no underflow occurs, since all intermediate sums are either 0 or greater than the underflow threshold. The denormal range would be discarded.

Setting the least bin is similar to zeroing out the significand bits of each summand that correspond to values \( 2^{(e_{\text{min}}-1)} \) or smaller. However, performing such a bitwise manipulation would likely be more computationally intensive and would not map as intuitively to our binning process.

In the case that reproducibility is desired on heterogeneous machines, where some processors may handle underflow gradually and others abruptly, the approach of setting a least bin is recommended. The binned sum using this scheme does not depend on whether or not underflow is handled gradually or abruptly, so the results will be the same regardless of where they are computed.

Again, remember that adding another bin may break assumptions in Section 6.1.

### A.6 High Accuracy

Allowing the user to adjust accuracy yields an interesting tradeoff between performance and accuracy. Using only the existing interface, a basic superaccumulator [26] can be built by setting \( K \)}
to its maximum so almost the entire floating point range is summed. A careful examination of the error bound (6.1) shows that this would give almost exact results regardless of the dynamic range of the sum.

The Deposit operation (Algorithm 5.4) calculates \( K \) slices of each summand. This is an efficient approach when \( K \) is small. However, if we use a very large value of \( K \), this is inefficient, since many of these slices will be zero. Lemma A.1 shows that each floating point number corresponds to at most three consecutive bins that may have nonzero slices. Therefore, we can optimize Deposit for a high-accuracy use case by only calculating these slices.

**Lemma A.1.** Let \( x \in \mathbb{F} \) be finite and let \( J \) be the largest integer such that \( |x| < 2^{b/2} \). If \( J \leq i_{\text{max}} - 2 \), then only the 3 slices \( d(x, J), d(x, J + 1), d(x, J + 2) \) may be nonzero.

**Proof.** If \( J > 0 \), \( |x| < 2^{a_J - 1} \) and by Lemma 3.1, \( d(x, i) = 0 \) for all \( 0 \leq i < J \).

Since \( J \) is maximal, \( |x| \geq 2^{a_J} \). Then, we have that \( \text{ulp}(x) \geq e|x| \geq 2^{a_J - p} \). Therefore, \( \text{ulp}(x) \geq 2^{a_J + \lfloor 2W - 2 \rfloor} > 2^{a_J + 1} \) by Equation (3.7). Since \( x \in \text{ulp}(x)Z \) and \( d(x, i) \in 2^{a_j}Z \), \( x - \sum_{j=0}^{J+2} d(x, j) \in \min(2^{a_j+1}, \text{ulp}(x))Z \). Therefore, \( d(x, J + 2) = \mathcal{R}_{\geq 0}(x - \sum_{j=0}^{J+2-1} d(x, j), a_{J+2} + 1) = x - \sum_{j=0}^{J+2-1} d(x, j) \). Thus, \( d(x, i) = 0 \) for all \( J + 2 < i \leq i_{\text{max}} \). □

We may now consider an optimized version of the Deposit operation (Algorithm 5.4) for a high-accuracy use case. We would first use FloatingPointIndex (Algorithm 5.2) to calculate \( J \) in Lemma A.1. Since the slices in bins \( J, J + 1, \) and \( J + 2 \) are the only slices that may be nonzero, we only need to run Algorithm 5.4 on the collectors corresponding to those bins. Although there is a branching cost to finding these collectors, running Algorithm 5.4 on three consecutive collectors takes only 7 FLOPs. Thus, if we assume both the number of summands \( n \) and the endurance \( 2^P - W^2 \) are much larger than \( K \leq i_{\text{max}} + 1 \), Sum (Algorithm 5.7) would still only require approximately \( 9n \) FLOPs in addition to the cost of running FloatingPointIndex on each input.

### A.7 Instruction Counts

For completeness, Table A.2 displays the number of required instructions for the operations listed in the text. Note that some architectures use the same registers for integer and floating point quantities, and so perform no register changes. We do not include the cost of table lookups of known quantities or data structure field access in, e.g., the Update operation. We assume that it takes 1 FLOP to convert each field in \( Y \) to a field of \( \mathcal{Y} \) using Equations (4.1) and (4.2), as primary fields need an offset and carry fields need a scale. We also do not count the cost of reading the input summands in the SumFloatingPointWithBinnedSum operation.

The BinnedNumberIndex and FloatingPointIndex operations each include an integer division. These are the only operations to include such an instruction. Integer division is much more expensive than other integer operations on many architectures, leading to the development of algorithms for division using “reciprocal multiplication” in situations where the divisor is constant \([6, 16]\). However, not only do our divisions involve a constant divisor, \( W \), but the dividends are bounded and nonnegative. This allows us to further simplify such techniques and replace each division with an integer multiply and shift by precomputed constants. Assume that the dividend is some integer \( e \). We know that in each division, \( 0 < e \leq E = \epsilon_{\text{max}} - \epsilon_{\text{min}} + p - W + 2 \). Let \( 2^\alpha \) be the smallest power of two, which is at least \( E \cdot W \). Then let \( \beta = [2^\alpha / W] \). We claim that

\[
(e \cdot \beta) >> \alpha = \lfloor e / W \rfloor.
\]  

(A.2)

For a short proof, notice that

\[
(e \cdot \beta) >> \alpha = \lfloor e \cdot [2^\alpha / W] / 2^\alpha \rfloor \geq \lfloor e / W \rfloor
\]
### Table A.2. Instruction Counts

<table>
<thead>
<tr>
<th>Operation</th>
<th>Floating Point Operations</th>
<th>Integer Operations</th>
<th>Potential Register Changes</th>
<th>Branches</th>
</tr>
</thead>
<tbody>
<tr>
<td>ufp</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>getexp</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>is exceptional?</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BinnedNumberIndex</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FloatingPointIndex</td>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Update</td>
<td>1</td>
<td>16</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Deposit</td>
<td>3K + 1 = 10</td>
<td>K + 9 = 12</td>
<td>2K + 3 = 9</td>
<td>2</td>
</tr>
<tr>
<td>Deposit (x and Y finite)</td>
<td>3K + 1 = 10</td>
<td>K + 4 = 7</td>
<td>2K + 1 = 7</td>
<td>1</td>
</tr>
<tr>
<td>Deposit (x and Y finite, I nonzero)</td>
<td>3K - 2 = 7</td>
<td>K = 3</td>
<td>2K = 6</td>
<td></td>
</tr>
<tr>
<td>RENORMALIZE</td>
<td>7K + 1 = 22</td>
<td>K + 3 = 6</td>
<td>2K + 1 = 7</td>
<td>2K + 1 = 7</td>
</tr>
<tr>
<td>AddFloatingPointToBinnedSum</td>
<td>10K + 3 = 33</td>
<td>2K + 28 = 34</td>
<td>4K + 6 = 18</td>
<td>2K + 6 = 12</td>
</tr>
<tr>
<td>SumFloatingPointWithBinnedSum</td>
<td>n(2^{W+1}(7K + 2) + 3K + 3) \approx 12.011n</td>
<td>n(2^{W+1}(19 + K + 9)) \approx 12.011n</td>
<td>n(2^{W+1} (2K + 3) + 2K + 3) \approx 9.004n</td>
<td>2n(2^{W+1}(K + 2) + 1) \approx 2.005n</td>
</tr>
<tr>
<td>SumFloatingPointWithBinnedSum (x and Y finite)</td>
<td>n(2^{W+1}(7K + 2) + 3K + 3) \approx 12.011n</td>
<td>n(2^{W+1}(19 + K + 4)) \approx 7.011n</td>
<td>n(2^{W+1} (2K + 3) + 2K + 1) \approx 7.004n</td>
<td>n(2^{W+1}(K + 2) + 1) \approx 1.005n</td>
</tr>
<tr>
<td>SumFloatingPointWithBinnedSum (x and Y finite, I nonzero)</td>
<td>n(2^{W+1}(7K + 2) + 3K) \approx 9.011n</td>
<td>n(2^{W+1}(19 + K) + 3) \approx 3.011n</td>
<td>2n(2^{W+1}(2K + 3) + K) \approx 6.004n</td>
<td>2^{W+1}(K + 2) \approx 0.005n</td>
</tr>
<tr>
<td>AddBinnedSumToBinnedSum</td>
<td>10K + 9 = 39</td>
<td>3K + 29 = 38</td>
<td>2K + 5 = 11</td>
<td>3K + 11 = 20</td>
</tr>
<tr>
<td>ConvertBinnedSumToFloatingPoint</td>
<td>4K = 12</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ConvertBinnedSumToFloatingPointWithScaling</td>
<td>5K + 1 = 16</td>
<td>K + 11 = 14</td>
<td>2</td>
<td>K + 4 = 7</td>
</tr>
</tbody>
</table>

Our default settings are \( K = 3, W = 40, p = 53 \), and are treated as constant. Operations involving only constant numbers are not counted. “Potential register changes” counts the reinterpretations of integers as floats and vice versa according to the standard binary interchange format. We count comparisons and max and min as operations on the types being compared, and logical operations as integer operations. Branches are counted separately from the computation of the conditions in the branch. When different branch paths have different operation counts, we pick the larger count. We do not count the cost of loop control flow, because most loops can be unrolled, so the amortized loop control cost is negligible. Accesses to arrays, indexing calculations, lookup tables of known values, and field accesses into data structures are not counted. Three versions of \text{SumFloatingPointWithBinnedSum} and \text{Deposit} are listed, corresponding to the cases when \( x \) and \( y \) are known to be finite and the case when \( I \) is not initially 0 and \( x \) is known to be small enough not to trigger the \( I = 0 \) branch. The cost of \text{SumFloatingPointWithBinnedSum} reflects the amortized cost over each summand (constant overhead is not counted).

and

\[
e \cdot \left[ 2^\alpha /W \right] /2^\alpha < e \cdot (2^\alpha /W + 1) /2^\alpha \leq (e + 1)/W.
\]

Since \( W \) is a positive integer and \( e \) is a nonnegative integer, there are no integers between \( e/W \) and \( (e + 1)/W \), so our proof is complete.

Notice that for this trick to work, all intermediate quantities must be representable in the underlying integer format. Using Tables 1 and 2 and taking a maximum over all possible values of \( W \), we see that the maximum value of \( e \cdot \beta \) is 134,656, 8,470,528, and 2,150,629,376 for single, double, and quad, respectively. Since the maximum representable unsigned 32-bit integer value is 4,294,967,295, this trick can be performed with either 32- or 64-bit integers. Thus, we count our
two integer divisions as two simple integer operations each. Table A.3 shows some of the relevant values in our division algorithm for the default values of $W$.

### Table A.3: Magic Numbers Used in (A.2) Corresponding to Default Values of $W$

<table>
<thead>
<tr>
<th></th>
<th>single</th>
<th>double</th>
<th>quad</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{\text{default}}$</td>
<td>13</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>$E$</td>
<td>266</td>
<td>2,060</td>
<td>32,780</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>12</td>
<td>17</td>
<td>22</td>
</tr>
<tr>
<td>$\beta$</td>
<td>316</td>
<td>3,277</td>
<td>41,944</td>
</tr>
<tr>
<td>$E^\ast \beta$</td>
<td>84,056</td>
<td>6,750,620</td>
<td>1,374,924,320</td>
</tr>
<tr>
<td>$\max E^\ast \beta$</td>
<td>134,656</td>
<td>8,470,528</td>
<td>2,150,629,376</td>
</tr>
</tbody>
</table>

The last row shows the largest value that needs to be representable for the algorithm to work for all $W$.
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