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I. INTRODUCTION

Telecommunications is currently undergoing a large-scale transformation.  The explosive growth in the Internet, multi-media services, and computer links are demanding a national network that can accommodate the entire traffic in a cost effective manner.  The advances in Wavelength Division Multiplexing (WDM) technology has ushered in networks that are orders of magnitude higher in transmission bandwidth than existing networks.  While such increase in throughput is impressive on its own, an even greater benefit is expected from realizing packet-switching at the multi-wavelength optical layer.  The packetized data traffic is growing significantly faster than the circuit switched traffic, and optical layer switching provides higher degrees of transparency and bandwidth compared to electrical switching.  On the other hand, there are still strong needs to support conventional circuit-switched services which require end-to-end, negotiated Quality-of-Service.  This casts a new challenge to optical networking researchers since the WDM network must now accommodate both packet-switched and circuit-switched traffic in order to support QoS and to assure a graceful network evolution from today’s circuit-switched network to the next generation network.  

Here we investigate the concept of Optical-Label switching which allows routing of packets or data streams based on the ‘Optical-Labels’.  The optical-label co-propagates with the data payload, and contains information pertaining to routing, such as the source, destination, priority, and type of service.  Optical-labels are processed at a switching node, and the optical packets are immediately forwarded through an already existing flow state connection.  While the signaling protocol of the optical label is common to the network, the data payload can assume any format or protocol.  Not only IP packets but also analog or digital video streams can be transported on such a network.  The routing of packets are prioritized, hence, Class of Service is available.  On the other hand, the network is capable of setting up an end-to-end circuit with negotiated QoS parameters.  The optical-label switched network is expected to offer significantly high degrees of flexibility and performance. It enables highly efficient routing and throughput, and reduces the required number of IP-level hops by achieving routing within the optical layer.  In addition, there is no accurate timing required between the label and the payload, and the network is free from synchronization often imposed by the conventional packet-switched networks.

II. Historical Background of Optical-Label Switching and MPLS

Historically, the notion of ‘IP Switching’ started from Ipsilon, and soon followed by Tag Switching by Cisco and Aggregate Route-based IP switching (ARIS) by IBM.  The set of approaches collectively use equivalent of label switching technologies.  A label is simply a short, fixed-length identifier that is used to forward packets.  A label switching device will usually replace the label in a packet with some new value before forwarding it on to the next hop.  For this reason, the forwarding algorithm is often called label swapping.  The label switching device called label switching router (LSR) can run standard IP control protocols to determine where to forward packets.  The vendor specific terms for LSRs are Cell Switching Router (CSR), IP Switch, Tag Switching Router, and Integrated Switch Router (ISR).  
The Internet Engineering Task Force (IETF) has officially met to establish a standard in this area, and has adopted the phrase Multiprotocol Label Switching (MPLS) to refer to these techniques.  The original Birds of a Feather (BOF) meeting for MPLS took place at the 37 th IETF meeting in December 1996.  The standardization effort by the IETF is still on-going at this time.

In the meantime, a new concept of Optical-Label switching was proposed by Prof. Yoo in response to DARPA’s Next Generation Internet initiative in mid-1997.  Unaware of MPLS activities, the original Optical-Label Switching concept proposed to forward optical packets or datagrams based on the information contained in the ‘Optical-Labels’.  While this Optical-Label switching has many traits similar to MPLS, it also offers far more advanced features enabled by using a multi-wavelength networking platform.

A very recent IETF draft reported an approach to the design of control planes for optical crossconnects (OXCs), which leverages existing control plane techniques developed for MPLS Traffic Engineering.  This approach, ‘MPLambdaS’, utilizes MPLS for signaling the connection oriented OXCs.  

The versatile capabilities of MPLS are rapidly recognized, and MPLS is being accepted as a choice for immediate future deployment by many service providers.  The standardization activities of MPLS actively in progress, and IP router and ATM switch products incorporating preliminary features of MPLS are now available.  An attempt to integrate MPLS and WDM yielded a recent draft of MPLambdaS.  The depoloyment of MPLS is imminent, and MPLambdaS deployment will also take place in the near future as OXCs are being installed.

In addition to the proposed Optical-Label Switching, a number of groups including UCSB are investigating ‘Optical-MPLS’, which employs the identical architecture as MPLS but with optical modules achieving label-swapping.  The proposed Optical-Label Switching includes such optical label-swapping capability and is far more advanced than Optical-MPLS  and MPLambdaS.

The proposed effort designs the Optical-Label Switching architecture and investigates its ultimate capabilities in light of MPLS, Optical-MPLS, and MPLambdaS in the context of Next Generation Optical Networks and Next Generation Optical Routers.   

III. Proposed Research
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Fig 1.
Fast connection is setup, or rapid packet forwarding is achieved using the optical signaling header for the accompanying data payload.  Next Generation Internet network elements (NGI NE), or Optical Routers will quickly read the header and forward the packet.  If there is switching contention on the preferred path, the NGI NE will attempt to route using an alternate wavelength, to delay the transport, or to route with an alternate wavelength.

The key networking concept we pursue in this proposed program is an efficient and transparent packet routing method using an optical-label switching mechanism which can co-exist with legacy WDM technology on the same fiber.  Fig. 1 depicts the underlying concept for a fast connection setup.  New signaling information is added in the form of an optical signaling header which is carried in-band within each wavelength in the multi-wavelength transport environment.  The optical signaling header containing routing and control information such as the source, the destination, the priority, and the length of the packet, will propagate through the network along with the data payload.  Each NGI network element (NE) will sense this optical signaling header, look-up the forwarding table, and take necessary steps to route the packet.  During this processing and switching time, the packet is delayed by the optical fiber loop at the transport-input interface before entering the switch fabric.  The goal is to reduce the need to manage the delay between the optical signaling header and the data payload if the network element itself provides the optical delay necessary for the short time required for setting the switch states within each network element.  The target is to achieve such packet forwarding within 100 nsec with ~20 m fiber delay.  If the packet is to be routed to a wavelength/path where there is already another packet being routed, the NGI NE will seek routing by an alternate wavelength, by buffering, or by an alternate path.

Since there is no optical-to-electrical, electrical-to-optical conversion of the data payload at the WDM NE's, the routings are completely transparent.  Contrary to conventional IP routers which require multiple interfaces for multiple bit-rates or lower-level protocols, optical-label switching is transparent to bit-rates and low level protocols of data payload. 

Optical-Label Switching also supports very efficient and effective methods of providing differentiated Class-of-Service as well as end-to-end, negotiated Quality-of-Service.  Optical-Label Switching also allows interoperability between circuit-switching and packet-switching, and facilitates seamless network evolution.  Further it also supports burst-switching and flow-switching that are considered to be intermediate stages between circuit-switching and packet-switching.

Proposed research covers the following seven topics:

TOPIC 1:  Optical-Label Switching is expected to achieve ultra-low latency with very high throughput by exploiting the multi-wavelength optical platform.  For instance, contention resolution is achieved by deflection in wavelength (wavelength conversion), space (space deflection), and time (buffering).  Designing an effective contention resolution algorithm and simulate their performances.  What are the fundamental advantages of Optical-Label Switching compared to Multi-Protocol Label Switching?  What are the implications of MPLS and OLS in Optical Networks?  How would Next Generation Routers play a role?  

TOPIC 2:  Assuming that MPLS is immediately deployed in the core network, what would be a possible evolution path from MPLS to MPLambdaS, and to Optical Label Switching?  Is it possible to design the Optical-Label Switching architecture in such a way that the OLS and MPLS can interoperate so that it facilitates a seamless network evolution from MPLS to OLS in the future?

TOPIC 3:  Optical-Label Switching supports circuit-switching, packet switching, label-burst switching, and flow-switching.  What would be an effective signaling method to support interoperability between them?

TOPIC 4:  Optical-Label Switching and MPLS offer a number of features which SONET offers today.  Can we eliminate the SONET layer and simplify the architecture for more efficient network operation at lower cost?  What are the advantages and disadvantages of providing IP directly over WDM without SONET by using MPLS or Optical-Label Switching?

TOPIC 5:  We will investigate efficient QoS and differentiated CoS methods.  In particular, we will pursue ‘on-demand QoS’ where a guaranteed QoS can be offered without reserving extra bandwidth ahead of time.

TOPIC 6:  ‘Optical’ Networking can potentially reduce costs related to redundant optical-to-electrical, and electrical-to-optical conversions, however, the network performance monitoring at the optical layer is a significant challenge.  What would be an effective method of achieving optical performance monitoring?

TOPIC 7:  In MPLS and OLS networks, what would be the most effective way to achieve protection and restoration in the network?  
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