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Abstract

CWhatUC: Software Tools for Predicting, Visualizing and Simulating Corneal Visual Acuity

by

Daniel Dante Garcia

Doctor of Philosophy in Computer Science

University of California at Berkeley

Professor Brian A. Barsky, Chair

The cornea is the transparent tissue covering the front of the eye, and performs about two-thirds of the refraction, or bending of light into the eye. Thus, subtle variations in its shape significantly affect a patient’s visual acuity. Clinicians need to know the shape and refractive contribution of the cornea for several reasons: corneal refractive surgery, contact lens fitting and diagnosis of eye conditions. Instruments that measure the cornea’s topography are called corneal topographers (CTs), and they have recently become a quite common tool for clinicians. These devices typically shine rings of light onto the cornea and capture the reflection pattern with a video camera. The raw data is extracted from the CT and a spline surface representation is constructed from these reflection patterns. All of our visualization and analysis is performed on these corneal surface representations.

In this work, we present CWhatUC, a set of software tools for the prediction,
visualization and simulation of corneal visual acuity.

**Prediction** We present a new method of representing visual acuity by measuring the *wave-front aberration*, using principles from both ray and wave optics. We measured the topographies and vision of 62 eyes of patients who had undergone the corneal refractive surgery procedures of photorefractive keratectomy (PRK) and photorefractive astigmatic keratectomy (PARK). We found our metric for visual acuity to be better than all other metrics at predicting the acuity of low contrast and low luminance. However, high contrast visual acuity was poorly predicted by all the indices we studied, including our own.

**Visualization** Our proposed scientific visualizations can be clustered into two classes: *corneal* representations and *retinal* representations. Corneal representations are meant to reveal how well the cornea focuses parallel light onto the fovea of the eye by providing a pseudo-colored display of various error metrics. Retinal representations simulate how parallel incoming rays of light fall onto the retina, revealing aberrations and glare to the clinician.

We generated analytical models of common corneal shapes (with and without degenerative corneal conditions) and gathered a representative set of corneas from patients. We then rendered and analyzed all our visualizations against all of the corneas to illustrate how each representation contributes to the understanding of visual acuity.

**Simulation** By measuring the light distribution of the cornea to a single point source of light, we capture the “impulse response” (in circuit terms) of the patient’s visual system. We then convolve this with a scene to derive a very good first approximation
of what the patient actually sees. We show demonstrations on a standard eye chart as well as a typical outdoor scene.

Only in recent years has the accurate reconstruction of the corneal shape been possible. With over half a million Americans a year choosing to undergo elective laser refractive eye surgery, the availability of accurate and revealing visualizations of corneal shape and acuity is crucial. CWhatUC represents a significant contribution to the tools available to clinicians, and to the emerging collaborative fields of computer graphics and vision science.

Professor Brian A. Barsky
Dissertation Committee Chair
Dedication

To Pops, Mom, George, Abuela and Tao.
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Chapter 1

Introduction

A child of five would understand this... Send somebody to fetch a child of five!
— Groucho Marx, “Duck Soup”

1.1 The Cornea

The cornea is the transparent tissue covering the front of the eye, and performs about two-thirds of the refraction, or bending of light into the eye. Subtle variations in its shape significantly affect a patient’s visual acuity. Clinicians need to know the shape and refractive contribution of the cornea for several reasons:

**Corneal refractive surgery** Over 160 million people in the United States alone wear contact lenses or glasses. Of those, almost three-quarters of a million people are expected to undergo elective laser refractive eye surgery in 2000 [36]. It is critical that the clinician understand the shape and refractive properties of the cornea before surgery. It is equally important that he or she has effective tools to evaluate the patient post-surgically, to gauge healing and to make informed decisions as to whether further
“enhancements” are necessary.

**Diagnosis of eye conditions** Keratoconus in a degenerative eye condition which can deleteriously affect a patient’s vision. It results in the bulging and thinning of the cornea [68]; the vision of patients is often rendered uncorrectable due to the shape changes that occur. Although contact lenses offer the potential of visual correction, it is difficult to fit a contact lens to a keratoconic cornea. In addition, these patients need to be screened out as poor candidates for refractive surgery.

**Contact lens fitting** Eye care practitioners need to know the shape of a patient’s cornea to fit contact lenses effectively [81]. The optical and fit properties of the lenses are now set by trial-and-error; having an understanding of corneal shape provides the clinician with a better initial guess. Also, a current area of research is providing fully customized rigid contact lenses with hundreds of parameters individually tailored to a patient’s needs. Shape constraints would help to optimize the back surface of the lens for maximum comfort.

### 1.2 Measurement and Modeling

Instruments that measure the cornea’s topography are called *corneal topographers* (CTs) [64, 65, 79, 114, 118]. These devices typically shine rings of light onto the cornea and capture the reflection pattern with a built-in video camera. Figure 1.1 shows a keratoconic patient being measured by a corneal topographer, and Figure 1.2 shows the resulting ring pattern. In practice, the CT then constructs its own internal model of the cornea and allows the clinician to choose from among its custom visualizations for analysis. However, instead
Figure 1.1: A keratoconic patient having his cornea measured by a corneal topographer.

Figure 1.2: The reflection pattern for the keratoconic cornea from the patient shown in Figure 1.1. Note how the ring patterns are affected by the bulging of the cornea in the lower-left.
Figure 1.3: A wireframe rendering of a reconstructed mathematical spline surface.

of allowing the CT to process the pattern, the OPTICAL project extracts the data and constructs a spline surface representation from these reflection patterns [20, 41, 42].

The continuous nature of the reconstructed surface allows arbitrary sampling to query position, normals and principal curvatures. These are passed to our visualization algorithms which perform the calculations necessary to image different characteristics. A wireframe rendering of an example surface with a very low sampling density is shown in Figure 1.3.

1.3 Corneal Shape Visualization

Traditional three-dimensional computer graphics (CG) techniques that simulate realistic lighting models work well in CAD / CAM applications but fail for the display of corneal shape because they do not capture important shape subtleties. Figure 1.4 shows how poorly the shape of a patient’s cornea is represented using traditional CG techniques.
Figure 1.4: Three images of a patient’s cornea using realistic lighting models as in CAD/CAM applications. In this sequence, the cornea is progressively rotated to face forward, and the light source can be seen as a highlight. Although this cornea may seem smooth and “normal”, it is in fact keratoconic, with a large region of high curvature in the lower-left. Traditional computer graphics techniques fail to highlight this anomaly.

The solution is to pseudo-color the cornea with a revealing calculation based on the subtleties of its shape; this is the essence of corneal topography visualizations. We discuss traditional and more recent techniques in Section 2.1.

1.4 Corneal Acuity Visualization

The “Achilles’ heel” of corneal shape visualizations is that they do not answer critical questions about how well (and in what regions) the cornea focuses light coherently onto the retina, nor do they provide an approximation of what the patient actually sees. A particular cornea may appear to be a smooth and efficient refracting surface, but in fact may have several aberrations [78] that prevent good vision. To address this, we present CWhatUC (pronounced “see what you see”), a collection of software tools for the prediction, visualization and simulation of corneal visual acuity.
1.5 Overview

Chapter 2 provides background information on shape visualization using curvature, highlights traditional and more recent techniques as well as reviewing related work. It also explains the basics of geometric and wave optics, common visual system aberrations, how clinicians correct them, and discusses related work in corneal acuity visualizations. Chapter 3 explains our representation of the cornea used in our calculations, enumerates all of the analytical models, and describes some of the patient data sets we consider. Chapter 4 focuses on (no pun intended) visual acuity prediction, and our attempt to create and evaluate a metric for characterizing the acuity of post-surgical corneas. Chapter 5 explains four corneal representations for visual acuity based on fundamentals of geometric optics. Chapter 6 explains three retinal representations, meant to simulate how parallel incoming rays of light fall onto the fovea, revealing aberrations and glare. Chapter 7 builds on techniques from Chapter 6 and two-dimensional signal processing to simulate what the actual patients would see when looking at different things, such as an eye chart and an outdoor scene. Chapter 8 catalogues and provides analysis of all the visualizations and simulations for all the corneal data, real and analytic. Finally, Chapter 9 summarizes the principal contributions of this dissertation.
Chapter 2

Background

You never know what is enough unless you know what is more than enough.
— William Blake, “The Marriage of Heaven and Hell”

2.1 Corneal Shape Visualization

In this section we briefly describe the anatomy of the eye and explain the mathematical foundation of curvature, a critical building block for much of our research on corneal shape visualization. We also explain traditional methods and more recent techniques, and review related work in corneal shape representations.

2.1.1 Anatomy of the Eye

As our colleague Dr. Mandell (of contact lens theory fame [80]) is oft to point out, the “celestial committee” did a remarkable job when it designed the human eye. Its various structures work in a perfect harmony, with each component fulfilling a needed task. In fact, its optical performance “has almost reached the limit imposed by nature itself” [90].
Figure 2.1: A side view of the human eye.

We highlight several of the key elements in this subsection; for more detailed descriptions, see [1], [55], [80], or [90].

**Sclera** The outermost fibrous layer which completely surrounds the eye (except for the cornea) and maintains its shape.

**Cornea** The transparent front surface of the eye, serving as its main refractive component, and contributing about two-thirds of the total power. Light enters the inner elements of the eye via the cornea. Its size is approximately 12 mm in diameter, and it is vertically squashed a slight amount. The thickness of the cornea is approximately 0.5 mm at the center. There is a tear film on the anterior (front) of the cornea which fills in irregularities and improves the overall optics.

The cornea has five layers as indicated in Figure 2.2: the epithelium, Bowman’s membrane, stroma, Descemet’s membrane and endothelium. The stroma composes 90% of the cornea’s thickness, and is responsible for its elasticity and strength.
Figure 2.2: The five layers of the cornea. (Reprinted with permission from [80].)
Aqueous Humor A transparent watery liquid which fills the anterior chamber behind the cornea and in front of the iris and crystalline lens.

Iris The opaque structure which gives the eye its color, it has a near-circular opening in the center called the pupil. It contains involuntary muscles which react to incoming luminance and regulate the amount of light which enters the eye. Its autonomic ability to constrict and dilate (and thus change the pupil size) serves as an important indicator of patient health for trauma professionals.

Pupil The opening in the iris. Pupil size decreases with age at a roughly uniform rate, slowing in later years. In total darkness, the pupil expands to allow in as much light as possible, which is 7.6 mm at age 10 and dwindles to 3.4 mm by age 80 [90].

Lens A transparent, crystalline, high-protein material which focuses the light onto the back of the eye. Its structure is complex, composed of a radial pattern of fibrous layers which is the source of diffraction halos people see at night. It is surrounded by a ciliary muscle which contracts, changing its shape to better focus incoming light.

Ciliary Muscle The muscle which constricts to modify the shape of the lens — a process known as accommodation. As the lens ages, it grows fresh layers on the exterior, much like a tree. As well, it undergoes reduced flexibility and transparency, severely limiting the degree of accommodation.

Vitreous Humor The dark chamber behind the lens filled with a transparent, gelatinous substance.

Retina The image-forming sensitive tissue on the posterior (back) inner surface of the
Figure 2.3: A curve and its osculating circle. The circle centered at C has the same first and second derivatives as the curve at point P. The radius of curvature of the curve at P is R. The curvature of the curve at P is $\frac{1}{R}$.

Eye. Light-sensitive nerve endings called rods and cones convert the light energy into neural signals sent to the brain via the optic nerve. The central region of the retina is the 1.5 mm diameter foveal area, with closely packed cones and few rods. As the distance from the fovea increases, the number of rods increases and the number of cones decreases. The peripheral region of the retina is used more for light and motion detection, whereas the foveal area is used more for form detection, color detection, and resolution of fine detail. The area where the optic nerve connects to the retina contains neither rods nor cones, and thus is a blind spot.

2.1.2 Curvature

One traditional technique that reveals subtle changes in shape is to display curvature across the surface. Curvature is a two-dimensional concept which describes how much a curve “bends”. It is defined in the following way: the circle that has the same first and second derivatives as the curve is called the osculating circle, shown in Figure 2.3. The radius of this circle is called the radius of curvature, and the curvature is the reciprocal of this radius (sometimes measured in mm$^{-1}$). Clinicians think of curvature in terms of diopters (D), which is linearly related to geometric curvature by a simple scale factor as
in Equation 2.1. As an example, a spherical cornea with a radius of 8 mm would have a curvature of $\frac{1}{8} \text{ mm}^{-1}$, or $42\frac{3}{16} \text{ D}$.

$$\text{Curvature [D]} = 337.5 \times \text{Curvature [mm}^{-1}] \quad (2.1)$$

However, the data representing our corneas is three-dimensional, whereas curvature is a two-dimensional concept. Thus, we need to determine how to take a particular planar cross-section through the data to calculate the curvature in that plane.

### 2.1.3 Axial and Instantaneous Curvature

The usual approach taken by developers of corneal topographers is to take radial cross-sections going through the CT axis. Thus, the curvature at a particular point is calculated in the plane that contains the point and the CT axis; this is called the meridional plane. Figure 2.4 shows a meridional plane, depicted in orange$^1$. The red vector represents

---

$^1$All color figures can be found online at [http://www.cs.berkeley.edu/~ddgarcia/CWhatUC/](http://www.cs.berkeley.edu/~ddgarcia/CWhatUC/).
Figure 2.5: The axial distance $d_{axial}$ and instantaneous radius $r_{inst}$ are shown defined in the meridional plane.

The CT axis and the red dot is the point where the CT axis intersects the cornea. The corneal point of interest is shown as a green dot. This method provides measurements of both axial and instantaneous curvature.

Axial curvature is defined as:

\[ C_{axial} = \frac{337.5}{d_{axial}} \]  \hspace{1cm} (2.2)

where $d_{axial}$ is the axial distance (measured in mm) along the corneal normal from the corneal point to the center of curvature truncated by the CT central axis as in Figure 2.5. Axial curvature is expressed in diopters when the CT central axial distance is given in millimeters.

Instantaneous curvature is analogous to the standard mathematical definition of curvature, and is defined as:

\[ C_{inst} = \frac{337.5}{r_{inst}} \]  \hspace{1cm} (2.3)

where $r_{inst}$ is the instantaneous radius, which is simply the standard mathematical definition of radius of curvature illustrated in Figure 2.5. Instantaneous curvature is expressed in
diopters when the radius is given in millimeters.

These representations have several shortcomings: there is a singularity, which is due to any asymmetry on the cornea at the CT axis, and the corneal map changes appearance and value depending on the location of the CT axis. Fortunately, there are representations that overcome these problems.

2.1.4 Minimum and Maximum Curvature

From differential geometry [19, 24], it is known that at each point on a smooth surface, there exists a unique direction (assuming not locally a sphere) along which the curvature of the surface is a maximum and another along which it is a minimum. Furthermore, these two directions will always be orthogonal provided that the surface is continuous in the first and second derivatives at that point. This is a reasonable assumption for the cornea because even in the case of laser ablative refractive surgery, the epithelium (the outer-most layer of the cornea) would be smooth. The maximum and minimum curvatures are called the principal curvatures and the directions along which these principal curvatures lie are called the principal directions.

In Figure 2.6, the yellow cross-sectional plane contains the normal vector (shown in green) at the point of interest (shown as a green dot). Imagine spinning the yellow plane around the normal, and computing the normal curvature in all directions. The two directions of interest to us are the principal directions, mentioned above. Figure 2.7 shows this; the planes corresponding to the minimum and maximum curvature directions are shown in blue and red, respectively. At each point on the surface of the cornea we calculate the principal curvatures, convert them to diopters as in Equation 2.1 above, and generate
2.1.5 Gaussian Curvature with a Cylinder Overlay

It is often informative to look at the same quantitative information in several ways; this is the motivation for the following visualization. The difference of the principal curvatures (in diopters) is called cylinder, their arithmetic mean is called mean sphere and their geometric mean (square root of the product) is called Gaussian power [24]. We find it preferable to use the word “Gaussian curvature” (in dioptic units) rather than “Gaussian power” because the quantity being expressed is a representation of shape rather than of refractive power. This is a strategy followed in two papers by Klein [58, 59]. Since there is a strong mathematical correlation between the arithmetic and geometric means, the mean sphere is very similar to Gaussian curvature; thus, we will consider only Gaussian curvature and not mean sphere.

Instead of visualizing cylinder and mean sphere in two separate maps as in [69], we
Figure 2.7: The planes corresponding to the minimum and maximum curvature directions are shown in blue and red, respectively.

add a twist which allows us to view the two relations simultaneously. We overlay a cylinder vector field on top of the Gaussian curvature map, where each vector shows the orientation of the minimum curvature, similar to what we did in [5]. This illustrates the principal directions over the cornea by the direction of the vectors. Since vectors can represent more than just orientation, we use the length to depict the amount of cylinder; that is, the lengths of the vectors are scaled according to the amount of cylinder at each point.

We use this scaling for clarification — the larger the difference between the principal curvatures, the more important is the direction of the vectors. Also, recall that the minimum and maximum curvatures are orthogonal at any corneal data point (as long as they are nonzero and unequal). Although we allow the display of either the minimum and maximum curvatures, we propose the use of the minimum curvature. This shows the least curved (“flattest”) direction: for a cylindrically-shaped surface, this would show its axis.
2.1.6 Related Work

The reason clinicians have desired precise information about the corneal shape has shifted over the years. Early on, it was the diagnosis of corneal diseases, then it was proper fitting of contact lenses, and more recently evaluation of pre- and postoperative refractive corneal surgery and overall corneal diagnostics [15, 56]. The use of a computer to visualize corneal shape is often called computerized corneal topography (CCT), and the manner in which the data is presented to the clinician can significantly affect the efficiency of interpretation.

Pseudo-color maps have become the standard method for displaying the topography of the cornea [110]. Axial power maps are the most popular, which Klein and Mandell [62] show are extremely robust to noise. They also mention that instantaneous power is quite effective, as it is sensitive to local curvature. However, possible misinterpretations of these maps are pointed out by Barsky et al [5], who suggest the use of alternative multidimensional representations based on surface principal powers, such as Gaussian power with cylinder vector fields. Vos and Spoelder [112] discuss a three-part representation, including a 3D display of shape deviation from a best-fitting ellipsoid, height contour lines and mean radius of curvature. Schwiegerling and Greivenkamp [96] also argue for the use of height maps, and remove single or multiple reference surfaces to allow for analysis of the resulting basis functions.

The use principal curvatures to visualize surface shape is not new to the field of computer graphics. Beck et al [8] and Hagen et al [39] each developed a suite of methods for analyzing geometrical properties (e.g., surface “fairness”) of analytical surfaces. More
recently, Interrante [54] used principal directions to define a natural “flow” over the surface and create a stroke texture to represent shape in an intuitive way.

2.2 Geometric and Wave Optics

In this section we will review some of the basic optics we will use throughout the dissertation. We begin with the physics of reflection and refraction, continue with apertures and diffraction and conclude with an explanation of the relevant wave optics.

2.2.1 Reflection and Refraction

When light passes through a boundary from one media to another, it undergoes reflection and refraction. Reflection is the “bending back” of light from whence it came, derived from the Latin word *reflectere* [55]. The reflected ray lies in the same plane as that formed by the surface normal and the incoming ray. The law of reflection shown in Equation 2.4 determines $\theta_{\text{reflected}}$, the *angle of the reflection*, defined as the angle between the reflected ray and the surface normal. It states that $\theta_{\text{reflected}}$ is equal to $\theta_{\text{incoming}}$, the *angle of incidence*, defined as the angle between the incoming ray and the surface normal. This is illustrated in Figure 2.8 for a ray passing from air to the cornea. It is useful to remember that Equation 2.4 holds true independent of the wavelength of the incoming light [55].

$$\theta_{\text{incoming}} = \theta_{\text{reflected}} \quad (2.4)$$

We are fortunate that the cornea is a smooth and highly *specular*, or mirror-like
Figure 2.8: Snell’s law governs the angular relationship of refracted rays as they pass from one medium to another, here shown passing from air ($n_{\text{air}} = 1.0$) into the more dense cornea ($n_{\text{cornea}} = 1.3375$). The path of the reflected ray is governed by the law of reflection, which states that the angle of reflection is equal to the angle of incidence.

surface, as the incident angles of neighboring parallel light are similar. This is not the case for diffuse, or rough surfaces, whose reflected light is diffused in all directions. It is exactly this specular reflection that allows the CTs to capture the images of the target rings of light, as in Figure 1.2.

Refraction is the bending of light when it enters a different media, derived from the Latin word *refractus* [55]. Most people are familiar with this phenomenon when they place an object under water, which seems to bend the object at the surface [84]. The physical basis for refraction is that light changes speed when it passes into a new medium, and thus the light wavefront changes direction. To understand this more clearly, it is helpful to look at the *wavefront* of the light rays.

The wavefront of light is parallel to the direction of travel, and the light waves are regularly spaced as they travel through air. As the light enters a denser medium, the lower edge of the wavefront slows down first, while the upper edge is still in air traveling
Figure 2.9: The reason for the refraction of light as it enters a denser medium can often be understood by examining the wavefront and the density of light waves.

at the initial speed. When the upper edge finally reaches the boundary, the lower edge has traveled less distance due to its slower speed. The overall effect is that the direction of the wavefront (and thus, the ray) changes, bending toward the normal [55]. This is illustrated in Figure 2.9.

The denser the material, the slower the speed of light in it. The index of refraction characterizes the ratio of \( c \), the speed of light in a vacuum to \( v \), the speed of light in that medium, we call this value \( n \) [55]:

\[
    n = \frac{c}{v} \quad (2.5)
\]

The index of refraction for air \( (n_{\text{air}}) \) at 20° and 1 atmosphere is 1.0003 [55]; we use the Gullstrand approximation of 1.0 [90]. The effective index of refraction for the cornea \( (n_{\text{cornea}}) \), is 1.3375 [49]. As in the case of reflection, the refracted ray lies in the plane determined by the incoming ray and the surface normal. Snell’s law governs the relationship between the angle of incidence and the angle of the refraction:

\[
    n_{\text{air}} \sin \theta_{\text{air}} = n_{\text{cornea}} \sin \theta_{\text{cornea}} \quad (2.6)
\]
One important concept is the principle of reversibility (or reciprocity rule as in [26]), which states that if light can get from point $A$ to point $B$, it can also get from $B$ to $A$ [55]. This principle is the key concept that allows Snell’s law to hold true independent of the light ray direction. Thus, when light travels from a dense medium to one that is less dense (e.g., from the cornea to air), the rays refract away from the normal in accordance with Snell’s law. We make use of this when we calculate wavefront aberrations [47], by placing a simulated point light source within the eye and charting the progress of the wavefront as it exits the cornea.

### 2.2.2 Apertures and Diffraction

We begin with some terminology. Rays near the axis of an optical system are called paraxial rays, and those far from the axis are called peripheral rays. When we are tracing light rays (or when nature is doing the work) through optical systems, it is often useful to limit how much gets through. As we will see in Section 2.3, sometimes peripheral rays cause us problems, so we would like to remove them and improve image quality.

We introduce a stop to the system, usually a circular opening from an opaque screen. We also include the edges of our optical system as stops [12]. The maximum diameter a light beam can pass is called the aperture, and its image is called the entrance pupil [14]. The exit pupil is the image of the aperture stop formed by the components of the optical system past it. The ray which passes through the center of the entrance pupil is known as the chief ray; it is also called the principal, or reference ray. If there are no aberrations (see Section 2.3) present, that ray will also pierce the center of the aperture stop and the exit pupil.
It would seem that, since image quality increases as we decrease our aperture, it makes sense to restrict it as small as possible, down to a pinhole. There are two problems which crop up with small apertures: greatly reduced brightness (since far less of the beam passes through), and diffraction. The latter is the bending of light around an opening, and only occurs when the opening is very small [35]. As most incoming light to the eye is not monochromatic, the effects for the various wavelengths overlap and is not as apparent [40].

In the eye, the pupil acts as our stop, changing size in reaction to the amount of incoming light. The human visual system has a remarkable ability to successfully adapt to scenes of varying intensity. In our modeling of the eye and light transport, we primarily ignore diffraction effects, except when comparing the visual performance of the eye to an ideal, or diffraction-limited system.

2.2.3 Light Waves

We can investigate the quality of an optical system by considering light rays, tracing them to find out how well they focus, or light waves and watching how they propagate. Ray tracing is something familiar to those in computer graphics and vision science [27], and it involves calculating the refraction and reflection as described earlier in Section 2.2.1. The field of wave optics may not be as familiar; we review several key concepts here.

A distant point light source in a uniform medium emits light waves with equal energy and speed in all directions. As the waves get farther away from the source, their curvature drops inversely, and eventually can be considered plane waves as in Figure 2.10. When this assumption is made, the point source is said to be at optical infinity [55].

The degree of convergence or divergence of light waves at a location is called the
Figure 2.10: Spherical waves emanating from a point source of light. At great distances, these waves approach the shape of plane waves.

*vergence* of the light. In air, it is equal to the curvature of the wavefront we learned about in Section 2.1.2. The units are therefore the same as curvature, \( \frac{1}{m} \). Waves that are converging are positive and those that are diverging are negative. Plane waves have zero curvature and thus zero vergence.

Let us consider an ideal optical system; it would have the ability to take the waves radiating from the point source in Figure 2.10 and make them converge to a single point. That is, it would take waves that are diverging and have them converge to the focus, as in Figure 2.11. The approximate shape of the lens that accomplishes this task is shown in grey; lenses that change diverging light to converging light are called *positive lenses*.

Our optical system was able to change the vergence of the wavefront because light travels at different speeds through different media. We saw this earlier in Section 2.2.1 as the reason for light *rays* bending with refraction. Here we see it bending a light *wavefront* — different ways to describe the same effect. This is because the paraxial rays had to travel longer through the thickest portion in the center of the lens and slowed down the most. The peripheral rays traveled through the least lens thickness so were slowed down the least.
Figure 2.11: Diverging waves pass through our ideal optical system and converge to a point. The approximate shape of the positive lens that performs this process is sketched in grey.

If we think of light in terms of time, as Feynman suggests in [26], we come up with a new way of looking at this. The wavefront, in essence, describes all the light that left the point source at the same time. Let us say, for a particular location \((x, y)\) on the wavefront (i.e., for a particular ray), we wish to know \(t\), how long it has been since it left its home at the point source. This calculation would involve summing up the time it spent in various media, as follows:

\[
t(x, y) = \sum_{i \in \text{media}} t_i
\]

where \(\text{media}\) is the set of all the media through which the ray traveled and \(t_i\) is the time spent in \(\text{media}_i\). But we do not know \(t_i\), it all went by so fast! We do know the path the ray took, perhaps we can figure it out from there. We recall from our first year of physics [86] the relationship between time, distance and velocity to be
\[ t_i = \frac{d_i}{v_i} \] (2.8)

and we know we can compute the distance \( d_i \) from geometry. We also know the velocity of light \( v_i \) is inversely proportional to the index of refraction, from Equation 2.5. Thus, given that

\[ v_i = \frac{c}{n_i} \] (2.9)

we now have all the machinery to find \( t(x, y) \). Replacing \( v_i \) in 2.8, we get

\[ t_i = \frac{d_i c}{n_i} \] (2.10)

and replacing this into Equation 2.7,

\[ t(x, y) = \sum_{i \in \text{media}} \frac{d_i}{n_i} = \sum_{i \in \text{media}} \frac{d_i n_i}{c}, \] (2.11)

exactly what we wanted. The interesting thing is that \( \frac{1}{c} \), in units of \( \frac{s}{m} \), is present in every term. If we were to divide out this constant from Equation 2.11, we would get a measure of distance, which is known as the Optical Path Length, or OPL:

\[ \text{OPL}(x, y) = \sum_{i \in \text{media}} d_i n_i, \] (2.12)

We will make significant use of OPL in Chapter 4, where we attempt to predict patient’s acuity by analyzing the wavefront aberration. Note that this derivation is based on ray tracing and is thus an approximation to the wavefront rather than true wave optics.
2.2.4 Coddington’s Equations

A wavefront, as we will see in Section 2.3, can be classified by a Taylor series expansion. For a moment, let us assume we only care about the direction of the central ray and the principal curvatures of the wavefront. When this wave refracts into a different media, the central ray bends as we have shown, according to Snell’s law. The principal curvatures of the resulting wavefront may also change as a function of its original pre-refraction values as well as the principal curvatures of the surface itself. Coddington’s equations quantitatively describe this relationship [70, 100]; we will make extensive use of them in Chapter 4.

2.3 Aberrations

Aberrations are any optical sources which degrade image quality, blur the image, or create a loss of acuity [18, 55]. There are two sub-classifications commonly used here, chromatic and monochromatic. Chromatic aberrations describe the dispersion that occurs when white light passes through a prism as in Figure 2.12; the outgoing light is dispersed into its component spectra. The physical basis for this effect is that the refractive index, \( n \), of the material varies with wavelength [26]. In this dissertation, we ignore chromatic aberration, choosing instead to focus on aberrations from light of a single frequency.

To design a lens that focuses all light perfectly from one point to another requires a tremendously complicated surface, so most lens designers consider only paraxial rays. The geometric optics then reduce to very simple equations, and the resulting lens surfaces are straightforward combinations of primitive geometric shapes: spheres, cylinders and tori. A
Figure 2.12: A prism disperses incoming white light into its spectra [105].

Figure 2.13: As the wave approaches its target, it may deviate from an ideal spherical wave; this deviation is called the wavefront aberration. It is measured by calculating the difference between the Optical Path Length (OPL) of the principal ray (whose corresponding perfect spherical wavefront is shown in grey) and the OPL for the other rays, at location \((x, y)\).

Few problems arise when we use these shapes for lenses, not the least of which is that all the peripheral rays don’t always land at the same place as their paraxial brethren. This leads us to a discussion of different classifications of monochromatic aberrations in general.

Recall the converging wavefront from Figure 2.11; ideally it is a perfect spherical wave. Any deviation from this is called wavefront aberration, expressed as \(W(x, y)\) (in microns), where \(x\) and \(y\) are normalized coordinates at the exit pupil (in mm):

\[
W(x, y) = OPL(x, y) - OPL(0, 0)
\]  

(2.13)

That is, for every point \((x, y)\) on the wavefront, we calculate the difference from its
OPL to that of our reference OPL from the principal ray at (0, 0), as shown in Figure 2.13. The grey wavefront is the ideal wavefront corresponding to the principal ray. If we then do a Taylor series expansion of \( W(x, y) \) as in [48] we get:

\[
W(x, y) = A + Bx + Cy + \]
\[
Dx^2 + Exy + Fy^2 + \]
\[
Gx^3 + Hx^2y + Ixy^2 + Jy^3 + \]
\[
Kx^4 + Lx^3y + Mx^2y^2 + Nxy^3 + Oy^4 + \cdots \quad (2.14)
\]

The coefficients of the terms tell a great deal about the wavefront itself. Zero-order term \( A \) is the offset, and first-order terms \( Bx \) and \( Cy \) are the tilt, or horizontal and vertical prism terms familiar to ophthalmologists. Second-order terms with coefficients \( D \) through \( F \) are the sphere, cylinder and axis, used to describe spectacle correction. The third-order terms \( G \) through \( J \) are often called coma-like aberrations and are characteristic of de-centered spherical optical systems [71]. The fourth-order terms \( K \) through \( O \) add additional unique components to the overall aberration and are called spherical aberration.

### 2.3.1 Spherical Aberration

Spherical aberration [67] is most easily seen in optical systems that we create from primitive geometric shapes, such as spheres. Spherical-surface lenses work very well paraxially, and are used in spectacle design today. However, as rays deviate from the axis, they begin to fall short of the focus. This is because the refractive power of these optical
Figure 2.14: A side view of optical system O exhibiting spherical aberration for incoming parallel light from a distant object. The peripheral rays converge faster than the paraxial rays.

As we will see, spherical aberration affects the formation of a good focus, instead causing a smear, or blurred image. To eliminate this effect, we must use aspheric surfaces. One which does not exhibit any spherical aberration is called a Cartesian oval [55]. One special case is the “perfect ellipsoid”; we will investigate this surface in Section 3.2.4. It is useful to note that this aberration is represented by the Taylor terms with coefficients $K$, $M$ and $O$ [48] from Equation 2.14. An example of this expressed as a wave aberration [14] is

$$W(x, y) = (x^2 + y^2)^2$$

(2.15)

which we display as a three-dimensional surface in Figure 2.15.

2.3.2 Astigmatism

Astigmatism is the most common aberration to the layman, and is used to describe the presence of any rotational asymmetry in an optical system. This asymmetry results in two separate and distinct foci, one for each principal direction of refractive curvature. The primary, or more curved direction comes to a focus first, at point A in Figure 2.16. Then
Figure 2.15: Two three-dimensional views of an example of the primary aberration spherical aberration viewed as the wave aberration $z = W(x, y) = (x^2 + y^2)^2$. A trimetric projection is on the left and a side view on the right. Spherical aberration is a common problem for lenses; peripheral rays converge more quickly than paraxial rays, resulting in a blur.

Figure 2.16: Three views of optical system $O$ exhibiting astigmatism from a distant point source of light. The top image is a side view showing the vertical paraxial rays converging to point A on plane 2. The middle image is a top view showing the horizontal paraxial rays converging to point B on plane 4. The bottom image is a cross-section through the rays, showing how the blur changes shape as we move from planes 1 through 5. We see the blur as a vertically collapsing oval until plane 2, where it degenerates to a small horizontal line. By plane 3 it is almost circular; this is our circle of least confusion. Then the horizontal rays finally converge at point B on plane 4 and the result is a vertical blurred line. Past point B the blur remains a tall and thin oval, shown on plane 5.
the secondary focus is reached farther back, at point B in Figure 2.16. At each of these
foci the image from a distant point light source is a thin sliver, oriented with the principal
curvatures. Between the foci is a point where the blur is most circular; this is called the
circle of least confusion.

The amount of astigmatism is described as a degree of cylinder and its correspond-
ing axis, because sections of cylinders were the geometric shape initially used to induce and
correct the effect. The disadvantage of the use of a cylinder with principal powers \((C, 0)\)
for correction is that its mean power is nonzero (it is \(\frac{C}{2}\)) so it contributes residual power to
the optical system. In 1887 Jackson introduced a cross cylinder approach which had lenses
with principal powers equal but at opposite signs, e.g., \(-\frac{C}{2}, \frac{C}{2}\) for a lens with cylinder C.
These had the benefit that they did not contribute any residual power, since their mean
power was zero [90].

Uncorrected astigmatic light distribution typically manifests itself as an oval smear
on the image plane. From a wave optics point of view, it is the terms \(D\) through \(F\) which
capture the sphere, cylinder and axis from the wavefront aberration [113]. One example of
this from [71] is

\[
W(x, y) = y^2
\]

which is viewed in three-dimensions in Figure 2.17.
Figure 2.17: Two three-dimensional views of an example of the primary aberration astigmatism viewed as the wave aberration $z = W(x, y) = y^2$. A trimetric projection is on the left and a side view on the right. Astigmatism adds an asymmetry to the wavefront, by contributing refractive power in one direction but not the other. This is known as adding a “cylinder” component, which blurs the image point.

2.4 Corneal Acuity Visualization

Broadly speaking, visual acuity is the measurement of the ability of the eye to resolve images and distinguish form and detail [10, 25]. Corneal visual acuity is the corneal contribution to the overall vision [38]. In this section, we explain common visual system classifications and how clinicians correct for many of them. We close the chapter with a review of related work in corneal acuity visualizations.

2.4.1 Eye Classifications

Eyes are generally classified into three categories: emmetropic, myopic, and hyperopic. In addition, eyes may contain some astigmatism, mentioned earlier in Section 2.3.2. An excellent characterization of these conditions is found in [55], and is briefly summarized in the following subsections. A comparison of their vision when viewing a distant object is shown in Figure 2.18. In addition, there are two corneal disorders we study at the end of the section.
Figure 2.18: A side-view of an emmetropic, myopic and hyperopic schematic eye shown unaccommodated viewing a distant object. Note the retinal blur in the rightmost two ametropic eyes.

**Emmetropia**

Emmetropic eyes are those which when relaxed, or unaccommodated, focus distant parallel light well onto the retina as shown in Figure 2.18. Patients who are not emmetropes are called ametropes. Accommodation is the process of “focusing your eye” on something, which involves a tightening of the ciliary muscle around the crystalline lens to increase its power. To view near objects, emmetropes simply accommodate accordingly. When people age, their lens becomes harder and doesn’t change its shape as easily as before, limiting the amount of accommodation that can be done. People with this condition are called presbyopes.

**Myopia**

Myopia, or nearsightedness, describes an eye which, when unaccommodated and viewing a distant eye, focuses the light in front of the retina. This causes distant objects to be blurred out, as shown in Figure 2.18. However, as the object nears the eye, there is a distance $M_R$, called the far point, at which the unaccommodated eye sees in perfect focus. If the object is moved closer than that point, the eye simply accommodates to keep it in
focus. As myopes age, they don’t have that luxury, so their uncorrected eye can only see objects when placed at roughly $M_R$.

Myopia is caused when the cornea is too highly curved, the eyeball is too long, or both. There are several refractive surgeries described below in Section 2.4.2, all of which are primarily aimed at flattening the myopic cornea to correct its vision.

**Hyperopia**

Hyperopia, or *farsightedness*, is the opposite of myopia, in that the unaccommodated eye focuses distant light behind the retina. This also causes a blur for distant objects, as shown in Figure 2.18. To compensate, the hyperope simply accommodates to focus the incoming light more, and thus can see distant objects, unlike myopes. As the objects is brought near the eye, the degree of accommodation increases correspondingly. As hyperopes age and lose that ability, they have difficulty seeing anything in perfect focus without spectacle or surgical correction. There are several refractive surgical techniques to correct hyperopia by increasing the curvature, or *steepening* the cornea. Hyperopia is caused by a cornea which is too flat, or an eye which is not long enough, or both.

**Astigmatism**

Astigmatism refers to a lack of rotational symmetry in the cornea, preventing incoming light from forming a crisp focus. This asymmetry means that the cornea has a higher curvature in one direction than another. It is the most common optical aberration affecting human vision, although for mild astigmatism its effect might be slight. **PARK** (described in Section 2.4.2) is a refractive surgical technique intended to correct this prob-
Clinicians often model astigmatism with an ellipsoid or torus; we choose an ellipsoid as discussed in Section 3.2.3

**Keratoconus**

As mentioned in Section 1.1 of the Introduction, keratoconus is an eye condition which usually reduces a patient’s visual acuity. It results in the bulging and thinning of the cornea, as well as localized regions of high curvature. It is critical that keratoconus be diagnosed; performing refractive surgery on a keratoconic eye is malpractice [83].

**Monocular Diplopia**

Diplopia is more commonly known as “Double Vision”, which occurs when a patient fixates on a single object but perceives multiple objects. It is usually caused by problems with the muscles of the eye preventing a unique fused image from being formed. Monocular diplopia is slightly different; the shape of the cornea of a single eye creates multiple images of an object as in Figure 2.19. It is believed to be caused by corneal warpage, trauma or keratoconus.

**2.4.2 Corrections**

There are several techniques to correct some of the refractive defects we just mentioned. The most common is to pre-refract the light rays before they enter eye with spectacles or contact lenses with the desired corrections [43]. Another which has become quite popular of late is *corneal refractive surgery*, which aims to change the shape of the cornea with either a scalpel or laser. These are briefly described below.
Figure 2.19: Monocular diplopia is a corneal condition in which a single distant point light appears to the patient as two lights.

**RK**

Radial keratotomy (RK) is a surgical technique intended to correct myopia. Radial cuts are made with a scalpel outside of the central, “optical zone”, with the intention to weaken the cornea. When it heals, it flattens, thus reducing some of the curvature and moving the focal point back toward the retina. The surgeon adjusts the lengths and number of radial incisions (usually from 4 to 16) based on the desired correction. RK was the most common form of refractive surgery until the mid-1990s [7, 92], at which point its popularity was overtaken by laser-driven corrective surgeries. Almost three-quarters of a million Americans are expected to get their eyes “lasered” in 2000 [36]. Part of the reason for this was that the results from RK were hard to predict, and the healing process was painful and slow. A graphic representation a cornea with RK incisions is shown in Figure 2.20.
PRK and PARK

Photorefractive Keratectomy (PRK) is a surgical procedure also intended to correct myopic refractive defects [102], and was the first such procedure to use the excimer laser [36]. The procedure involves the ablation of the layers of the cornea with the intention of flattening or steepening it [33, 73], as shown in Figure 2.21. The surgeon controls the shape of the ablation depending on the amount of correction desired. After the surgery, it is important for the clinician to measure how the shape is healing, as it often takes six or more months for the shape and corneal clarity to stabilize [32, 46, 106, 111]. Although PRK was an improvement over RK, the healing of the front surface of the cornea was still painful.

Photorefractive astigmatic keratectomy (PARK) is similar to PRK, but there is an elliptical ablation following the regular ablation (if needed) to correct for astigmatism [33, 73]. We will be predicting the acuity for 62 eyes of patients who had undergone PRK and PARK surgery in Chapter 4.
LASIK

Laser In-situ Keratomileusis (LASIK) is similar to PRK in that it uses the same excimer laser to ablate the cornea. The difference is that with LASIK, a corneal flap is cut with a microkeratome, and the laser pulses ablate the central stromal layers of the cornea. The flap is then replaced, which reconnects with the cornea without the need for sutures. The surgery is primarily done to correct myopia, but it can be used to correct hyperopia as well, by ablating a doughnut-shaped region instead of a central spherical region [36].
This surgery was not available in the United States until 1996, and as mentioned earlier, is becoming the most popular form of elective corneal refractive surgery [36]. In the near future, it may be possible to have “custom LASIK”, in which the surgery is much more tailored to the patient’s overall visual system [36]. Common post-operative complaints of laser procedures are glare and diminished contrast. In Chapter 4, we use a test that measures small letter contrast sensitivity (SLCT) as one means for measuring the acuity of post-surgical patients. In Chapter 7, we attempt to simulate the effect that glare has on the visual field.

Other Corrective Surgeries

There are at least two other options for correcting vision without the need for lasers and scalpels: Intacs and intra-ocular lenses. Intacs are removable crescent-shaped rings placed within the stromal corneal layer as shown in Figure 2.23. This has the effect of pulling the cornea flatter [107], and is effective for mild myopes. That they are removable and leave the cornea intact is an attractive option for many. They were the first FDA-approved (in April of 1999 [36]) option for correcting myopia that did not include a laser [53].
Intra-ocular lenses are lenses implanted either behind the cornea or iris. They are effective for high myopia and hyperopia, and have the advantage that they leave the cornea intact. Their disadvantage is that they may lead to cataracts, corneal injury or intra-ocular infection [36].

2.4.3 Related Work

In this section we discuss the related work in the prediction, visualization and simulation of corneal visual acuity.

Prediction

Most of the research in the prediction and modeling of acuity centers on refractive corneal surgery. It is crucial that the surgeon have an accurate gauge of how the surgical parameters affect the eye’s final shape and refractive properties. As mentioned in Section 2.4.2, RK was the earliest and most popular forms of surgery. Several models for optical performance prediction following RK surgery were presented by Howland et al [51], Patel et al [88], and Schwiegerling et al [97]. Ludwig et al [74] simulated PRK using the Gullstrand eye model and predicted the retinal image contrast loss. Finally, Van de Pol [107] evaluated visual performance after PRK, PARK and LASIK using high contrast visual acuity (HCVA) tests as well as small letter contrast tests (SLCT) to measure contrast sensitivity.
Visualization

In 1976 and 1977, Howland and Howland published their seminal papers [48, 50] on the subjective measurements of high-order monochromatic aberrations of the eye. They used a modified aberroscope and were able to de-construct the wave aberrations using a Taylor series expansion. Since then, Walsh et al [113] created an *objective* technique using a camera and beam-splitter. They analyzed the high-order Taylor coefficients for 11 patients, and confirmed earlier findings that coma-like aberrations play a dominant role for most pupil sizes.

The Hartmann-Shack Sensor [89] (HSS) is a device that provides a way to precisely measure the phase information of wavefronts. It uses between 50 and 200 lenslets to focus the rays emerging from the eye onto a CCD image array, which records it. The local slope of the wavefront is determined by the lateral offset of the focus from each lenslet. Phase information is then derived from the slope [60].

It is believed that the HSS is the most effective device for the measurement of human eye aberration [71]. It was used in conjunction with a laser tomographic scanner by Liang [71] to create a new technique to test aberrations and describe them with Zernike coefficients. More recently, López-Gil and Howland [72] used near infrared light (NIRL) to objectively measure aberrations, which is more comfortable to the subject because lower source irradiance is needed.

Klein [60] created an algorithm to calculate the optimal corneal ablation based on the phase information from the HSS, and Klein and Garcia [61] investigated alternate representations of the wavefront itself.
Simulation

With the advent of CCT and accurate corneal reconstruction, several researchers have simulated the acuity of the eye using ray tracing techniques to generate retinal light distribution. Camp et al created a ray tracing algorithm and computer model for evaluation of optical performance [16, 17]. Maguire et al employed these techniques to analyze postsurgical corneas using their optical bench software [76, 77]. Greivenkamp created a quite sophisticated model which included the Stiles-Crawford effect [85], diffraction and contrast sensitivity [37].

In the computer graphics domain, Kolb et al [66] created a realistic camera model including focusing and exit pupil effects. Spencer et al [99] simulated physically-based glare effects for digital images using a model which included parameters for age and light-adapted state. Finally, Debevec and Malik [22] devised an algorithm to recover high dynamic range (HDR) radiance maps from photographs, a critical step toward realistic simulations of glare and acuity.
Chapter 3

Corneas

In this chapter, we explain the various corneal models we will be using. We begin with the representation we use for the eye itself, and explain some of the tradeoffs we make. Then we discuss three categories of corneal models: basic models created from
Figure 3.1: Our schematic model of the eye.

simple geometrical shapes, more elaborate models intended to simulate corneal conditions, and conclude with real corneal data from patients covering a wide range of eye conditions. Note that we adjust the parameters of each model eye to approximate the corresponding patient eye.

3.1 Schematic Eye Model

Figure 2.1 showed a side view of the human eye, with its many visual components. We decided to use a simple schematic model for our calculations based on Gullstrand’s reduced eye [55]. We treat the entire eye to be a uniform medium with an index of refraction of 1.3375. This number represents the effective refractive index of the cornea [49]. We include a “pupil” (located at the front-most surface of the cornea) of variable diameter, which is used to cull away entering rays that do not pass through to the retina. The cornea itself is either an analytical function, such as an ellipsoid, or the reconstruction from the
measurement of a patient’s eye [20].

We model the retina of the eye as a very small planar section, placed a certain distance from the front of the cornea. We adjust this retinal distance in Chapters 5 and 6 based on the best paraxial and overall focus, respectively. Figure 3.1 shows a diagram of our final computational eye model.

One obvious criticism is that this model ignores the lens, vitreous humor and corneal layers. It also does not account for scattering and the directional sensitivity of the cones on the retina known as the Stiles-Crawford effect [85]. In response, we bring up four points and one concluding remark.

First, we do not have lens data for the patient, although we could use a model eye; all we have is reconstructed corneal data. Second, adding other elements to our model would not change our results much, since the differences in indices of refraction of internal elements is not as great as that between the cornea and air. Third, ray tracing through several surfaces is computationally expensive due to the vast amount of intersection searching involved. Furthermore, to use a correct model of the lens with a gradient index of refraction would be prohibitively expensive; our model requires no searching, as we will see in Chapter 6. Finally, it is very possible that many of these techniques may be rendered obsolete with the advent of machines capable of capturing the full aberrations of the eye using Hartmann-Shack [89] information.

Let us now survey some of the basic corneal models we employ.
3.2 Basic Corneal Models

We have found it instructive to use simulated corneas when beginning to examine new visualizations. These simple shapes serve as a tutorial for clinicians who have experience with these shapes in other contexts, as well as “sanity-checks” for us that everything is working properly. We will consider four forms of general ellipsoids, a sphere (in which all ellipsoid axes are equal), an ellipsoid model of a “normal” eye, a “perfect ellipsoid” (which has very interesting refracting properties), and a general ellipsoid (in which each axis is a different length) to simulate astigmatism. We adjust the parameters for the first three models to resemble the normal cornea from Section 3.4.1 and the fourth to resemble the astigmatic cornea from Section 3.4.2.

We recall the equation for a general ellipsoid shifted by \( C \) in the \( z \)-direction so that its apex is at the origin:

\[
\frac{x^2}{A^2} + \frac{y^2}{B^2} + \frac{(z - C)^2}{C^2} = 1 \tag{3.1}
\]

which when solved for \( z \) gives us:

\[
z(x, y, A, B, C) = \frac{ABC - C \sqrt{A^2B^2 - B^2x^2 - A^2y^2}}{AB}. \tag{3.2}
\]

To simulate different ellipsoids, we only need to specify the different values of \( A \), \( B \), and \( C \). For all data, both analytic and real, we translate the cornea so that the central corneal apex is at the origin, hence the shift above.

However, this representation has its limitations. If we wanted to choose an ellipsoid that had the same curvature as a sphere of radius \( R \) but with a variable eccentricity \( e \), we
would have to vary $A$, $B$ and $C$ simultaneously. It would be nice if we had a model in which we could simply vary $e$. Let us look at another way of representing an ellipsoid, known as Baker’s equation [3]:

$$pz^2 - 2Rz + r^2 = 0 \quad (3.3)$$

where

$$p = 1 - e^2 \quad (3.4)$$

and $R$ is the radius of curvature of the ellipsoid at its apex. Thus, we can now specify our shape in terms of ($A$, $B$ and $C$) or in terms of ($R$ and $e$).

### 3.2.1 Sphere

A spherical cornea, the simplest of all the shapes, has the unique property that any cross-section containing the normal results in a circle with radius equal to that of the original sphere. We recall from our review of shape properties in Section 2.1.2 that this eye will therefore have constant values of any curvature-based calculation (axial, instantaneous, mean sphere, etc.) over its entire surface. We include this model as a reference surface when comparing shape and acuity metrics of our other corneas.

We’ll set the parameters describing our sphere to be the same as that of the “normal cornea” data we will see in Section 3.4.1. That is, we set the radius such that its apical curvature is 43.5 D, where $R = A = B = C = \frac{337.5}{43.5} \approx 7.76$ mm. We recall the eccentricity of a sphere is zero. Equation 3.2 simplifies to:
\[ z(x, y, R) = R - \sqrt{R^2 - x^2 - y^2} \] (3.5)

which, when written in cylindrical coordinates, becomes:

\[ z(r, \theta, R) = R - \sqrt{R^2 - r^2} \] (3.6)

### 3.2.2 Ellipsoid Model of “Normal Eye”

Our sphere model of the previous section fails to capture the flattening of the cornea in the periphery. We would like to include a more accurate rotationally symmetric model of the eye. Using our representation from Equation 3.3, we choose a model with eccentricity \( \frac{1}{2} \) and radius \( R = \frac{337.5}{43.5} \approx 7.76 \) mm to better approximate our normal eye from Section 3.4.1.

### 3.2.3 Ellipsoid Model of Astigmatism

Our general ellipsoid allows us to simulate astigmatism, which we wish to orient at any arbitrary axis. We modify Equation 3.2 to allow for rotation about the \( \theta \) axis with the simple variable substitution:

\[
\begin{align*}
  x(x', y', \theta) &= x' \cos \theta + y' \sin \theta \\
  y(x', y', \theta) &= -x' \sin \theta + y' \cos \theta
\end{align*}
\] (3.7) (3.8)

which when substituted for \( x \) and \( y \) in Equation 3.2 becomes
Figure 3.2: A Cartesian oval. All the rays from $S$ converge at $P$ with equal optical path length [44].

$$z(x', y', A, B, C, \theta) = \frac{ABC - C\sqrt{A^2B^2 - B^2x(x', y', \theta)^2} - A^2y(x', y', \theta)^2}{AB}. \quad (3.9)$$

Fortunately, our real astigmatic cornea is with the rule, that is, its orientation is axially aligned and has higher curvature in the $y$-direction than $x$-direction. Therefore, we set $\theta$ to be zero. The curvatures in the principal directions for our real cornea from Section 3.4.2 are 42.5 and 44 D, so to match that we set $C$ to be 11 mm, $A$ to be $\sqrt{C \frac{337.5}{42.5}} \approx 9.35$ mm and $B$ to be $\sqrt{C \frac{337.5}{44}} \approx 9.19$ mm.

### 3.2.4 Perfect Ellipsoid

In Section 2.3.1 we alluded to a surface with a remarkable refractive property — it had no spherical aberration. Every ray, peripheral and paraxial, fell perfectly on the focus. Let us see if we can derive such a surface, with a proof similar to the one presented in [44].
Perfect Ellipsoid Proof

In Figure 3.2, we would like to design a surface that takes every light ray emitted from point light source $S$ and converges it to a single point, $P$. Where shall we start? Thankfully, we have the tools we learned in Chapter 2, such as optical path length at our disposal. We know that to eliminate wavefront aberration, every ray leaving $S$ and arriving at $P$ must have identical optical path lengths. This means that for all points $A$ on the surface, the time from $S$ to $A$ to $P$ must be the same as the time for the principal ray, from $S$ to $V$ to $P$. Applying Equation 2.12 for optical path length to this situation, we get:

$$t_1n_1 + t_2n_2 = s_1n_1 + s_2n_2$$

but we know that for all $A$, the right-hand side of Equation 3.10 is fixed. This means

$$t_1n_1 + t_2n_2 = \text{constant}$$

and the only shape that satisfies this is a Cartesian oval. Figure 3.2 illustrates a cross-section through this ovoid shape; to generate a full 3D surface, we simply rotate the shape around the $SP$ axis. Points $S$ and $P$ are called conjugates, because light from one will be imaged at the other (recall the reciprocity rule from Section 2.2.1). In fact, if we move $S$ to optical infinity so that the incoming rays are parallel, two things happen. First, our ovoid transforms into an ellipsoid, and the location of $P$ is easy to determine — it is the far focus of the ellipsoid! Let’s see why.

We begin with a plane wave traveling toward our ellipsoid, as in Figure 3.3. If we look at the light ray that passes through point $D$, we see that it intersects our surface at
Figure 3.3: A perfect ellipsoid, which focuses all plane waves to a point \((F_2)\) with no aberrations [44].

\(P\) and is refracted within the ellipsoid. If indeed the surface is to be “perfect”, then the optical path lengths from any point \(D\) on the planar wavefront to the focus \(F_2\) must be equal. That is, given some constant \(C\),

\[
n_1(DP) + n_2(FF_2) = C
\]  \hspace{1cm} (3.12)

which rewritten to isolate \(PF_2\) becomes

\[
\frac{n_1}{n_2}(DP) + (PF_2) = \frac{C}{n_2}.
\]  \hspace{1cm} (3.13)

We recall from analytic geometry [101] that a \textit{directrix} is a plane perpendicular to an ellipse’s major axis and a fixed, particular distance away. The distance is such that for all points \(D\), \(P\) and and \(F_1\) as shown in Figure 3.3,

\[
(PF_1) = c(DP)
\]  \hspace{1cm} (3.14)
where, as we recall, \( e \) is the eccentricity of the ellipse. It is defined as a function of \( c \), the distance from the origin \( O \) to a focus, and \( a \), the distance from the origin to the edge of the ellipse along the major axis in the following relation:

\[
e = \frac{c}{a}. \tag{3.15}
\]

Therefore, if we set

\[
e = \frac{n_1}{n_2}, \tag{3.16}
\]

we can replace \( \frac{n_1}{n_2} (DP) \) in Equation 3.13 with \( (PF_1) \) yielding

\[
(PF_1) + (PF_2) = \frac{C}{n_2} = \text{constant} \tag{3.17}
\]

which we know to be true, by the definition of an ellipse! That is, an ellipse is the locus of points which are a constant combined distance from the two defining foci.

**Relationship Between Ellipsoid Parameters**

Now that we have proved that the perfect ellipsoid is our ideal refracting surface and that all plane rays converge on \( F_2 \), we need to determine the relationship between \( a \) and \( b \), the *major* and *minor* axes. We know the relationship between \( a \) and \( c \) from Equations 3.15 and 3.16 to be

\[
c = \frac{n_1 a}{n_2}. \tag{3.18}
\]

The relationship between \( a, b \) and \( c \) is given from analytic geometry [101]:
\[ b = \sqrt{a^2 - c^2} \]  
(3.19)

which we rewrite to isolate \( c \):

\[ c = \sqrt{a^2 - b^2}. \]  
(3.20)

Combining Equations 3.18 and 3.20 we obtain our relationship between \( a \) and \( b \) in terms of \( n_1 \) and \( n_2 \):

\[ \frac{n_1 a}{n_2} = \sqrt{a^2 - b^2}. \]  
(3.21)

Squaring both sides, moving \( a^2 \) over, and eventually isolating \( \frac{a}{b} \) we get what we wanted all along:

\[ \frac{a}{b} = \frac{1}{\sqrt{1 - \left(\frac{n_1}{n_2}\right)^2}}. \]  
(3.22)

In this dissertation, medium \( n_1 \) will be air \((n_{\text{air}} = 1)\) and \( n_2 \) will be the cornea \((n_{\text{cornea}} = 1.3375)\). This means we can now assign a value to the right hand side of Equation 3.22:

\[ \frac{a}{b} = \frac{1}{\sqrt{1 - (1.3375)^2}} \approx 1.5 \]  
(3.23)

which is a surprisingly simple approximated ratio.
Functional Representation

We had been operating in flatland until now, always suggesting we could migrate to 3D by spinning our surface around the $z$-axis. When we do this, our ellipsoid parameters of Equation 3.2 absorb the ellipse parameters we just solved for as follows:

\[
A = b \quad (3.24) \\
B = b \quad (3.25) \\
C = a \quad (3.26)
\]

since the $z$-axis remains our major axis, and the $x$- and $y$-axes are our identical twin minor axes. Recall that we always displace our surface so that its apex (the front-most part of the refractive surface) is snug with the origin. However, we will find with the monocular diplopia model that it is useful to move the ellipsoid around so that its apex is an arbitrary point $P_1 = (x_1, y_1, z_1)$. This is accomplished by the simple variable substitution in our primary $z = f(x, y, A, B, C)$ ellipsoid function from Equation 3.2 as such:

\[
x' = x - x_1 \quad (3.27) \\
y' = y - y_1 \quad (3.28) \\
z' = z - z_1. \quad (3.29)
\]

We are almost finished. Instead of characterizing this surface as a ratio of $A$ and $B$ to $C$, it would be useful if we could describe it as having the equivalent paraxial focusing
power of a sphere of radius \( r_1 \). We recall that our perfect ellipse from Figure 3.3 focuses all light to point \( F_2 \), which means paraxial rays travel

\[
    f_{PE} = a + c
\]

units within the medium to the focus. Unknown quantity \( c \) is expressed as a function of \( a \) in Equation 3.18, \( b \) is related to \( a \) from Equation 3.23, and \( a \) and \( b \) are related to \( A, B, \) and \( C \) through Equation 3.26. Therefore, working backwards, if we were given \( f_{PE} \), we could determine all the parameters of the perfect ellipsoid. We have one last step; we need to determine the focusing distance of a sphere \( f_S \) as a function of the radius. This is a standard expression for incoming plane waves from optics [44]:

\[
    f_S = \frac{n_2}{n_2 - n_1} R
\]

which in our case becomes

\[
    f_S = \frac{1.3375}{3.375} R = 3.962 R
\]

and we’re done! We now have an expression relating \( R \) to \( f_S \), which we set equal to \( f_{PE} \) to determine our ellipsoid parameters. This allows us to create a function \( PE \) for our surface given \( r_1 \) as the radius of the sphere, and \( P_1 \) as the apex displacement:

\[
    z(x, y, r_1, P_1) = PE(x, y, r_1, P_1)
\]

In Section 3.3.3, we utilize different values for \( r \) and \( P \) to create a model of monocular diplopia. In Chapter 8 we set the value of \( r_1 \) to be that of the sphere model we saw
earlier in Section 3.2.1.

3.3 Models of “Problem” Corneas

In this section, we discuss the three models of “problem” corneas: one following PRK surgery, one with the condition of keratoconus, and one with monocular diplopia. We fully parameterize each of these models so that they can simulate a real cornea; we then choose values for the parameters based on the real data from Section 3.4.

3.3.1 PRK

The shape of a PRK cornea is usually characterized by a large central ablation area of low curvature, a ring-shaped transition zone, and the untouched outer cornea. In figure 3.4 we render a 3-D version of a model of a PRK cornea (in white) with a centered ablation zone (in red) and transition zone (in blue).

Since our model is entirely rotationally symmetric and independent of \( \theta \), we can describe our surface \( z_{PRK} \) as a two-dimensional function of \( r \), then sweep the plane around the \( z \)-axis to generate the final surface(s). Any circle (or semi-circle) described by \( z = f(r) \) in the 2-D \( rz \) plane that is displaced horizontally in \( r \) becomes a torus when we sweep the plane to generate the function \( z = f(r, \theta) \). We will see this when we investigate the surface of the transition zone.

We model the pre-surgical base cornea with a horizontally-centered circle \( C_b \) whose radius is \( r_b \), and the 2\( w \) mm-wide central ablation zone as a smaller horizontally-centered circle \( C_a \) whose radius is \( r_a \). The transition zone of width \( t \) is slightly more complicated,
Figure 3.4: A 3-D rendering of our PRK model. The white cornea has a central transition zone (in blue) and an ablation zone (in red).

since we want to ensure smoothness at the joins between the zones. We would like to find a
displaced circle $C_t$ which meets with positional and tangent continuity with the other two
circles at the joins, which are the two radius values $r_{at}$ and $r_{tb}$ defined as:

\begin{align*}
  r_{at} &= w \quad \text{(3.34)} \\
  r_{tb} &= w + t \quad \text{(3.35)}
\end{align*}

We are given $r_a, r_b, w$ and $t$ and need to find the centers of circles $C_a, C_b, C_t$ and
the radius of $C_t, r_t$. We begin with a technique known as constraint propagation [120], in
which we propagate our constraints forward, eliminating our unknowns one by one.

During the following explanation, the reader may wish to follow along with Figure 3.5. First, we were given a centered ablation circle $C_a$ (in red) with radius $r_a$ and
intersection at the origin. This determines the circle’s center, point $C_a$ to be $(0, r_a)$. Circle
Figure 3.5: A diagram indicating the constraint propagation that takes place as we create our PRK model. We progressively determine $C_a$, $C_t$, $r_t$, and finally $C_b$.

$C_a$ intersects the line $r = r_{at}$ at $P_{at}$, creating our first two constraints. We want our transition circle $C_t$ (in blue) to join $C_a$ with positional and tangent continuity. Thus, circle $C_t$ must intersect $P_{at}$, and its center must lie along the line defined by $P_{at}$ and $C_a$. We are left with one degree of freedom; we can “grow” $C_t$ from $P_{at}$ toward $C_a$ and still maintain our current constraints. But how much should we grow it?

We bring in the constraint that our base circle $C_b$ (in black) must have radius $r_b$ and must also have its center on the $z$-axis. $C_b$ will intersect the line $r = r_{tb}$ at $P_{tb}$ with some slope. This is our remaining constraint for $C_t$; when it intersects $r = r_{tb}$ it must share this slope. So we grow $C_t$ from $P_{at}$ toward $C_a$ until its slope at $P_{tb}$ matches $C_b$. The intersection now formed with $C_t$ and $r = r_{tb}$ determines point $P_{tb}$. The last remaining constraint is how high on the $z$-axis we position $C_b$. This is easily determined because we know $C_b$ has to intersect $P_{tb}$.
Figure 3.6: A 2-D plot of $z_{PRK}(r)$ through its three helper functions $z_a$, $z_t$, and $z_b$, representing the active surfaces for the ablation zone, transition zone and base corneal zone. The curves are scaled (and, in the case of $C_t$, de-centered) circles which meet with positional and tangent continuity at the junctions. Our transitions are at $r_{at} = 2.5$ and $r_{tb} = 3$, since we were given $w = 2.5$ and $t = 0.5$. 
If we look at our PRK model as a function, we see that we need to define three sub-functions, active during each of the three zones shown in Figure 3.6

$$z_{PRK}(r, \theta, r_a, r_b, w, t) = \begin{cases} 
  z_a(r, \theta, r_a, r_b, w, t) & r \leq r_{at} \\
  z_t(r, \theta, r_a, r_b, w, t) & r_{at} < r \leq r_{tb} \\
  z_b(r, \theta, r_a, r_b, w, t) & r_{tb} < r 
\end{cases} \quad (3.36)$$

where, as we just explained, each of $z_a$, $z_t$ and $z_b$ are simply circles with centers at $C_a$, $C_t$ and $C_b$ and radii $r_a$, $r_t$ and $r_b$. Let us rewrite Equation 3.6 as a circle function with parameters of radius $r_i$ and center $(C_{ir}, C_{iz})$:

$$\text{Circle}(r, r_i, C_{ir}, C_{iz}) = C_{iz} - \sqrt{r_i^2 - (r - C_{ir})^2} \quad (3.37)$$

which allows us to finally define $z_a$, $z_t$ and $z_b$ given that we have found all circle positions and radii as shown earlier:

$$z_a(r, \theta, r_a, r_b, w, t) = \text{Circle}(r, r_a, C_{ar}, C_{az}) \quad (3.38)$$

$$z_t(r, \theta, r_a, r_b, w, t) = \text{Circle}(r, r_t, C_{tr}, C_{tz}) \quad (3.39)$$

$$z_b(r, \theta, r_a, r_b, w, t) = \text{Circle}(r, r_b, C_{br}, C_{bz}) \quad (3.40)$$

To model our real PRK eye from Section 3.4.3, we choose $w$ to be 2.5 mm, the transition zone width $t$ to be 1 mm, the base cornea to have radius $r_b = 7.5$ mm and the ablation zone to have radius $r_a = 9.64$ mm. We center the ablation at $\phi = 5^\circ$ and $\theta = 170^\circ$. 
Figure 3.7: This graph illustrates the base corneal model without keratoconus. The model is a simple sphere with constant axial power across its surface. This is represented here as a yellow straight line when plotting axial power vs. distance. The power is denoted $P_{sphere}$ and is labeled on the right.

Figure 3.8: To model keratoconus, a section of the sphere is removed and replaced with a surface of revolution formed from a hyperbola. The axial power associated with the hyperbola between $-t$ and $t$ is shown as the central curve. The maximum power of the cone is denoted $P_{cone}$. 
3.3.2 Keratoconus

We use a hyperbolic model of keratoconus [21]. To explain our simulated keratoconic model, we first look at a graph of axial power, as a function of distance, as shown in Figure 3.7. To simulate the cornea, we use a perfect sphere centered at the origin with constant axial power over its surface. This is represented in the graph as a straight line. The power is denoted $P_{\text{sphere}}$. Now, to simulated keratoconus, we represent the “cone” on the cornea by removing a section of the sphere and replacing it with a surface of revolution formed from a hyperbola such that the slope is continuous. Considering this hyperbola between $-t$ and $t$, its axial power is represented as the curve shown in Figure 3.8. The maximum power of the cone is denoted $P_{\text{cone}}$. The cornea is represented by three free parameters: the power of the sphere ($P_{\text{sphere}}$), the maximum power of the cone ($P_{\text{cone}}$), and the half-width of the cone ($t$). The eccentricity of the hyperboloid ($e^2 > 1$) can be expressed in terms of these three parameters as:

$$
e^2 = \frac{r_{\text{sphere}}^2 - r_{\text{cone}}^2}{t^2} \tag{3.41}$$

where $r_{\text{cone}}$ is the apical radius of curvature of the cone region and $r_{\text{sphere}}$ is the radius of curvature of the sphere, related to the paraxial powers $P_{\text{cone}}$ and $P_{\text{sphere}}$ by:

$$P_{\text{cone}} = \frac{n - 1}{r_{\text{cone}}} \tag{3.42}$$

and

$$P_{\text{sphere}} = \frac{n - 1}{r_{\text{sphere}}} \tag{3.43}$$
where $n$ is the index of refraction, which again is taken to be 1.3375, the effective refractive index of the cornea [49]. In our model, we also allow the cone to be rotated (using spherical coordinates $\theta$ and $\phi$) to any place on the cornea. This allows us to simulate the keratoconus of a particular patient, in this case the right eye of the patient from Figure 1.1 which we discuss in Section 3.4.4. To model the real cornea from Section 3.4.4, we center the cone at $\phi = 12^\circ$ and $\theta = 215^\circ$, and set $P_{sphere}$ to 45 D (radius 7.5 mm), $P_{cone}$ to 82 D and $t$ to 2 mm as shown in the 3-D rendering from Figure 3.9.

### 3.3.3 Monocular Diplopia

We use a first-order approximation model of monocular diplopia. We begin with our familiar perfect ellipsoid from Equation 3.33, centrally located, which we denote by the function $\text{PE}(x, y, r_1, 0)$. Recall that $r_1$ specifies the paraxial focusing equivalent of a
sphere with radius \( r_1 \). We then add a second perfect ellipsoid, \( \text{PE}(x, y, r_2, P_2) \), whose origin is shifted over and down in 3D space by \( P_2 \). We define our model to be the surface created when we take the lower, or \( \min() \), of the two surfaces as in Equation 3.44.

\[
\begin{align*}
z_{MonocularDiplopia}(x, y, r_1, r_2, P_2) &= \min(\text{PE}(x, y, r_1, 0), \text{PE}(x, y, r_2, P_2)) \\
\text{(3.44)}
\end{align*}
\]

The advantage of this model is that the energy distribution on the retina has two discrete peaks, corresponding to the two ellipsoid foci. If \( r_2 \) is equal to \( r_1 \), and \( z_2 \) (the \( z \)-component of \( P_2 \)) is zero, then the contribution onto the retina of \( PE_2 \) is a crisp second image, otherwise it is blurred. Typical distances from apex to apex of the two ellipsoids is 10 microns, almost imperceptible to the naked eye. The disadvantage of this model is that the transition between the two ellipsoids involves a very slight discontinuity in slope and curvature, not usually found in corneal data. A second-order approximation model would eliminate the discontinuities with a smooth transition, or blend of the two surfaces using a spline.

To model our real monocular diplopia from Section 3.4.5, we choose \( r_2 \) to be equal to \( r_1 \approx 7.55 \) mm, and \( P_2 \) to be \((0, 0.2, 0.01425)\). This results in a secondary focus which is 0.2 mm below the primary on the retina, and had the same peak-to-peak ratio of 28.7%.

### 3.4 Real Corneal Data

We have included five examples from the wide variety of corneas that clinicians encounter: a “normal” cornea (free from astigmatism, surgery and defects), one with astigmatism, one with keratoconus, one with monocular diplopia, and one that has undergone
PRK. We discuss the details of each of these corneas in the following sections.

3.4.1 “Normal” Cornea

We chose to include a healthy “normal” cornea to act as a reference; one that was free from astigmatism, major aberrations, and the scarring that usually follows corneal surgeries. As such, it is relatively rotationally symmetric and smooth across the entire surface. It has an apical mean curvature of 43.5 D, and flattens in the periphery.

3.4.2 Astigmatism

There are usually two parameters describing the asymmetry associated with astigmatism, magnitude and angle. Most astigmatism is “with-the-rule”, which means that it is more curved vertically than horizontally. This particular eye belongs to our colleague Dr. Mandell, and contains a mild degree (approximately 1.5 D) of with-the-rule astigmatism. That is, its curvature is 44 D vertically and 42.5 D horizontally.

3.4.3 PRK

This particular subject was drawn from patients in the phase III FDA trials of the Nidek excimer laser system [30]. The data was taken from a corneal topography scan 9 months after surgery. The ablation is a bit off-axis, centered at $\phi = 5^\circ$ and $\theta = 170^\circ$. The base cornea has a radius of 7.5 mm and the ablation zone has a radius of 9.64 mm. We estimate the ablation diameter to be approximately 5 mm.
3.4.4 Keratoconus

This famous eye (shown photographed in Figure 1.2) has been used in our research on effective visualization of keratoconus [4, 5]. The thin, problem corneal region, or “cone,” bulges significantly for this patient. It is located in the lower right (lower left from our viewpoint), at approximately $\phi = 12^\circ$ and $\theta = 215^\circ$ in spherical coordinates. There is much higher curvature (over 80 D!) in that region than in the other areas, as we shall see.

3.4.5 Monocular Diplopia

This patient’s cornea has a flat region of good focus in its center and another in the upper region. There is slight corneal warpage between these two areas, causing both to form quite distinct foci on the retina, causing the monocular diplopia. The second focus is approximately 0.2 mm (200 $\mu$m) below the main focus on the retina and subjectively measured as $0.45^\circ$ above the main focus of her right eye [108].
Chapter 4

Visual Acuity Prediction

I have bad eyesight and I’m sensitive about it. When I take an eye test, the optometrist points to the letters and he calls them out...
He says “True” or “False”.
— Woody Allen, “The Nightclub Years” album

4.1 Introduction

*Corneal Topographers* (CTs) use the pattern from reflected rings to reconstruct an internal model of the cornea to compute and display refractive power for the clinician [9, 64, 65, 79, 114, 118]. Many now offer “acuity indices” based on overall corneal smoothness to analyze predicted visual acuity. We find the vision of post-refractive surgery patients to be poorly predicted by these indices. Our goal is to create a new acuity index that would be a better predictor for these patients.
Figure 4.1: The crosshatched sampling technique on the left was used to query the geometry information from our reconstructed corneal models. The cornea on the right is shown sampled by this method to form a triangular mesh.

4.2 Methods

We created a new metric for visual acuity based on the ability of a cornea to focus light coherently to a single point. To analyze real patient data, we recovered the raw ring data from the CT and then reconstructed the cornea as a mathematical curved surface [20] in a method similar to the one used in our earlier work [41, 42, 43]. The continuous nature of the surface allowed for arbitrary sampling to query both the position and derivative information that is necessary for our calculation. We showered each cornea with approximately 2,800 light rays, in a 2 mm radius arranged in a crosshatched pattern, as illustrated by Figure 4.1 below.

Once we had the mathematical machinery in place to analyze an arbitrary recovered corneal surface, all that was needed was to run actual corneal patient data through our system. We used the data from 62 post-refractive surgical corneas and determined the correlation of our acuity index with three measurements of the patient’s visual acuity. Then, using the same data, we compared our correlation with that of other popular indices. Finally, we removed two corneas from the sample and analyzed how the fittings changed.
4.2.1 Measurements from Post-PRK and Post-PARK Eyes

The subjects for this study were drawn from patients in the phase III FDA trials of the Nidek excimer laser system. All procedures were performed by one of three refractive surgeons at the Beckman Vision Center, Refractive Surgery Service in the Ophthalmology department of the University of California, San Francisco. The ablation zone diameter of the Nidek laser is 7 millimeters. Photorefractive keratectomy (PRK) involves a single spherical ablation of the anterior cornea. Photorefractive astigmatic keratectomy (PARK) involves a spherical ablation followed by an elliptical ablation to correct for astigmatism [33, 73]. The mean correction for the PRK eyes (n = 31) was -7.5 diopters of myopia and for the PARK eyes (n = 31) was -5.8 diopters. The PRK patients were 41 ± 10 years old and the PARK patients were 48 ± 10 years old. Only the latest examination (six or more months postoperative) was used in this study since prior studies have shown that corneal clarity and shape stabilize by this time [32, 46]. The test battery included best spectacle-corrected high contrast visual acuity (HCVA) and small letter contrast sensitivity under standard (SLCT-L) and low luminance (SLCT-D) conditions [91]. The corneal topography was performed using the cTMS-2 corneal topography instrument [13], and one colleague completed all visual and topography measurements.

4.2.2 Wavefront Coherence Area

The idea behind the wavefront coherence area metric is to measure the fraction of the cornea’s area inside a specified pupil diameter that is able to focus light coherently onto the retina of the eye. Our model of the cornea is the same one used in our earlier
work [29]; we again ignore the contribution of the lens and consider the cornea to be a uniform material with an effective index of refraction \( n \) of 1.3375.

We begin by treating every point on the cornea as a reference corneal point. Next, we determine where the light for that point will focus using Snell’s law and Coddington’s equations [70, 100]. However, instead of calculating the focus from the mean of the principle refractive curvatures as we did in our earlier work [29], here we use the maximum. We will discuss the rationale in the next section when we describe the cylinder correction. From that focus, we first calculate the reference optical path length \( \text{OPL}_{\text{ref}} \) through the reference corneal point to a reference plane. The focus is then used to originate a wavefront that we refract back through the cornea and out to a reference plane. We measure the percentage of the wavefront that passes through the cornea and the 4 mm diameter pupil whose optical path length \( \text{OPL} \) is within a quarter wavelength of yellow-green light (550 nm) of the reference \( \text{OPL} \). The process is graphically shown in Figure 4.2. We also include the pseudo-code that implements the calculation of the wavefront coherence area below:

\[
\begin{align*}
\text{CalculateMaximumWavefrontCoherence} & (\text{cornea}, \text{pupil\_diameter}, \text{reference\_plane}) \\
\text{Set theMaximumCoherence} & = -1 \\
\text{For every (corneal) point } P & \text{ in the } \text{pupil\_diameter} \text{ on the cornea:} \\
& \quad \text{Find the focus } F \text{ for incoming parallel bundle of rays passing through } P \\
& \quad \text{Set } \text{OPL}_{\text{ref}} = \text{OPL} \text{ from the focus } F \text{ to the point } P \text{ to the reference\_plane} \\
& \quad \text{Set } \text{theCoherenceForPointQ} = 0 \\
& \text{For every (wavefront) point } Q & \text{ in the } \text{pupil\_diameter} \text{ on the cornea:} \\
& \quad \text{Set } \text{OPLQ} = \text{OPL} \text{ from the focus } F \text{ to the point } Q \text{ to the reference\_plane} \\
& \quad \text{If } \text{OPLQ} \text{ is within a quarter wavelength of } \text{OPL}_{\text{ref}} \\
& \quad \quad \text{Increase } \text{theCoherenceForPointQ} \text{ by } Q\text{’s representative area} \\
& \quad \text{If } \text{theCoherenceForPointQ} \text{ is greater than } \text{theMaximumCoherence}, \text{ replace it} \\
& \quad \text{Return(} \text{theMaximumCoherence}) \\
\end{align*}
\]

The optical path length is calculated simply by determining the amount of time it would have taken light to travel from the focus to the cornea, through our cylinder.
Figure 4.2: A simple model of a side view of the eye and the technique used for finding the wavefront coherence area.

corrective lens and to a plane. More specifically, the $OPL$ is the sum of three terms as shown in equation 4.1 below. The first is the distance, $D_{3d}$, from the focus to the wavefront point weighted by the index of refraction of the cornea. The second is the refractive cylinder correction, $RCC$, determined from the corneal point and the wavefront point. The third term is the distance, $D_{RP}$, along the refracted exit ray (from the cornea) to the reference plane, which is located at $z = 3$ mm, at the entrance pupil plane. If the ray is directed away from the plane, as it will be for most points that we consider, this terms contribution is negative. However, for the sake of simplicity, Figure 4.2 shows all rays directed towards the plane which we have located outside the cornea at a position of approximately $z = -15$ mm.

$$OPL = 1.3375 \ D_{3d} + RCC + D_{RP}$$  \hspace{1cm} (4.1)
4.2.3 OPL Refractive Cylinder Correction

The second term in the OPL calculation is based on our need to compensate for the dominant refractive cylinder present for most corneal points. Recall that we chose the maximum refractive curvature when determining our focus. That means the bundle of rays around the corneal point in the maximum refractive curvature direction will have very similar OPLs as the reference. We define the “zero refractive cylinder axis” to be the maximum curvature direction; wavefront points along this line will not need any OPL correction. However, due to the non-zero refractive cylinder at the corneal point, wavefront points that are away from the zero refractive cylinder axis will have different OPLs from the reference. We define another term, the “cylinder distance”, to be the perpendicular distance from the wavefront point to the zero refractive cylinder axis as shown below in Figure 4.3.

The refractive cylinder correction, $RCC$, is the product of the square of the cylin-
der distance and half of the refractive cylinder at the corneal point as shown in equation 4.2 below. This simulates the amount of time a ray would take to travel through a thin cylinder corrective lens with corrective power equal to the refractive cylinder.

\[ RCC = \frac{Cylinder\_Distance^2 \times Refractive\_Cylinder\_At\_Corneal\_Point}{2} \]  

(4.2)

4.2.4 Other Visual Acuity Metrics

We compared our wavefront coherence area (denoted CA) with three popular metrics taken from the ©TMS-2 corneal topography instrument: the surface regularity index (SRI), the surface asymmetry index (SAI) and the coefficient of variation of corneal power (CVP) [23, 119]. The explanations below are taken directly from the ©TMS-2 itself:

**Surface Regularity Index.** The SRI is a correlate to potential visual acuity and is a measure of local fluctuations in central corneal power. When SRI is elevated, the corneal surface ahead of the entrance pupil will be irregular, leading to a reduction in best spectacle-corrected visual acuity. High SRI values are found with dry eyes, contact lens wear, trauma, and penetrating keratoplasty.

**Surface Asymmetry Index.** The SAI measures the difference in corneal powers at every ring (180 degrees apart) over the entire corneal surface. The SAI is often higher than normal in keratoconus, penetrating keratoplasty, de-centered myopic refractive surgical procedures, trauma, and contact lens warpage. Adequate spectacle correction is often not achieved when SAI is high.

**Coefficient of Variation of corneal Power.** The CVP is calculated from the Standard Deviation of corneal Powers (SDP) divided by the grand average of corneal powers. This fundamental statistic is high when there is a broad range of powers in the corneal surface and has been found to be a good measure of corneal varifocality. High values of CVP are found in moderate to severe keratoconus corneas as well as corneal transplants in the early post-operative period. Manifest refraction of an eye with high CVP will be difficult to achieve, but attention to refraction is important in such a patient to attain spectacle tolerance. The CVP value given has been scaled up by a factor of 1000.
4.3 Results

We charted the correlation of our metric and the other acuity predictors against the actual acuity measurements. We found that none of the predicted indices was able to provide $R^2$ values much above 0.25, which is what we expected. It is well known that it is difficult to predict the vision of post-refractive surgical corneas. In that context, our predicted acuity metric had the best correlation values for both low contrast (SLCT-L) and low luminance (SLCT-D) vision. It shared the best correlation value with the SAI index for low contrast acuity prediction, but it was the only one that could predict low luminance. HCVA remained poorly predicted by all indices, with correlation values near zero on every chart. The scatter plots for the four acuity predictors are shown in Figure 4.4, and the correlation summary is in Figure 4.5.

4.3.1 Analysis of the Data Fit

Close analysis of the scatter plots of Figure 4.4 reveals two patients who have extremely poor low contrast acuity, as measured by the SLCT-L test. These corneas exhibit two of the most de-centered ablations of the group. All of the acuity metrics accurately predict that they would have vision far below average, but it is interesting to examine what would happen to the fit of the regression lines if the data from these two corneas were removed from the sample. We would like to know how much of the correlation is based on these two data points. When these data points are removed, our CA metric is virtually unchanged, as are many of the others. The correlation that changes the most is the SAI vs. SLCT-L comparison. This is especially curious since it was the only correlation whose
Figure 4.4: Scatter plots of CA, CVP, SAI and SRI versus the three actual acuity indices, SLCT-L, SLCT-D and HCVA.
Figure 4.5: Comparison of correlation $R^2$ values for the four visual acuity predictors.

$R^2$ value was even remotely close to ours with all 62 eyes. Figure 4.6 shows the comparison of the SAI vs. SLCT-L metric before and after removing the two eyes from the sample set. Note that the $R^2$ value drops from 0.26 to 0.03. This highlights how unstable $R^2$ is for comparing correlation as well as how dependent the SAI metric was on the two poor corneas for achieving its good fit.

Finally, Figure 4.7 shows the new correlation comparison after removing the two poor corneas from the sample, leaving 60 eyes. Note that with this data, the correlation values for wavefront coherence area remain virtually unchanged and it is now the best predictor of visual acuity for both low contrast and low luminance.
Figure 4.6: Predictor SAI versus measured low contrast SLCT-L before and after removing the two circled poor performing eyes.

Figure 4.7: The correlation comparison after removing two patients’ corneas from the sample.
4.4 Conclusion

We presented a metric for simulating visual acuity based on wave and ray optics called the wavefront coherence area. We evaluated 62 post-PRK and post-PARK corneas and found that our index predicted the low contrast and low luminance acuity for these corneas better than the three popular metrics SAI, SRI and CVP. However, high contrast visual acuity was poorly predicted by all the metrics. Removal of two corneas with extremely de-centered ablations from the sample resulted in a significant decrease in the correlation of the SAI index, with the others remaining relatively constant.

In summary, our representation has considerable advantages, as it more accurately reflects what contributes to visual acuity — the ability of a region of the cornea to focus light coherently onto the retina of the eye.
Chapter 5

Corneal Representations of
Refractive Power

The principal objective of visualization in scientific computing is to develop techniques that make perceptible the most important informational aspects of a data set.
— Robert S. Wolff and Larry Yeager [121]

5.1 Introduction

Our goal is to convey to clinicians the visual acuity of the cornea using several techniques based on fundamentals of geometric optics. The scientific visualizations we propose can be clustered into two classes: corneal representations and retinal representations; however, in this chapter, we focus our discussion on corneal representations. It is important to note that, for each method listed below, we can illustrate the visual acuity with or without spectacle correction. Corneal representations are meant to reveal how well the cornea focuses parallel light onto the fovea of the eye by providing a pseudo-colored display
of various error metrics. For each error metric, we show both real and simulated data, and illustrate how each representation contributes to the simulation of corneal visual acuity.

5.2 Methods

We classify the corneal representations into two categories, refractive power visualizations based on paraxial focus and wavefront visualizations. We’ll begin with a discussion of refractive power maps.

We propose four metrics to simulate the corneal contribution to visual acuity. Figure 5.1 illustrates how we compute the values that we use in our calculations. As explained in Section 3.1, our corneal model is a very simple one since we ignore the contribution of the lens and consider the entire cornea to be a uniform material with a constant index of refraction (n) of 1.3375. It is important to note that the metrics we propose here are independent of our implementation. If we were to improve the quality of the model, the metrics themselves would remain unchanged.

We begin the computation at the central axial point on the cornea. We refract incoming parallel light and calculate where it converges to a focus using Coddington’s equations [70, 100]. Fortunately, due to constraints in our representation, the normal at the central point is parallel to the incoming parallel light; thus, according to Snell’s law, the refracted light will also be in this same direction. If the central axial point has some astigmatism, or cylinder, then so will the refracted wavefront and there will be two principal curvatures. We define the paraxial focal point (PFP) to be the focus as determined by the average of these curvatures (also known as “mean sphere”). The CT axis, which is the
Figure 5.1: A simple model of the cornea, eye, and the refraction of a ray of incoming light.

z-axis, is the line from the central axial point to the PFP. The retinal plane is the plane that passes through the PFP and is normal to the CT axis.

Then, for each corneal point of interest, we refract parallel incoming light according to Snell’s law and Coddington’s equations and we calculate where that light focuses. Again, if there is any cylinder in the refracted wavefront, then there will be two principal curvatures; in that case, we use their average to determine the focus. The retinal intersection is the location where the refracted ray intersects the retinal plane. If the normal lies in the meridional plane\(^1\), then the axis intersection is the intersection of the refracted ray with the CT axis; otherwise, the refracted ray will not intersect the CT axis. In that case, we choose the axis intersection to be the point of closest approach to the central axis along the refracted ray. At the central axial point there are infinitely many such intersections; thus, for that corneal point, we set the axis intersection to be the PFP.

\(^1\)We define the meridional plane to be the plane containing the CT Axis and the corneal point.
It is important to note that if the pupil is de-centered, our PFP may not be the optimal PFP. For refractive purposes, most people advocate using the line of sight (LOS) rather than the CT axis.

For each acuity metric, we determine the minimum and maximum values over all the points on the cornea, define a colormap to span those values, and index into that colormap to pseudo-color the surface of the cornea. Often we have found it effective to quantize the color map so that contours and contour lines can be more easily identified.

5.2.1 Paraxial Focus vs. “Best” Focus

All of the refractive power displays we describe in the following sections are based on the paraxial focus, the PFP. However, this may not be the most optimal focus for the entire eye. If we were to find this “best” focus, it would depend on how large our pupil is, and thus what range of corneal data we consider. As the pupil approached a pinhole, our best focus would approach the paraxial focus. However, with peripheral spherical aberration, the best focus may move closer to the cornea.

The following four visualizations could also be calculated by replacing the PFP with a computed overall optimal focus. We discuss the process of determining the best focus in Section 6.2.1. We’ll utilize this best focus when we discuss our wavefront representations in Section 5.2.6.

5.2.2 Axial Refractive Power

We define axial refractive power at a corneal point to be the quotient of index of refraction of the cornea model divided by the distance from the corneal point to the axis.
Figure 5.2: Axial refractive power is a function of the distance between the corneal point and the axis intersection. This map often has a characteristic “figure-8” or “crescent” shape. Clinicians are familiar with this representation because it is similar to the standard axial curvature maps used in most corneal topography instruments. The figure-8 indicates the amount and orientation of astigmatism.

\[ Axial\_Refractive\_Power = \frac{n}{\text{Distance3D(Corneal\_Point, Axis\_Intersection)}} \]  

where

\[ \text{Distance3D}(P_0, P_1) = \sqrt{(P_{1x} - P_{0x})^2 + (P_{1y} - P_{0y})^2 + (P_{1z} - P_{0z})^2} \]

This definition differs from the traditional axial curvature map [63, 82, 93] in that this refractive power map takes into account the refraction of an incoming parallel ray, whereas the standard map is purely a surface shape quantity. For example, the standard axial curvature of a sphere is constant over its surface, whereas the axial refractive power increases as we move away from the center. Figure 5.3 illustrates a direct comparison.
Figure 5.3: A comparison between axial refractive power and axial curvature.

of these two quantities on a simulated cornea having with-the-rule astigmatism. Note that
even though there is a difference in the orientation of the figure-8 pattern, they are identical
in the central region near the CT axis. This is similar to the results of [95].

5.2.3 Instantaneous Mean Refractive Power

We define instantaneous mean refractive power at a corneal point to be the quotient
of index of refraction of our cornea model divided by the focal distance of the cornea at
that point, which is the distance from the corneal point to the focus. This is the only one of
our four metrics that is not a function of the central axis or of the PFP; rather, it is purely
a measure of the surface’s refracting power. The advantage of this definition over other
curvature representations is that this metric includes the effects of spherical aberration.
Those other metrics would be constant for a sphere, whereas instantaneous refractive power
increases away from the center.
Figure 5.4: Instantaneous mean refractive power is a function of the distance between the corneal point and the focus.

\[ \text{Instantaneous Mean Refractive Power} = \frac{n}{\text{Distance}^{3D}(\text{Corneal Point}, \text{Focus})} \]  

(5.3)

5.2.4 Retinal Distance

We define the retinal distance, for each corneal point, to be the distance from the PFP to the retinal intersection, that is, to the point of intersection of the refracted ray with the retinal plane. Since the retinal plane was defined to contain the PFP, both the retinal intersection and the PFP lie in that plane; thus, the distance calculation is a two-dimensional planar distance measure. For a perfect eye, parallel light would converge to a point focus at the PFP and thus, in this case, the retinal distance at every corneal point would be zero. This metric provides an estimate of lateral spherical aberration.

\[ \text{Retinal Distance} = \text{Distance}^{2D}(\text{Retinal Intersection}, \text{PFP}) \]  

(5.4)

where
Figure 5.5: Retinal distance is the distance between the retinal intersection and the PFP.

\[
\text{Distance}_2D(P_0, P_1) = \sqrt{(P_{1x} - P_{0x})^2 + (P_{1y} - P_{0y})^2}
\]  

(5.5)

As mentioned earlier, instead of basing distance calculations on our PFP, we could base them on the best focus as determined by all the rays incident on the eye. This is exactly what we do in Section 6.2.3 when we introduce the *Corneal PSF*, simply a shape display with an overlay of retinal distance (to the best focus) contour lines. We defer the explanation of this visualization until we discuss the calculation of the best focus.

5.2.5 Focusing Distance

We define focusing distance, for each corneal point, to be the distance from the focal point of the refracted ray to the PFP. For a perfect eye, the rays of incoming parallel light would converge to a point focus at the PFP and thus the focusing distance for every corneal point would be zero in this case. We will find that focusing distance produces visualizations very similar to instantaneous mean refractive power.
Focusing distance is the distance between the focus and the PFP.

\[ Focusing\_Distance = Distance_{3D}(Focus, PFP) \]  \hspace{1cm} (5.6)

5.2.6 Wavefront Representations

As discussed in Section 5.2.1, let us assume we have at our disposal a point representing the “best” focus for a particular eye. We could imagine this point as a light source and begin emanating a wavefront, just as we did in Chapter 4. We then calculate parameters describing its deviation from ideal after it passes through our refractive surfaces, as shown in Figure 5.7. These techniques are similar to those presented in [61].

We would like to calculate the wavefront in object space, as seen from the outside. This has become the standard method for representing refractive properties of the eye. We begin by determining the reference optical path length, \( OPL_{ref} \). This is the sum of three factors: the time spent in the cornea, the time spent in air until it hits the entrance pupil at \( z = 3 \) mm, and a phase term to account for our cylinder correction.

As we showed in Sections 2.2.3 and 4.2.2, each term is simply the product of the
distance traveled in a media and the index of refraction of the media. We also saw the phase compensation term in Equation 4.2. What differs here is that the time spent outside the cornea is a negative value, since we want to know how long it took until the ray hit the pupil plane which is behind the ray. We compensate for any astigmatism with a corrective cylinder lens; we leave the explanation of this to Section 6.2.1. This is not local refractive cylinder as in Section 4.2.2, it is the overall cylinder we had to apply to get the best focus.

Once we have OPL_{ref}, we know how long we can let our wavefront propagate. For a particular point \( P \) on the cornea, we follow the ray for the same time as the reference ray. This involves tracing the ray to the cornea, refracting it into air, correcting for any cylinder, and following that refracted ray until our “time” equals that of the reference ray. As we just mentioned, this means we follow the normal backwards as shown by the dotted
Figure 5.8: We calculate the position of the wavefront by first determining the reference optical path length (OPL_{ref}). This is the sum of the time spent in the cornea, the time spent in air until it hits the entrance pupil at \( z = 3 \) mm, and a phase term to account for our cylinder correction. For a particular point \( P \) on the cornea, we follow the ray for the same time as the reference ray. This involves tracing the ray to the cornea, refracting it into air, and following that refracted ray until our “time” equals that of the reference ray. This means we follow the normal backwards as shown by the dotted line, until we hit our wavefront point.
line in Figure 5.8, until we hit our wavefront point.

If we do this for densely sampled points $P$ on the cornea, we can generate a full cloud of wavefront points. We then fit a surface to this and query curvature information. We now discuss several parameters we can visualize based on these computations.

**Wave Angle**

For every uniformly sampled point $P$ on the cornea, we calculate the angular difference (measured in minutes) from the refracted ray to the $z$-axis.

**Wave Height**

For every uniformly sampled point $P$ on the cornea, we calculate the $z$-value of the corresponding wavefront point. It is important to note that if the wave angle is non-zero, the $(x, y)$ location of the point $P$ may not correspond to the $(x, y)$ location of the wavefront point.

**Wavefront curvatures**

Once we have the wavefront as a surface, we can display standard (axial, instantaneous, minimum, maximum, mean sphere) curvature representations just as if it were a corneal surface. The difference is we do not compensate with the 337.5 term as in Section 2.1.2, since this is the curvature of the wavefront, not of the cornea.
5.3 Results

We display our four paraxial refractive power visualization metrics on two sets of data, a simulated cornea and a real cornea. The four metrics each contribute some information to the clinician about the projected visual acuity, as we will see. In addition, Section 8.4.1 contains visualizations and analysis of all of the corneal data from Chapter 3 for our wavefront visualizations.

5.3.1 Simulated Data

We use a simple asymmetric ellipsoid to simulate a cornea that has with-the-rule astigmatism. The equation for the ellipsoid is

\[
\left( \frac{x}{A} \right)^2 + \left( \frac{y}{B} \right)^2 + \left( \frac{C - z}{C} \right)^2 = 1
\]

with \( A = 8.7 \), \( B = 9 \) and \( C = 10 \). This results in principal curvatures \( \frac{337.5}{3.569} \approx 44.6 \, \text{D} \) in the \( x \)-direction and \( \frac{337.5}{8.1} = 41.2 \, \text{D} \) in the \( y \)-direction. This shape is rendered in three dimensions below in Figure 5.9. The intensity of every point in this image is a linear function of the \( z \) value of the data; the lighter data points are closer to the \( z = 0 \) plane. We define the range of the data to be \( x, y = [-3, 3][-3, 3] \).

The most striking metric is axial refractive power. It highlights the inherent astigmatism associated with this asymmetric model. We can easily measure that there are four diopters of cylinder and the model is exactly against-the-rule. Retinal distance demonstrates that the left and right areas contribute to focus slightly better than the top and bottom regions, with a good focus in the central circle. Instantaneous refractive power and
Figure 5.9: A three-dimensional view of our simulated cornea, modeled as an ellipsoid with $A = 8.7$, $B = 9$ and $C = 10$.

focusing distance indicate little here other than the focus is worse away from the center, and that the errors are close to rotationally symmetric.

5.3.2 Real Data

This data is from a patient with keratoconus [6, 68, 75], a condition in which the cornea has a local region of high curvature, which for this cornea is an oval region in the lower left of the image. This data was reconstructed from the ring patterns shown in Figure 1.2. Of our metrics, instantaneous mean refractive power and focusing distance highlight the keratoconus best. In fact, instantaneous mean refractive power gives similar values for the amount of curvature in the region as does instantaneous power, Gaussian power, and mean sphere. The axial refractive power map has a crescent shape because the
keratoconus is eccentric and results in some astigmatism. Retinal distance, in conjunction with focusing distance, indicates which rays contribute to good focus. In this case, only a small central area provides a good focus, as this is the only area where both maps are near zero. It is possible, however, that there is a large region away from the center which provides good focus.

5.4 Conclusion

We have presented several corneal representations of refractive power based on geometric optics, four based on paraxial focus and several based on wavefront calculations. We showed the results using simulated and real data as implemented by CWhatUC. Axial refractive power is familiar to clinicians who often use a similar measure for astigmatism.
Figure 5.11: A view of our four acuity metrics for the real data of a keratoconic cornea.

Instantaneous mean refractive power is useful for describing the corneal shape, but doesn’t take the PFP into account. Focusing distance and retinal distance taken together illustrate which regions contribute to a crisp focus onto the PFP. Our wavefront maps highlight how the wavefront emanating from a best focus deviates from ideal as it passes out of the cornea. In summary, these visualizations, when used to supplement one another, provide additional insight into the prediction of a patient’s visual acuity.
Chapter 6

Retinal Representations of Refractive Power

How do you know the color blue you see is the same as the color blue I see?
— Dennis Miller, comedian

6.1 Introduction

Our goal continues to be the accurate and informative display of the corneal contribution to visual acuity. In Chapter 5, we described corneal representations; here we will center our discussion on retinal representations. These utilize geometric, or ray optics to reveal how well parallel light comes to a crisp focus on the retina of the eye. We make use of two standard techniques common for describing the quality of optical systems, and introduce a novel visualization which combines shape and acuity methods. We then investigate how pupil size affects the representations. Finally, we show how effective this is for monocular diplopia, as it reveals exactly which area of the cornea contributes to the ghost
6.2 Methods

We wish to measure how well the corneas focus light from a single, distant source like a bright star. One standard technique is called the point spread function (PSF), which is the retinal energy distribution from a point source [2, 11, 52, 57, 87, 115, 116]. Its frequency response is called the modulation transfer function (MTF), which allows easy comparisons with an ideal, or diffraction-limited system [109, 117]. We introduce a new technique called the corneal PSF, in which we overlay a pseudo-colored cornea with contour lines of equal distance to the best PSF focus, similar to the retinal distance calculation from Chapter 5. As always, our model of the eye is the simplified schematic representation from Section 3.1.

6.2.1 Point Spread Function

We begin the calculation of the PSF by ray tracing light through the system and onto the retina, as others have done [16, 17, 37, 45, 76, 77, 98, 108]. We assume the point is placed at optical infinity, so that the incoming light rays are parallel. We also assume that the retina is planar, a reasonable approximation given that our entire retinal region of interest (ROI) is 0.64 mm wide and deviates in height from a spherical retinal model by only 3 µm. The PSF is the distribution, or “spread”, of light at the retina. Figure 6.1 illustrates light rays showering a cornea and forming a PSF on the retina.

We generate a normalized PSF (denoted \( \overline{\text{PSF}} \)), which is simply our PSF divided by the number of rays \( N_r \), which land:
and typically plot it as a height field for analysis, as in the example from Figure 6.2. The PSF for an ideal optical system (like a perfect ellipsoid) would have a very small, localized region of height one and zero elsewhere, as we will see in Figure 6.9. The Strehl ratio is the relative peak intensity of an optical system’s PSF with that of an ideal, aberration-free system. As we are only dealing with geometric optics, we define an equivalent concept, the geometric Strehl ratio, which we will call $\text{Strehl}_g$. Since we normalize our PSF, it is simply the maximum value of our PSF.

**Sampling**

To create the PSF, we must shower the cornea with light rays and trace them all as they are refracted toward the retina. Ideally, every microscopic patch of the cornea would...
Figure 6.2: A height field representation of a sample PSF.
be pierced with a light ray, but for computation purposes, we must sample the continuous surface into discrete corneal points. We use a crosshatched sampling pattern as shown in Figure 6.3. We typically sample the corneas at a $100 \times 100$ resolution (with an inner $99 \times 99$ group), which produces 19,801 samples. As most corneal reconstructions are round, approximately 78% or 15,000 of those samples produce valid rays.

We introduce a simulated pupil located at the front surface of the eye. As we reduce the diameter of our pupil, we subsequently reduce the number of rays that are allowed to pass. This is consistent with our model that the samples represent a predefined flux of incoming light radiation, and culling the peripheral rays with our pupil reduces that flux accordingly. The simple expression for rays allowed to pass is that their distance from the CT axis be less than our pupil radius. That is, if the ray pierces the $z = 0$ plane with polar coordinates $(r, \theta)$, the rays allowed to enter are those satisfying the expression

$$r < r_{\text{pupil}}.$$  (6.2)
At each sample in our pupil, we query point and derivative information necessary for determining the refraction into the eye. It is here that we apply our simulated spectacle correction. We found that simple aberrations based on astigmatism dominated our distribution, so we compensate by placing a simulated infinitely thin contact lens on the cornea to correct for basic cylinder. We search to find the optimal cross-cylinder lens that gives the best retinal focus, which we discuss shortly in Section 6.2.1.

The corrected ray then enters the corneal surface according to Snell’s law as we saw in Equation 2.6 and was illustrated in Figure 2.8. After the rays pass through the cornea and eye, they intersect the retinal “plane”, which is a variable distance away. This distance is the third and final parameter in our spectacle correction optimization.

We then sample the retinal plane, dividing it into $257 \times 257$ square buckets which are 2.5 $\mu$m, or roughly one-half minute on a side. This produces a square retinal “patch” which is 0.6425 mm on a side. Figure 6.4 shows a ray striking the retina and landing within one of the sample buckets.

Every time a ray lands in a sample, it contributes one unit to our histogram. The accumulation of all the rays forms the overall PSF energy distribution. If a ray lands in the center of a sample, that sample receives the entire unit energy contribution. However, if a ray does not land in the direct center of a sample, we contribute some of its energy to its neighbors. The distribution is based on the amount of overlap of an unweighted unit cube centered at the point of intersection. Our retinal patch is large enough that most corneas have all rays land in it. If not, the rays are considered stray, and are not counted.

Figure 6.5 illustrates the contribution into several sample samples for a ray that
Figure 6.4: A refracted ray lands in one of the sample buckets on our retinal plane.

Figure 6.5: The distribution of an off-center ray contributes energy into several neighboring samples. This top-down view demonstrates what happens when a ray lands in a sample labeled SW at the point (11 \frac{3}{1}, 5 \frac{5}{6}) \), shown as a cross. One-fourth of the unit cube (representing the unit ray contribution) is east of the line \( X = 12 \) and one-third is north of the line \( Y = 6 \), so the neighbors here receive the appropriate number of \( \frac{1}{12} ths \) of the cube corresponding to the overlap. Sample SW gets 6, NW gets 3, SE gets 2, and NE gets only 1 of the 12 \( \frac{1}{12} ths \) contribution.
hits off-center. The ray lands at the cross in sample SW, at the point \((11\frac{3}{4}, 5\frac{5}{6})\), and the distributing unit cube overlaps samples labeled SW, SE, NW and NE. One-fourth of the cube is east of the line \(X = 12\) and one-third is north of the line \(Y = 6\), which makes calculations in this example quite easy. Sample SW receives \(\frac{6}{12}\) or \(\frac{1}{2}\), NW receives \(\frac{3}{12}\) or \(\frac{1}{4}\), SE receives \(\frac{2}{12}\) or \(\frac{1}{6}\), NE receives a scant \(\frac{1}{12}\) of the original unit ray contribution.

The problem with this sample distribution technique is that it creates aliasing artifacts. Let us assume there are two eyes, A and B, which are both ideal linear systems as described in Section 3.2.4 and that focus all incoming light rays onto one point. With A, that point is in the center of a sample (as shown in Figure 6.6), but with B that point is in the corner of a sample grid (as shown in Figure 6.7). The PSF in both cases should reflect this refractive perfection accordingly, and in fact A does exactly that — its center sample has a height of one. However, with eye B, there are four neighboring central samples who each have a height of one-quarter. Any algorithm that searches purely on the basis of the Strehl\textsubscript{g} ratio (the maximum height of the PSF) will always choose A over B, even though both eyes have identical refractive properties.

To solve this aliasing problem, we smooth our histogram with a post-processing step. That is, we anti-alias by convolving the initial PSF with a simple \(2 \times 2\) window where each slot is simply \(\frac{1}{4}\), and use the resulting smoothed PSF for all search algorithms which optimize for maximum intensity. Table 6.1 shows a graphical representation of our smoothing filter. After smoothing, both eyes A and B have equal maximum amplitude.
Figure 6.6: The PSF for ideal eye A. All light is focused to the center of sample (2,16) as indicated by the cross, so the entire sample receives all the energy from the rays. The Strehl$_g$ ratio for this eye is one, as it should be.

Figure 6.7: The PSF for ideal eye B. All light is focused to the intersection of four samples, at the lower-right of sample (2,16) as indicated by the cross, so the four neighboring samples share the energy from the rays. All four receive equal one-quarter energy distributions, and the Strehl$_g$ ratio for this eye is one-quarter.

\[
\begin{array}{cc}
1/4 & 1/4 \\
1/4 & 1/4 \\
\end{array}
\]

Table 6.1: The 2 × 2 post-processing smoothing filter we apply to the PSF for our optimization.
Spectacle Correction Optimization

If the cornea is not rotationally symmetric, there will be some astigmatism and the PSF distribution will be smeared along the cylinder direction. To correct for this, we place an infinitely thin virtual cross-cylinder contact lens in front of the cornea. Figure 6.8 shows the PSF of an astigmatic cornea before and after our correction.

This lens affects the direction of the incoming parallel light slightly to reduce the aberration. The incoming unit ray $P$ is modified as shown in equation 6.3 below and then renormalized. $J_0$ and $J_{45}$ are the cross cylinder correction terms (oriented at $0^\circ$ and $45^\circ$ respectively) as mentioned in Section 2.3.2:

$$
P_x = P_x + 2J_0P_x + J_{45}P_y
$$
$$
P_y = P_y - 2J_0P_y + J_{45}P_x
$$
\[ P_z = P_z \] (6.3)

We use a constrained minimization (Matlab’s built-in function \texttt{constr}) to search for the optimal \( J_0 \) and \( J_{45} \) values which produce the best focus. What indeed constitutes the “best focus” is discussed in the following subsection. Our Jackson cross cylinder terms compensate for any residual corneal astigmatism, and the average refractive power is handled by the focusing distance to the retina. More specifically, we also include \( R \), the distance from the apex of the cornea to the retinal plane as a parameter in our optimization. The constraints we place on these three variables are the following:

\[
20\text{mm} \leq R \leq 40\text{mm} \\
-5\text{D} \leq J_0 \leq 5\text{D} \\
-5\text{D} \leq J_{45} \leq 5\text{D} \] (6.4)

We found our minimization to be quite sensitive to initial conditions. It would often settle on a \textit{local minima} if its starting position was not close to the final solution. To correct for this, we took a three-pronged approach, which worked quite well.

\textbf{Multiple Scans} Whenever possible, we use several scans of the same patient’s data, allowing us to correlate with previous solutions.

\textbf{Progressively Larger Pupils} We begin with a very small pupil (diameter \( \frac{1}{2} \) mm) and iterate through larger pupils by steps of \( \frac{1}{2} \) mm until we reach our desired diameter. We feed the previous iteration’s solution for \((J_0, J_{45}, R)\) as the initial condition into the current step.
**Multiple Resolution PSF** We use a multiple resolution approach to make sure most rays land in the PSF in the initial steps of our optimization. We enlarge our PSF by a factor of 128, so instead of being our usual patch 0.6425 mm on a side, it is now 82.24 mm on a side. This *coarse* resolution search then progresses until it has found an optimization in which most rays fall into one large sample. Then we immediately turn on the normal *fine* resolution search using that course solution as the initial condition.

**Primary and Secondary Focus**

In summary, given a cornea and a pupil diameter, we search for the best focus while varying three variables: the retinal distance $R$, and the two cross cylinder corrective terms, $J_0$ and $J_{45}$. What is a “best focus”? Hopefully whatever mathematical notion we designate would correlate well with clinical evidence. We have chosen the maximum height of the smoothed PSF to be the metric we optimize. If the location of this peak intensity on our retinal plane is $(x_p, y_p)$, the 3D location of the best focus is the point $(x_p, y_p, R)$.

One of the fundamental problems with monocular diplopia is that the patient sees two points when fixating at a single, distant light source. The second point is often out of focus, and off-center in the visual field. In these cases, our goal is to determine the location of this secondary focus. We begin by highlighting all rays whose retinal intersection lies within a fixed radius, say 10 microns, of the primary focus. We remove these principal-focus rays from the calculation and then do a search for the next-best focus using all remaining rays, while keeping the spectacle correction terms fixed.
6.2.2 Modulation Transfer Function

One other common technique to measure the performance of an optical system is to analyze the modulation transfer function (MTF) [117]. It describes the contrast transfer as a function of spatial frequency [94]. The MTF is the modulus, or absolute value of the complex-valued optical transfer function (OTF):

\[
MTF(u, v) = |OTF(u, v)| \tag{6.5}
\]

where the OTF is simply the Fourier transform \( \mathcal{F} \) of the normalized PSF, or \( \overline{\text{PSF}} \):

\[
OTF(u, v) = \mathcal{F}(\overline{\text{PSF}}(x, y)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \overline{\text{PSF}}(x, y)e^{-j2\pi(f_xx + f_yy)} \, dx \, dy. \tag{6.6}
\]

We average the MTF surface radially about its center to generate a curve as a function of spatial frequency. We will examine the MTF curves for five pupil sizes and four corneas in Section 6.3.1 and plot the curves for all of the corneas in Chapter 8.

6.2.3 Corneal PSF

The goal of the corneal point spread function (corneal PSF) visualization is to create a representation that reflects how well each area of the cornea contributes to a good focus on the retina. It also provides a multidimensional display, allowing for correlations between corneal shape and corneal acuity to be drawn. In truth, it is really a corneal representation, but its connection to retinal displays is so strong, we include it here.

We begin with a simple corneal shape display of Gaussian curvature from Section 2.1.5. However, instead of our usual cylinder vector field, we overlay contour lines of
equal retinal distance from the primary focus, at intervals of \( \frac{1}{2} \), 1, and 2 minutes. That is, for every ray that pierced the particular corneal location, we determine where it intersects the retinal plane and determine its distance to the primary focus. In the case of monocular diplopia, we use the secondary focus to overlay yet another set of retinal distance contour lines, this time calculated from the other focus. We recall that one minute on the cornea translates to a distance of approximately 5 \( \mu m \).

The colormap we use is smooth and not contoured (i.e., not quantized) since we want the contour lines to be highlighted in this display; a quantized colormap with its inherent color contour lines may obscure and be misleading. However, to make the differences in the Gaussian curvature more apparent, we choose a rainbow colormap with its several contrasting hues rather than our standard hot colormap.

### 6.3 Results

In this section, we present some of our results using these visualizations. We show the effect of pupil size on a small subset of corneas, and highlight the monocular diplopic cornea, as the cornea PSF representation is quite revealing. Chapter 8 contains the results of running all 12 corneas we described in Chapter 3 through all of our visualizations, including the three mentioned in this Chapter.

#### 6.3.1 Effect of Pupil Size

When pupil size decreases, aberrations are reduced but diffraction effects begin to limit visual acuity. As we mentioned, our computational model ignores these diffraction
Figure 6.9: A matrix of PSFs for four different pupil diameters (top to bottom): \( \frac{1}{2} \), 1, 2, and 4 mm and four different corneas (left to right): perfect ellipsoid, sphere model, normal cornea and one with monocular diplopia. The \( x \)- and \( y \)-range is the same for every eye and pupil, -20 \( \mu \)m to 20 \( \mu \)m. We allowed the \( z \)-height to be auto-ranging.

effects and thus our corneas all converge to ideal optical systems as the pupil size approaches a pin hole. In this section, we will look at five pupil diameters: \( \frac{1}{2} \), 1, 2, 4 and 8 mm and how their size affects the PSF and MTF for several eyes, both real and simulated. We will explore four corneal datasets, two simulated and two real: the perfect ellipsoid from Section 3.2.4, the spherical model from Section 3.2.1, the normal eye from Section 3.4.1 and the monocular diplopic eye from Section 3.4.5.
Figure 6.10: A plot of Strehl ratio vs. pupil size for four different corneas (from best to worse performing): perfect ellipsoid model, sphere model, the normal eye and the monocular diplopia. Note that this last cornea actually performed better than the normal eye with a $\frac{1}{2}$ mm pupil.

Normalized Point Spread Function

Let us examine Figure 6.9 — pay careful attention to the different Strehl ratios measured on the $z$-axes, as all the graphs are auto-ranging. We lock our $x$- and $y$-limits for each graph to the same range, -20 $\mu$m to 20 $\mu$m. We also include a plot of Strehl ratio vs. pupil size in Figure 6.10.

As expected, the perfect ellipsoid maintains its perfection (Strehl ratio of 1) even as we increase our pupil diameter to 4. The sphere model starts to falter at 2 mm, and by 4 mm has fallen to 20%. However, it remains rotationally symmetric and has no significant trailing energy.

Our normal cornea, even with a $\frac{1}{2}$ mm pupil, just barely peaks above 50%. It
Figure 6.11: Color PSFs from 8 mm pupils for four different corneas (clockwise from top left): perfect ellipsoid model, sphere model, monocular diplopia and the normal eye.

drops to 20% at 2 mm, and is all the way down to 10% with a 4 mm pupil. We can see a small tail of energy in the negative $y$-direction with the 4 mm pupil; we will investigate this more closely in Figure 6.11. With a $\frac{1}{2}$ mm pupil, the monocular diplopic eye has a peak which starts about 15 $\mu$m above the center (in the $y$-direction), but surprisingly, has acuity a little better than the normal eye. It begins to fall off very quickly, and by 4 mm is half as effective as the normal eye. There also appears to be small energy tails in the positive and negative $y$-direction.

Figure 6.11 plots enlarged and colored versions of the PSFs with an 8 mm pupil. It
is at this diameter where things really become interesting. We widened the \(x\)- and \(y\)-limits to almost 10 times that of Figure 6.9; now, each ranges from \(-300 \mu m (-0.3 \text{ mm})\) to \(300 \mu m (0.3 \text{ mm})\). The \(z\)-axes are still auto-ranging; otherwise, the perfect ellipsoid would dwarf out the others, at over 30 times the intensity. We compress the colormap to only the lower 5\% of this peak value so any residual distribution of light surrounding the primary peak stands out.

We see the perfect ellipsoid in the upper left holding firm with a Strehl ratio of 1. Our sphere model in the upper-right is the next best with 6\%, a symmetric distribution and a radial spray of stray energy due to spherical aberration. In the lower-left, we see our normal eye with a Strehl Ratio of 3\%, half that of the sphere model. There are two stray threads of light energy, one toward the left (negative \(x\)-direction), and one toward the lower right. The spray of peripheral rays continues above and away from these threads in a pretty even distribution. We discuss the monocular diploia eye in Section 6.3.2 as it is so unusual.

**Modulation Transfer Function**

In Figure 6.12, we overlay the MTF curves for all five pupil sizes on one chart for each of the four eyes we have been investigating. What is not surprising is that the perfect ellipsoid maintains a height of one for each of its pupil diameters; we know the Fourier transform of an impulse is unity. The Sphere model begins at near perfection for the smallest two pupils, but falls off quickly as the diameter begins to grow. Our normal and monocular diploic eye are quite similar, except for the slight scaling. There is no evidence of the second focus in the latter cornea, perhaps due to our radial averaging.
Figure 6.12: MTF curves for five different pupil diameters (in mm): $\frac{1}{2}$, 1, 2, 4 and 8 and four different corneas (clockwise from top left): perfect ellipsoid model, sphere model, monocular diplopia and the normal eye. We plot all five curves at once on each diagram; the $\frac{1}{2}$ mm pupil curve is always closest to unity, the 1 mm pupil curve right below that, and so on.
Figure 6.13: The PSF for the monocular diplopic eye with an 8 mm pupil. The primary focus is indicated by the energy peak in the center of the figure. The patient’s perceived dual image is caused by the second peak approximately 0.2 mm below the first. This maps to the area of reduced curvature in the upper cornea on the corneal PSF image in Figure 6.14.

6.3.2 Monocular Diplopia

In this section we focus on the very interesting dual-peak PSF function for the monocular diplopic cornea in the lower-right of Figure 6.11. We would like to determine what corneal region causes the second focus. In Figure 6.13 we magnify the PSF to examine its features.

The primary focus does not have very much strength, with only a 1.5% Strehl.
ratio, half that of the normal eye. The peak itself is roughly symmetric, with a little more
distribution in the $y$-direction. There is a remarkably strong second focus, almost $\frac{1}{3}$ as high
as the primary one, and located 0.2 mm below it. This correlates well with the patient’s
perceived ghost image (measured at $0.8^\circ$ above her main focus) and other analysis of this
data [108].

Let us now turn our attention to the corneal PSF in Figure 6.14 to see what regions
of the cornea contribute to these foci. The large yellow central region is the primary focus,
and the size of the 2 minute circle is quite large. There are two inner regions labeled $\frac{1}{2}$
minutes; this is because the innermost retinal distance climbs back above $\frac{1}{2}$ min.

Two dominant shape features stand out in the corneal PSF map. There is a
large red region of high curvature (47 D) in the upper-central area. Above that is an even
larger region of low curvature (40 D). We see it is this low curvature region that is behind
our secondary focus, and ghost image. The area within our secondary focus contour lines
(especially within $\frac{1}{2}$ min) is smaller than that of the primary focus, which we expect, since
the corresponding energy in Figure 6.13 is much less. As shown here, the corneal PSF
visualization is quite an effective tool for determining the source of the secondary ghost
image.

6.4 Conclusion

In this chapter, we described several retinal representations meant to capture the
optical quality of the eye from the receiving end — the retina. We presented two familiar vi-
visualizations, the point spread function (PSF) and the modulation transfer function (MTF).
Figure 6.14: The corneal PSF for the monocular diplopic eye with an 8 mm pupil. The primary focus is generated by the central oval region. The patient’s perceived dual image is created by the area of reduced curvature in the upper central cornea, which causes the second PSF peak in Figure 6.13.
We introduced a novel multidimensional representation, the corneal PSF, which allowed us to see the direct connections between corneal shape and optical acuity. This is our first set of computational models which took the pupil size into effect. As our model did not consider diffraction effects, we showed how the corneas approached ideal optical systems as we reduced our pupils to a pinhole. Finally, we isolated a particular corneal condition, monocular diplopia, and showed how revealing the corneal PSF could be for determining the corneal location and cause of the second image.
Chapter 7

See What You See: Simulating

Corneal Visual Acuity

— Mr. Baffo © 1997 Joe Martin, Inc. Reprinted with permission of Universal Press Syndicate. All rights reserved.

7.1 Introduction

Our goal with this work is to simulate the corneal contribution to visual acuity. In the previous chapter we showed retinal representations of corneal acuity, but these fail to capture what the patient actually sees. We utilize a modified Snellen eye chart and
a sample outdoor scene as our input, and image how they would be seen with different patient’s corneas and pupil sizes to achieve a fairly accurate first-person representation of visual acuity.

7.2 Methods

The use of ray tracing to determine the PSF and the resulting retinal blur for images such as Snellen charts is not new. Section 2.4.3 discusses several prominent researchers who have created sophisticated models and optical bench software tools using ray tracing for evaluation of optical performance.

We choose to implement the technique as part of our software suite to provide the final stage of visualization, the simulation of optical acuity through the cornea in question. In this section we’ll discuss the process of calculating the PSF, calibrating it with an image, and convolving them together to form the final blurred result.

It is important to note the assumptions and limitations of this technique for the simulation of visual acuity. First, it assumes that all incoming light is parallel, having arrived from optical infinity. Thus, we can only simulate what a patient would see while looking at something reasonably far away. Second, the computational model described in Section 3.1 is very simplistic and does not take other components of the eye into account, like the lens, vitreous humor or corneal layers. This means the many effects they induce (e.g., ciliary bloom and lens glare) are completely ignored. Third, the pupil only expands to large diameters in extremely low light situations, so simulating the aberrations with an 8 mm pupil on a daylight scene is quite artificial. Finally, as all of our PSF construction
uses ray tracing and geometric optics, we ignore the important effects of diffraction, which is the limiting acuity factor for small pupils.

7.2.1 Normalized Point Spread Function

We begin with the normalized point spread function, \( \text{PSF} \), a computed histogram of retinal energy from a distant point source of light as discussed in Section 6.2.1. This serves as the “impulse response” of the patient’s optical system. As we mentioned, we sample the retina at half-minute (2.5 micron) intervals; this will be important in the following section on image calibration.

7.2.2 Image Calibration

When we wish to apply a filter to an image, it is critical that the parameters of the filter be tuned to the spatial frequencies of the image. Our filter is the \( \text{PSF} \), which is sampled at half-minute intervals, producing a fine grid of retinal energy distribution.

Again, we are given (or synthetically generate) an input image, and our goal is to create a first-person simulation. There are two alternatives, simulating the eye in the camera’s place, or simulating the patient viewing the image from afar. Each of these will affect the calibration differently, and we discuss this in the following sections.

Eye is the Camera

This is perhaps the most effective and convincing simulation, and the one we use to simulate the patient seeing an eye chart in Section 7.3.1. Here we place the eye where our camera was when the scene was captured on film as in Figure 7.1. Before we can accurately
simulate the blur the patient would see, we must assure that they are calibrated together, as described below.

A photograph of a scene is taken, or one is synthetically generated. Real or virtual camera information is recorded, e.g., lens, field of view, center of projection, image plane distance, etc. The image is then digitized (or rendered) at the same spatial frequency as our filter.

If we have control over the digitization and camera information, we simply tune our sampling resolution to the correct value. If we do not have camera information, but do have objects in our scene whose distance to the camera and size we know accurately, we can still adjust our sampling as follows. We want one pixel to be thirty seconds of arc. If an object is at a distance \( d \) from our camera, this means (using the simple geometry from Figure 7.2) that: 
Figure 7.2: Simple geometry controls the relationship between an object’s distance \((d)\), its image size \((h)\) and the angle it subtends \((\theta)\). That relationship is captured by the expression \(h = d \tan \theta\).

\[
h_1 = d \tan \theta = d \tan \left(\frac{1}{2} \frac{\pi}{180}\right) \approx d \times 1.45444 \times 10^{-4}
\]  

(7.1)

where \(h_1\) represents the distance in object space that we need for one pixel. If an object’s size is \(h\), then it should be \(\frac{h}{h_1}\) pixels high.

If we do not have either camera or object size and distance information, we have no way to estimate how finely to sample our scene. When we do have this information, but the image has already been digitized, then there are three options. If the image is sampled at calibration density, we’re done. If the image is sampled finer than that, then an intelligent bicubic interpolation can be used to reduce the image size without significant loss. However, if the image is sampled more coarsely than calibration, we’re in trouble. We either have to reduce the size of our filter or increase the size of our image. Either technique will result in unacceptable artifacts.

If there is no calibrating camera or object information, and the image has already been digitized, we cannot reliably put the eye in the camera. We could, however, simulate what the patient would see if they were to visualize the digitized photo on a computer monitor; this is discussed next.
Figure 7.3: Simulation of an eye viewing a projected digitized image from afar. The eye’s center of projection is placed at a distance \( d \) and the image is scaled so that one pixel on the digital image maps to one sample on the PSF.

**Patient Views Projected Digital Image**

This technique, as shown in Figure 7.3, allows us to simulate what the patient would see looking at an image from a fixed distance. It is most useful when we do not have object information necessary for eye-is-the-camera calibration.

When images are viewed on monitors in a what-you-see-is-what-you-get (WYSI-WYG) fashion, they are represented at 72 dots per inch (DPI). This means one pixel is \( \frac{1}{72} \) inch. Plugging in this value for \( h_1 \) in Equation 7.1, we know the distance \( d \) must be:

\[
d = \frac{h_1}{\tan\left(\frac{1}{2} \frac{1}{60} \frac{\pi}{180}\right)} \approx 95.5 \text{ inches} \approx 8 \text{ feet}.
\] (7.2)

Therefore, if we perform our filtering on an unmodified input image, the result would be what a person would see viewing the picture on a monitor from a distance of approximately 8 feet. This is the technique we employ with our outdoor scene from Section 7.3.2.
7.2.3 Measuring Visual Acuity

Visual acuity is the measurement of the eye’s ability to resolve the form and detail of an object. It is most commonly determined by testing the ability of the patient to read standard letters at a fixed distance [10, 25].

Snellen Notation

In 1862 Snellen devised a system for measuring acuity which has since become a fundamental clinical technique for acuity assessment [25]. The smallest detail of an object an eye can see is called the minimum angle of resolution (MAR) of the eye. The Snellen fraction is the reciprocal of the MAR. The test is usually performed at 20 ft (6 m), an acceptable approximation to optical infinity.

On a typical chart, letters are scaled so that each will subtend an angle of 5 minutes at a given distance. The details of the letters themselves make an angle of 1 minute of arc, as shown in the classic “E” in Figure 7.4. The letters are then labeled by this distance, e.g., the “20-foot” letter makes a total angle of 5 minutes at a distance of 20 feet. The classic fraction is recorded as the ratio of the testing distance and the label of the smallest
MAR | **Snellen decimal notation** | **Snellen fraction**
---|---|---
0.5 | 2 | 20/10
1 | 1 | 20/20
2 | 1/2 | 20/40
4 | 1/4 | 20/80
8 | 1/8 | 20/160
... | ... | ...

Table 7.1: The relationship between MAR and Snellen notations.

letter a patient can resolve. Thus, if a patient at 20 feet is only able to read the “100 foot” letter, their vision would be classified as “20/100”. Table 7.1 shows the relationship between MAR and Snellen notation. A historical note: one minute of arc became a standard in the days of early astronomers who determined it to be the minimum angular separation for two different stars to be perceived as distinct [25].

**Simulated Snellen Eye Chart**

Tumbling E charts like the one shown in Figure 7.5 are often used for preliterate children. We choose to use a modified version of this instead of a standard Snellen chart since rendering the letter “E” to an image requires no anti-aliasing as would letters with curved edges. We are able to create Es down to $5 \times 5$ pixels with no loss.

Our test acuity image is shown in Figure 7.6, which has been calibrated so that each pixel is thirty seconds. This is the spacing between the bars of the smallest E, used for testing 20/10 acuity. We include Es which double in size up to 20/160. We add a fan pattern to test for astigmatism, whose direction is determined by the bars perceived as least blurred.
Figure 7.5: A typical acuity chart with tumbling Es used for acuity assessment of preliterate children. This chart is especially useful for us since rasterization requires no anti-aliasing as would a chart with curved-edge letters.

Figure 7.6: The image we use for our acuity simulation. The size of the Es ranges from 20/10 on the left to 20/160 on the right. The fan pattern on the far right is used to test for astigmatism.
Figure 7.7: The image we use for our outdoor scene simulation, a photograph of U. C. Berkeley’s Campanile tower courtesy of Paul Debevec.

Outdoor Scene

As shown in Figure 7.7, the input image is a crisp low dynamic range digital photograph of U. C. Berkeley’s Campanile tower, courtesy of Paul Debevec. It has clearly defined edges and a full-range luminance histogram. The simulations we present are what a patient would see when looking at the full $250 \times 500$ pixel image on a 72-dpi computer screen at a distance of 8 feet. The blur is identically computed for each of the R, G and B channels in the image, so there is no chromatic aberration in the simulation. There was no digital processing done on the input image; every pixel was simply copied from the original PhotoCD, down to the small smudge on the right of the tower.

7.2.4 Convolution

Now that we have our input images and PSF “impulse response” distribution, we simply need to convolve them together to form the blurred output images. We make use of the convolution theorem which tells us the convolution in the spatial domain can
be obtained by taking the inverse Fourier transform of the products of the spectra in the frequency domain, as shown in Figure 7.8. That is,

\[
\text{Image}_{\text{blur}}(x, y) = \text{PSF}(x, y) * \text{Image}(x, y) = F^{-1}\left\{F\{\text{PSF}(x, y)\} \times F\{\text{Image}(x, y)\}\right\}
\] (7.3)

where \(F\) is the Fourier transform and \(F^{-1}\) is the inverse Fourier transform [34].

7.3 Results

We compile the results of simulating all of the corneas with pupil sizes of 2, 4 and 8 mm viewing both our test images in Section 8.7, and discuss the overall results in the following sections.
7.3.1 Snellen Eye Chart

As anticipated, the corneas have much better vision with small pupils than with large. The regular corneas (those without PRK, keratoconus or monocular diplopia) have excellent spectacle-corrected vision with no astigmatism even up to 8 mm; acuity is estimated to be between 20/10 and 20/40. The problem eyes have acute loss of contrast and acuity, sometimes even with small pupils. A telltale ghost image forms with our 8 mm monocular diplopia eye, situated about $\frac{4}{3}$° above the primary image. Overall acuity ranges at around 20/80 for the PRK and diplopic eye to worse than 20/160 for our keratoconic eye.

7.3.2 Outdoor Scene

The aberrations that we witnessed with the simulated Snellen chart were more mild than with our outdoor scene, since our scene did not have a comparable degree of contrast and sharp edges, and thus was more forgiving. In general, it was harder to differentiate the blur from different corneas, as the results all seemed to converge with large pupils. The most striking feature was the “muddying” of the scene, as everything in the interior of the tower blurred to a dark grey. The ghost image was not as distinct for the diplopic eye as it had been for our Snellen chart.

7.4 Conclusion

We presented a technique for the simulation of first-order visual acuity using a precomputed normalized point spread function of the eye. We utilized two sample input
images: a modified tumbling E Snellen chart with an astigmatic test fan, and a sample full-color outdoor scene. Our results showed a fair approximation of visual acuity, with expected increased blur and loss of contrast for larger pupils as peripheral aberrations became more dominant.
Chapter 8

Visualizations

Never compare your results with those of other visualization techniques.
— Number 8 in “Fourteen ways to say nothing with scientific visualization” [31]

At the heart of quantitative reasoning is a single question: Compared to what? Small multiple designs, multivariate and data bountiful, answer directly by visually enforcing comparisons of changes, of the differences among objects, of the scope of alternatives. For a wide range of problems in data presentation, small multiples are the best design solution.
— Edward R. Tufte [104]

These quotes capture the heart of this chapter. Our goal here is to “bring it on home”, and display all twelve simulated and real corneas listed in Chapter 3 using (as a reference) every shape display technique in Section 2.1 and every acuity visualization method described in Chapters 5, 6, and 7.

Since there are too many corneas (12!) to view on a single page, we separate them into two classifications: six “regular” and six “problem” corneas. For each classification, we display all the corneas vertically and all the visualizations horizontally in small multiples [103] in a matrix. We then provide analysis, explaining interesting and revealing features of the data. The template for regular and problem corneas is shown in Tables 8.1
### Regular corneas

<table>
<thead>
<tr>
<th>Viz</th>
<th>Viz</th>
<th>…</th>
<th>Vizn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere*</td>
<td>(Sec. 3.2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perfect Ellipsoid*</td>
<td>(Sec. 3.2.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ellipsoid Model of “Normal”*</td>
<td>(Sec. 3.2.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Normal”</td>
<td>(Sec. 3.4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ellipsoid Model of Astigmatism*</td>
<td>(Sec. 3.2.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Astigmatism</td>
<td>(Sec. 3.4.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: The template for visualizations of the regular corneas. The section in which each cornea is described is listed in parentheses. $Viz_i$ stands for the $i$th Visualization of the series. The model corneas indicated by * are purely analytic and did not require fitting by our polynomial.

### Problem corneas

<table>
<thead>
<tr>
<th>Viz</th>
<th>Viz</th>
<th>…</th>
<th>Vizn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model of PRK†</td>
<td>(Sec. 3.3.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRK</td>
<td>(Sec. 3.4.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model of Keratoconus†</td>
<td>(Sec. 3.3.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keratoconus</td>
<td>(Sec. 3.4.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model of Monocular diplopia*</td>
<td>(Sec. 3.3.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monocular diplopia</td>
<td>(Sec. 3.4.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.2: The template for visualizations of the problem corneas. The section in which each cornea is described is listed in parentheses. $Viz_i$ stands for the $i$th Visualization of the series. The model corneas indicated by * are purely analytic and did not require fitting by our polynomial. Those corneas indicated by † were generated by sampling an analytic shape to derive a high density point cloud, which was then fit by our polynomial.

and 8.2.

The data range of the corneas is the domain $r < 4$ mm, and for these images we have sampled the corneas in a Cartesian grid at $20 \times 20$ resolution, generating 400 points. Roughly $\frac{\pi}{4}$ or 78% of those samples fall within our valid range. With our retinal representations, we use a sampling rate of $200 \times 200$ to compute our PSF.

The real data for the keratoconic, astigmatic and normal eye have some points on their periphery that the reconstruction process flags as unstable, so we remove them from computation. As a result, these corneas have a non-circular border.
Figure 8.1: Our quantized 8-level “hot” colormap: black → red → yellow → off-white.

8.1 Color Reproduction

There is a fair bit of image degradation with the color printing process. For many of the images in the simulation sections in this chapter, good reproduction is critical. As mentioned earlier, we provide online full-size copies of all color figures at the following web address: http://www.cs.berkeley.edu/~ddgarcia/CWhatUC/.

8.2 Colormaps

Each matrix element (a particular visualization of a particular cornea) will have its own independent colormap [31]. The color roughly corresponds to a “hot” color spectrum: black → red → yellow → off-white as shown in Figure 8.1. We choose bright green as the color for our overlaid vector fields, as it contrasts well with these colors. Since the values are auto-ranging, it is imperative the reader take careful note of the limits on the colorbars, as two visualizations which may seem to be the same might indeed be quite different.

The colormap will be quantized at eight regular increments to show contour lines of equal values. However, we do use a continuous rainbow colormap in Section 8.5 because we want to simultaneously illustrate mean sphere and retinal distance to the best focus. If we use our standard quantized colormap, the inherent contour lines overwhelm the retinal distance contours.
We believe the optimal way to visualize data is to use a single reference, fixed colormap with which all clinicians would be familiar. This eliminates the numerous calibration problem with auto-ranging maps. Environments like this are data-centric, in that it is the data the clinicians care most about, and the visualizations are simply different ways to inspect them.

This chapter is visualization-centric, in that our primary goal is to highlight our novel and revealing visualization techniques using our twelve model and real corneas simply as a reference. One reason we did not use a common colormap for each cornea is that sometimes our reconstructed data contains spurious values near the periphery where the fitting was least constrained. In addition, our representation often has questionable normal vectors in the center leading to unstable axial power calculations. The combination of these two sometimes leads to maps whose data ranges are quite extreme. If we choose the highest and lowest ranges for all the maps of a particular cornea and generate one common colormap, then the values from these spurious results lead to large ranges. This washes out all the other maps, losing information. With independent colormaps, the worst case is that only a single map is washed out.

8.3 Shape Representations

Regular Eyes

The shape representations for the regular eyes show that the first four eyes are roughly rotationally symmetric. The sphere has a constant curvature of 43.5 D everywhere, with zero cylinder (thus no vectors in the rightmost map), as it should. The perfect ellipsoid
Figure 8.2: Shape representations for the six regular eyes. From left to right we display axial, instantaneous, minimum, and maximum power and mean sphere, all measured in diopters (D).
and normal model have exactly the same form, just with different values. They both have identical paraxial values, which is how they were defined. Ignoring the scale, it is quite interesting how similar all the curvature maps are for these two eyes. Our cylinder vector fields indicate that the minimum curvature direction always points away from the center. The normal eye has a paraxial curvature of 43.5 D, with no evidence of any astigmatism.

The astigmatic real and model cornea have almost identical axial curvature signatures. The figure-8 indicates that the 1.5 D of astigmatism is with-the-rule. Both eyes have horizontal paraxial minimum curvature vectors, supporting this assessment.

**Problem Eyes**

We know PRK is characterized by a flattening in the central zone as a result of the laser ablation. The two PRK eyes do exactly that, and in fact have almost identical mean sphere maps, except the curvature in our model’s transition zone is about 5 D higher. The curvature field lines are mostly zero in the ablation zone but peripherally lie in the circumferential direction. The true ablation is a bit off-center to the left, which is captured by our model.

Keratoconus usually manifests itself as a region of locally high curvature, which is easiest seen in the mean sphere map. The “cone” in this particular data is rotationally symmetric, and minimum curvature lines flow away from its apex. Our polynomial representation does not fit acutely asymmetric shapes well, and we see that with the real keratoconus data. In the upper-right of our maximum curvature plot we see a tilted V-shaped region of high curvature and an inner region of low curvature. We believe this is purely a by-product of our limited surface constraints; other analyses of the same eye using
Figure 8.3: Shape representations for the six problem eyes. From left to right we display axial, instantaneous, minimum, and maximum power and mean sphere, all measured in diopters (D).
different representations do not have this anomaly. In addition, we have found that a poor fit results in an unstable central gradient. This affects our calculations of paraxial surface normals, which often produce incorrect (extreme high and low) results with axial-based calculations. We see this with the keratoconic eye model, whose paraxial axial curvature values swing wildly. These fitting issues will cause problems with our retinal representations, as we will see.

The parameters of the monocular diplopia model were not customized to match the real data’s mean sphere, as the others were, but to simulate the dual focus retinal distribution. Thus, the actual shape is quite different and curvature calculations do not appear at all to match that of the real data. In fact, most of them look like the perfect ellipsoid from Figure 8.2; this is quite appropriate since we built our model out of two perfect ellipsoids, one central and one displaced.

The asymmetric figure-8 for the real diplopia tells us that the center of the data is not the region of highest curvature. We see this in our maximum curvature map, which has a steep wide region just above the center. It is interesting to note that none of the shape displays for the monocular diplopia data even hints that the corneas produce such unusual energy distributions on the retina.
Figure 8.4: Corneal paraxial focus refractive power representations for our six regular eyes. From left to right is retinal and focusing distance (measured in mm), axial refractive power and instantaneous mean refractive power (measured in diopters).
8.4 Corneal Representations of Refractive Power

8.4.1 Refractive Power

Regular Eyes

The normal eye and its models are all rotationally symmetric, with the exception of the real data which extends its region of good focus upward. All the eyes focus well in the center, as measured by the retinal and focusing distance. The perfect ellipsoid has all light focus at one point, so it is no surprise that both distance calculations are zero.

The axial refractive power maps for the astigmatic eyes show the characteristic figure-8 pattern, but this time it is horizontally aligned; we saw this in Figure 5.3. It is important to note that the instantaneous mean refractive power does not have the classic figure-8 pattern of its curvature counterpart, even for asymmetric eyes like these. The retinal distance map for the model and real eye are surprisingly alike; we attribute this to careful parameter tweaking as well as a recognition that ellipsoid models capture the refractive power of regular eyes very well.

Problem Eyes

The retinal distance in the ablation zone for our PRK model is not as good as for the real eye. We attribute this to a poor fit since we modeled the central ablation zone with a sphere which should not have the crescent-shaped retinal distance feature. The rest of the representations for the PRK eyes have approximately the same characteristic shape, with the exception of axial refractive power. As mentioned in Section 8.3, we find that central axial curvature and refractive power calculations for corneas that are fit with our
Figure 8.5: Corneal paraxial focus refractive power representations for our six problem eyes. From left to right is retinal and focusing distance (measured in mm), axial refractive power and instantaneous mean refractive power (measured in diopters).
polynomial are often not trustworthy; we will see this with both the PRK and keratoconus models.

The instantaneous map of the keratoconus model is quite similar to that of mean sphere from Figure 8.3. The extreme values in the retinal and focusing distance maps for both eyes is a hint that these eyes have poor optical acuity, since there is no large region of good focus (zero distance) as there is in all the other eyes. In fact, the only region of good focus for the model is the lower-right and upper-left, which are absent for small pupils. We expect to see extremely low Strehl ratios. This will be confirmed in Section 8.5.

Our model of monocular diplopia consists of two coincident perfect ellipsoids. The central one responsible for the primary focus has zero retinal and focusing distance measures, which we see in the upper region of the plots. The one responsible for the secondary focus converges all light to another point, which means it has constant non-zero retinal and focusing distance. The instantaneous map is similar to the curvature maps from Section 8.4 in that it conceals the bimodal refraction properties of the shape. The axial map would seem to indicate that the upper ellipsoid is constant, but as we see from the large color range and from Figure 8.4, its slight increase away from the center is hidden by the colormap quantization.

The most revealing map for the real monocular diplopia data is the focusing distance map, which shows us two large regions of good focus. The first is a large, flat oval in the center and the second is a flatter oval at the top. That the retinal distance is quite different for those two areas tells thus that these two regions focus to different places on the retina, approximately 0.2 mm apart. We will see exactly that with the 8 mm pupil in
8.4.2 Wavefront Angle and Height

Regular Eyes

If we examine the wavefront angle and height of the regular corneas, we see much the same as we saw with refractive power. The perfect ellipsoid wavefront is a plane wave, and its zero maps confirm that. For the other three normal eyes, these maps help illustrate clear spherical aberration, as the peripheral wavefront leads and is sloped more than our paraxial wavefront.

Since we correct for cylinder, our astigmatism wave angle maps are roughly symmetric, and our height maps show the wavefront ahead of our central reference ray vertically and trailing horizontally in a saddle shape.

Problem Eyes

The maps for the PRK eyes show that the ablation zone has a circular region of small angles, although much of the information may be washed out because of the large colormap ranges caused by peripheral values.

The keratoconus model has a tilted thin strip of low slope, and a wavefront which trails the central region in the periphery. The real keratoconus seems to have a central region of equal slope and a tilted wavefront which trails in the upper right and leads in the lower left.

The monocular diplopia model has zero angle and height for the principal ellipsoid and a constant, non-zero wave angle for the second ellipsoid. The wavefront height trails
Figure 8.6: Corneal wavefront angle and height representations for our six regular eyes. The wavefront angle is measured in minutes and the height in microns.
Figure 8.7: Corneal wavefront angle and height representations for our six problem eyes. The wavefront angle is measured in minutes and the height in microns.
away; adding prism to the shape creates a more vertically symmetric U-shaped (in height) map. The real data has a large oval region of low slope and low wavefront height, and values increase with vertical distance.

8.4.3 Wavefront Curvatures

Regular Eyes

Recall we calculate the wavefront by sending rays out from our best focus, refracting them out of the cornea and our cylindrical correction lens and determining where they lay on the entrance pupil in object space. We generate a point cloud and fit it as we would fit a cornea. This means that the problems of fitting we have seen for shapes is compounded twice! For this reason, it is best to take this class of visualizations with a “grain of salt”.

Examining the wavefronts of the regular eyes, we see a plane wave with zero curvature for the perfect ellipsoid, as expected. The sphere and normal eyes show more curvature peripherally. The astigmatic eyes have a horizontal figure-8 axial and instantaneous signature, and interesting complementary minimum and maximum curvatures. The resulting mean sphere is almost circular.

Problem Eyes

The PRK eyes have the same form that we have seen already, low curvature in the middle and high in the periphery. The keratoconic eyes also have the same pattern that we have seen, but the axial power maps suffer from unstable central normals.

The poor fitting continues to plague the monocular diplopia model; it should be identical to the perfect ellipsoid in the upper-half of the map. However, in order to fit the
Figure 8.8: Corneal wavefront curvature representations for the six regular eyes. From left to right we display axial, instantaneous, minimum, and maximum power and mean sphere, all measured in diopters (D).
Figure 8.9: Corneal wavefront curvature representations for the six problem eyes. From left to right we display axial, instantaneous, minimum, and maximum power and mean sphere, all measured in diopters (D).
lower half, it has a horizontal wave of high curvature which is most evident in the max.
power map. The real diplopia has two central regions of low wavefront curvature which
correspond to the areas that generate the two foci.

8.5 Retinal Representations of Refractive Power

In these visualizations, we display the corneal PSF with 2, 4 and 8-minute contours
alongside two views each of the two retinal representations, the PSF and MTF. We show
these last two maps in three dimensions in addition to a top view of the PSF and a radially
averaged cross-section of the MTF. We scaled the PSF by 100 so that its units are a
percentage of all the rays; note that sometimes its distribution is so pencil-thin that it does
not show up on the overhead view. We also squeeze its colormap down so that the entire
map is defined between the range of [0, 0.03]. This is so that single stray rays show up
brightly and can be counted; a linear colormap would mask this energy. Any peak higher
than 0.03% will be given the colormap’s maximum value, dark red.

We choose to keep the data in the same small multiple array for consistency;
another solution would have been to cluster them by eye type and pupil size as in Table 8.3.
This would have provided a more direct view of how the pupil parameter affected acuity, but
would not have allowed the revealing cornea-to-cornea comparisons employed throughout
this chapter.
Figure 8.10: Retinal representations for the six regular eyes with a 2 mm pupil. The leftmost display is the corneal PSF in which the color represents mean sphere (measured in diopters) and the contour lines represent the 2, 4 and 8 minute distance to the best focus on the retina. The next two visualizations are a three dimensional and overhead view of the PSF. The rightmost two representations are views of the MTF, one a three dimensional view and one a radial average about the center.
Table 8.3: An alternate template for visualizations with varied sized pupils. This would allow analysis of how pupil size affected acuity, but would sacrifice consistency and would not provide immediate comparison with other corneas in the same classification.

### 8.5.1 2 mm Pupil

**Regular Eyes**

The corneal PSF for the sphere shows constant mean sphere and a very tight focus. Not surprisingly, there is an extremely good focus for all these eyes as evidenced by a tight PSF and an MTF that falls off very slowly. The second row perfect ellipsoid has an ideal PSF that is so pencil-thin that it is not even visible on the overhead view.

**Problem Eyes**

The model PRK has a focus that is quite a bit off-center, due to some central horizontal prism. The real PRK eye has a reasonable central peak, but a crescent-shaped area of focus on the corneal PSF. The keratoconus eyes have equally terrible PSF distributions, with coma-like tails that extend significantly away from the main focus. These are both due to central prism terms as well.

With the monocular diplopia model, we can see the beginnings of a second focus starting already. This is not really what happens with the true cornea which only has a small trace of a tail starting to appear. As we widen the pupil, we will see the PSF for
Figure 8.11: Retinal representations for the six problem eyes with a 2 mm pupil. The leftmost display is the corneal PSF in which the color represents mean sphere (measured in diopters) and the contour lines represent the 2, 4 and 8 minute distance to the best focus on the retina. The next two visualizations are a three dimensional and overhead view of the PSF. The rightmost two representations are views of the MTF, one a three dimensional view and one a radial average about the center.
these eyes begin to look more similar.

8.5.2 4 mm Pupil

Regular Eyes

All of the eyes (except the perfect ellipsoid) have begun to show signs of spherical aberration, with PSFs that have some quite evident spread. The MTFs have also begun to fall off more sharply.

Problem Eyes

The PRK eyes both have quite a bit of spread now, with coma effects taking energy from the central peak. The keratoconic eyes have the same problem, only worse, as their Strehl\textsubscript{2} ratios barely exceed 0.5%. The monocular diplopia corneas are still quite different, with the second peak being quite evident with our model but only a large tail with the true cornea.

8.5.3 8 mm Pupil

Regular Eyes

Now the pupil is wide open, with a diameter of 8 mm. We see several interesting effects. The most glaring of which is that the perfect ellipsoid remains perfect. The sphere, normal and astigmatic model have different degrees of radially symmetric distributions. Recall that we apply a corrective cylinder lens, which is why the highly asymmetric astigmatism ellipsoid has a symmetric distribution. The shape of the corneal PSF contour lines
Figure 8.12: Retinal representations for the six regular eyes with a 4 mm pupil. The leftmost display is the corneal PSF in which the color represents mean sphere (measured in diopters) and the contour lines represent the 2, 4 and 8 minute distance to the best focus on the retina. The next two visualizations are a three dimensional and overhead view of the PSF. The rightmost two representations are views of the MTF, one a three dimensional view and one a radial average about the center.
Figure 8.13: Retinal representations for the six problem eyes with a 4 mm pupil. The leftmost display is the corneal PSF in which the color represents mean sphere (measured in diopters) and the contour lines represent the 2, 4 and 8 minute distance to the best focus on the retina. The next two visualizations are a three dimensional and overhead view of the PSF. The rightmost two representations are views of the MTF, one a three dimensional view and one a radial average about the center.
Figure 8.14: Retinal representations for the six regular eyes with an 8 mm pupil. The leftmost display is the corneal PSF in which the color represents mean sphere (measured in diopters) and the contour lines represent the 2, 4 and 8 minute distance to the best focus on the retina. The next two visualizations are a three dimensional and overhead view of the PSF. The rightmost two representations are views of the MTF, one a three dimensional view and one a radial average about the center.
corresponds to the images we saw in Section 8.4. The PSF distribution has some spread in the upper area but not in the lower. The astigmatic real eye has an interesting fractal distribution, but still maintains a Strehl ratio as good as the normal eye after spherocylindrical correction.

**Problem Eyes**

The PSF distributions are beginning to look very Jackson Pollock-esque, with light energy being splattered all about. Both the PRK corneas have a much smaller region of good focus than the regular eyes, with half the Strehl ratios at 1%.

The keratoconus model shows something very curious. The best focus is generated by regions in the periphery of the cornea, nowhere near the cone. The PSF distribution is significantly scattered, and only 0.5% of all the rays contribute to the central peak. The real keratoconic eye has an acuity almost 10 times worse than the normal eye, with a Strehl ratio of 0.2%. The area of the eye which contributes to the best focus is the flat peripheral area in the lower-right (with regard to the viewer).

The monocular diplopic model eye has two PSF peaks located in the same area as the real eye (one centrally, and one 0.2 mm below the other) and with the same relative strengths. The areas of good focus are the entire top half, which all focuses to the primary peak, and the entire bottom half, which all focuses to the secondary peak. We have seen and analyzed the corneal PSF and PSF for the true diplopic eye in Section 6.3.2; what is new here is the revealing overhead view of the PSF and the MTF.
Figure 8.15: Retinal representations for the six problem eyes with an 8 mm pupil. The leftmost display is the corneal PSF in which the color represents mean sphere (measured in diopters) and the contour lines represent the 2, 4 and 8 minute distance to the best focus on the retina. The next two visualizations are a three dimensional and overhead view of the PSF. The rightmost two representations are views of the MTF, one a three dimensional view and one a radial average about the center.
8.6 Eye Chart Simulation

We use as a reference a modified tumbling E chart with a fan test to measure acuity and residual astigmatism [10, 25] as mentioned in Section 7.2.3. The finest resolution E we use is 20/10, in which the level of detail (LOD) based on spacing between the lines in the E is 1/2 minute, the same as the PSF sampling. The Es tumble by 90° increments and increase in size up to 20/160 in which the LOD is 8 minutes. The fan test has 19 lines which are 40 × 1 minutes in size and positioned in 10° increments.

The original image can be seen by examining any of the perfect ellipsoid simulations, as this ideal optical system adds no distortion to its input. This is true for all three pupil sizes we consider. It is important to remember that all of the eyes have best spectacle correction applied for each pupil size, as described in Section 6.2.1. That is, we subtract away any astigmatism with simulated Jackson cross-cylinder lenses and move the retinal plane to find a best focus. This last operation is crucial in that it adds no spherical aberration to the system. Thus, as we will see, even the astigmatic eyes show no evidence of astigmatism in the fan test. We estimate acuity for the eyes by finding the largest E whose direction can be still be determined reliably. On the whole, any aberrations evident with small pupils increase in severity with larger pupils.

8.6.1 2 mm Pupil

Regular Eyes

The perfect ellipsoid produces aberration-free output, as expected. This is also true for the astigmatism and normal model. The sphere model has a small amount of blur,
Figure 8.16: Representations of tumbling Es blurred as they would by the regular eyes with a 2 mm pupil. The size of the letters from left to right are: 20/10, 20/20, 20/40, 20/80 and 20/160. We also include a fan test for gauging astigmatism.
but the acuity is still virtually 20/10. The normal and astigmatic eye have the most blur, which probably brings them to 20/15. None of the eyes exhibits any noticeable astigmatism.

**Problem Eyes**

The PRK model eye, with its central prism, shifts the image to the right by about $\frac{4^\circ}{3}$ (the width of the 20/160 E). There is also some mild vertical and horizontal streaking, but acuity is roughly 20/20. The real PRK eye has a much smaller amount of coma, to the left and upper region; estimated acuity is 20/15 here.

The keratoconus model completely smears the image across the visual field; estimated acuity is extremely poor. We attribute this to significant prism and aberration due to the fitting, as we have mentioned. The real keratoconic eye has streaking downward and to the right with high loss of contrast. Acuity for this eye is estimated at 20/80.

The diplopia model creates a second perfectly focused second image that is $\frac{4^\circ}{3}$ above the first on the visual field, as we intended. This does not yet approach what happens with the real eye, whose vision is still quite good, with only a slight upward smear. The fan test confirms this, as the 90° ring is the clearest. Acuity for the model is 20/10 and about 20/15 for the real eye.

**8.6.2 4 mm Pupil**

**Regular Eyes**

The partial ordering of the eyes with regard to amount of blur remains the same as for the 2 mm case. The perfect ellipsoid is still aberration-free, followed by the astigmatism and normal model with equal amounts of mild blur. The sphere, normal eye and astigmatic
Figure 8.17: Representations of tumbling Es blurred as they would by the problem eyes with a 2 mm pupil. The size of the letters from left to right are: 20/10, 20/20, 20/40, 20/80 and 20/160. We also include a fan test for gauging astigmatism.
Figure 8.18: Representations of tumbling Es blurred as they would by the regular eyes with a 4 mm pupil. The size of the letters from left to right are: 20/10, 20/20, 20/40, 20/80 and 20/160. We also include a fan test for gauging astigmatism.
eye all show roughly similar amounts of slightly more blur. None of the eyes exhibits any noticeable astigmatism effects, and all have acuity at roughly 20/20 or better.

**Problem Eyes**

There is significant loss of contrast for the PRK eyes, with the same degradation we saw at 2 mm; acuity is reduced to 20/40. The keratoconic eyes continue to have extreme smearing and contrast loss; both have acuity worse than 20/160. The diplopic model has shifted more energy to its secondary image, which is darker than at 2 mm. The real diplopia has more vertical coma and loss of contrast, but acuity still remains at 20/20.

### 8.6.3 8 mm Pupil

**Regular Eyes**

All of the imperfect eyes have approximately equal blur effects. The real eyes have a touch more asymmetry, but on the whole, contrast is reduced and acuity falls in the range of 20/20 to 20/40 for all eyes.

**Problem Eyes**

The PRK eyes have more acute loss of contrast with acuity between 20/40 and 20/80. The keratoconic model eye has vision which actually improves at 8 mm! This tells us there are areas outside of 4 mm which contribute to the focus; we saw this in the corneal PSF maps. The keratoconic real eye still has acuity worse than 20/160.

Our patience has paid off with the monocular diplopia model. It now forms a quite good approximation to the real eye, with the ghost image situated directly over the
Figure 8.19: Representations of tumbling Es blurred as they would by the problem eyes with a 4 mm pupil. The size of the letters from left to right are: 20/10, 20/20, 20/40, 20/80 and 20/160. We also include a fan test for gauging astigmatism.
Figure 8.20: Representations of tumbling Es blurred as they would by the regular eyes with an 8 mm pupil. The size of the letters from left to right are: 20/10, 20/20, 20/40, 20/80 and 20/160. We also include a fan test for gauging astigmatism.
Figure 8.21: Representations of tumbling Es blurred as they would by the problem eyes with an 8 mm pupil. The size of the letters from left to right are: 20/10, 20/20, 20/40, 20/80 and 20/160. We also include a fan test for gauging astigmatism.
primary image, and with the same range of relative intensity. What differentiates the real eye is the slight blur and loss of contrast from the natural eye aberrations. Acuity for the model is 20/10 and around 20/80 for the patient.

8.7 Outdoor Scene Simulation

As discussed in Section 7.2.3, our image is a digitized photograph of U. C. Berkeley’s Campanile tower, courtesy of Paul Debevec. Note that there is bound to be some image degradation in the printing process; full-color versions are available on the CWhatUC website as mentioned in Section 8.1.

The aberrations that we saw in Section 8.6 are exactly reproduced here, even though this image does not have the degree of contrast. In addition, this image provides no immediate way to quantify aberrations, so our analysis in this section will be more brief. The perfect ellipsoid representation is an exact copy of the input, so it is useful to use as a reference.

8.7.1 2 mm Pupil

Regular Eyes

There is a small degree of blur from the real eyes, but it is hardly noticeable.

Problem Eyes

The PRK model blurs and shifts the tower to the right, and the real eye adds a small amount of blur. The keratoconus model smears the image to the point of unintelligi-
Figure 8.22: A representation of an outdoor scene blurred as it would by the regular eyes with a 2 mm pupil. Photograph of U. C. Berkeley’s Campanile courtesy of Paul Debevec.
Figure 8.23: A representation of an outdoor scene blurred as it would by the problem eyes with a 2 mm pupil. Photograph of U. C. Berkeley’s Campanile courtesy of Paul Debevec.
bility, whereas the real eye shows blur and loss of contrast. The diplopic model has a faint
ghost image above the primary image, whereas the real diplopic eye simply blurs the tower
slightly.

8.7.2 4 mm Pupil

Regular Eyes

No surprise here; the perfect ellipsoid is perfect, the real eyes and the sphere show
the most blur, and the other models show somewhat less blur.

Problem Eyes

The PRK eyes have decreased contrast, the keratoconic eyes can hardly see the
tower anymore, the diplopic model has a stronger ghost image and the real diplopia has
more haze and coma.

8.7.3 8 mm Pupil

Regular Eyes

The imperfect eyes all look very similar, with apparently equal amounts of haze
and blur.

Problem Eyes

As with the regular eyes, the blur induced by all the eyes is much harder to
distinguish. Of the PRK and keratoconics, the real keratoconic eye appears to have the
worst vision. The real and model diplopia have similarly placed ghost images, but the
Figure 8.24: A representation of an outdoor scene blurred as it would by the regular eyes with a 4 mm pupil. Photograph of U. C. Berkeley’s Campanile courtesy of Paul Debevec.
Figure 8.25: A representation of an outdoor scene blurred as it would by the problem eyes with a 4 mm pupil. Photograph of U. C. Berkeley’s Campanile courtesy of Paul Debevec.
Figure 8.26: A representation of an outdoor scene blurred as it would by the regular eyes with an 8 mm pupil. Photograph of U. C. Berkeley’s Campanile courtesy of Paul Debevec.
Figure 8.27: A representation of an outdoor scene blurred as it would by the problem eyes with an 8 mm pupil. Photograph of U. C. Berkeley’s Campanile courtesy of Paul Debevec.
model’s image is crisp, whereas the real eye’s image is blurred, with significant contrast loss.
Chapter 9

Conclusion

In this dissertation, we presented CWhatUC, a collection of software tools that operate on reconstructed and simulated corneas. The software employs novel metrics for evaluating acuity based on fundamentals of wave optics and ray tracing. The three major contributions of this work are in prediction, visualization and simulation of the corneal contribution to visual acuity.

9.1 Prediction

Existing metrics for prediction of visual acuity often fail for patients who have undergone the refractive surgeries PRK and PARK. High contrast visual acuity (HCVA), for most of them, is quite good, and is the selling point most surgeons advertise. However, low contrast visual acuity is a much truer metric, since glare due to peripheral aberrations is often not measured when the pupil is small in HCVA tests. The acuity indices provided by existing corneal topographers are not a good predictor for this cross-section of patients.
Our contribution is a new metric, *wavefront coherence area*, which we show had much better
correlation for the 62 test eyes, and thus is very promising as a predictor of low-contrast
visual acuity.

### 9.2 Visualization

We presented five novel visualizations which can help clinicians evaluate corneal
visual acuity performance. Four are considered *corneal* representations: *axial refractive
power*, *instantaneous mean refractive power*, *focusing distance* and *retinal distance*. They
pseudo-color the cornea based on the various refractive error metrics. The fifth, *Corneal
PSF*, is a very revealing *retinal* representation which provides a tool for connecting which
areas of the cornea are contributing to the best focus, as well as how tight that focus is.
We showed how effective it was for determining the cause of monocular diplopia.

### 9.3 Simulation

Our simulation tool began as the core component (and reason for the name of)
*CWhatUC*. It makes use of Fourier impulse-response and convolution techniques to create
a first-order approximation of what the patient would actually see. When used in con-
junction with surgical simulations, it has a strong potential to provide a patient with an
estimate of his or her post-refractive surgical vision. As we showed, it could also be used to
explore how glare and pupil size affect acuity.
Figure 9.1: When customized LASIK procedures and accurate surgical simulations become commonplace, CWhatUC++ could be used in a feedback loop to optimize for visual acuity. Patients would have the opportunity to see the predicted corneal shape and overall acuity before they decided to undergo the procedure.

9.4 Future Directions

To perform a perfectly correct visual acuity simulation would involve modeling the eye’s structure and all layers of tissue and substance (cornea, aqueous humor, gradient index of refraction lens and vitreous humor) that the light must pass through to reach the retina [80]. In addition, one would have to model the physical effects of the eye: glare, scattering (causing halos and bloom) and the Stiles-Crawford effect [99]. These would be a function of the patient’s age, capturing the optical and neural changes that occur. A next-generation system based on ideas from CWhatUC but which incorporates these effects we will call CWhatUC++.

Customized refractive surgery has the potential of being the “killer app” for CWhatUC++. Future LASIK procedures will allow very fine control, with hundreds of parameters available rather than simply ablation diameter and laser pulse count [36]. If a surgical simulation existed that accurately modeled the corneal response, CWhatUC++ could be utilized in a feedback loop as shown in Figure 9.1 to optimize for the parameters that gave maximal visual acuity. “Guaranteed 20/10” vision, anyone?
9.5 Summary

In summary, this work attempted to provide tools to gain some insight into the acuity contributions of the cornea. There is a long way to go to fully understand and model the wonderfully rich and complex human visual system. It is hoped that other bioengineering collaborations among experts from the fields of computer graphics and vision science will continue to bear fruit.
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