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ABSTRACT
This research investigates how to introduce synchronous interactive peer learning into an online setting appropriate both for crowdworkers (learning new tasks) and students in massive online courses (learning course material). We present an interaction framework in which groups of learners are formed on demand and then proceed through a sequence of activities that include synchronous group discussion about learner-generated responses. Via controlled experiments with crowdworkers, we show that discussing challenging problems leads to better outcomes than working individually, and incentivizing people to help one another yields still better results. We then show that providing a mini-lesson in which workers consider the principles underlying the tested concept and justify their answers leads to further improvements. Combining the mini-lesson with the discussion of the multiple-choice question leads to significant improvements on that question. We also find positive subjective responses to the peer interactions, suggesting that discussions can improve morale in remote work or learning settings.
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INTRODUCTION
Online learning should have a social component [32]; how to do that in the context of Massive Open Online Courses (MOOCs) is an open question. This research addresses the question of how to improve the online learning experience in contexts in which students do not have the opportunity to interact with the instructor directly and do not know other students. We wish to show how the positive learning results that have been found in in-person classes and Computer-Supported Collaborative Learning (CSCL) contexts can be successfully replicated and extended in a more impersonal online context.

Our approach is inspired by the literature of structured peer learning [40, 51] as well as newer work by Mazur and other large-course instructors who have brought active peer learning into the classroom [10, 50, 12]. The goal of peer learning, also known as collaborative learning, cooperative learning, and in some contexts, peer instruction, is for students to work together in small groups to enhance their own and one another’s learning. Peer learning in the physical classroom consists of activities in which students confer in small groups to discuss conceptual questions and to engage in problem-solving. Literally hundreds of research studies and several meta-analyses show the significant pedagogical benefits of peer learning, including improved critical thinking skills, retention of learned information, interest in subject matter, and class morale [4, 25, 34, 17, 41, 40, 51, 50, 12].

Rather than trying out untested designs on real live courses, we have prototyped and tested the approach using a crowdsourcing service, Amazon Mechanical Turk, (MTurk) [28] on a critical thinking task with multiple-choice answers. While crowd workers likely have different motivations from MOOC students, they do commonly encounter training materials when learning new tasks. In addition, the remote individual work setting without peer contact resembles today’s MOOC setting where most students learn in isolation.

Our contributions consist of a method for structuring distributed synchronous peer-learning interactions; a software framework that facilitates such interactions and is positively perceived by crowd workers; and a set of experiments demonstrating that these interactions improve crowd workers’ performance on a multiple-choice critical reasoning task. We have also successfully deployed these techniques in a large blended course with more than 1000 students. How applicable these results may be to MOOCs are considered in detail in the discussion.

We conducted two sets of crowd worker experiments. The first tested the effects of synchronous small-group discussions, comparing different size groups, and tested the effects of a bonus condition that rewarded cooperation. Motivated by learning sciences findings that students benefit if they have a dedicated time for generating questions about the concepts before a group discussion begins, the second set of experiments tested the effects of providing a “mini-lesson” about the underlying concepts and having workers generate concepts in advance of a discussion about those concepts. The specific findings of the experiments are:
• Small group discussion of provided multiple choice answers improved results over working alone, and
  – Incentivizing people to help one another further improved the results
  – Participating more in discussions was correlated with getting more correct answers.
• Showing people instructional material about the task and asking them to analyze the task in light of that material improves results over no instructional material.
• Discussion of the instructional material exercise is not more effective than generating responses alone to that material.
• Discussion of provided multiple choice answers after analyzing instructional materials improves results additively.
• A majority of participants enjoyed discussing the material.

These experiments inform the creation of prototype technology to bridge the gap between how peer learning is used in traditional classroom settings and how it can be adapted to a MOOC. We find that structured peer discussion produces improved results for workers in learning tasks. In addition, social interaction can be a way to improve the experience of remotely working through learning material. An advantage of this approach is the potential to go beyond what is possible in physical classrooms and determine group formation on the fly based on answers to questions, organizing students according to their current misconceptions about class materials, and pairing them with students most likely to form a good discussion.

BACKGROUND AND RELATED WORK

Empirical Support for Peer Learning

Much convincing evidence has accumulated that if students are asked to discuss the answers with other students, their understanding of the material increases more than if they did an active learning component on their own [25, 3], and structured group work can promote problem solving at a higher level than possible with individual effort alone [40]. As explanation, learning theorists often point to Vygotsky’s writings about the interdependence between individual and social processes in learning and development [43]. For college students, Astin [1], in summarizing a longitudinal study from 139 degree-granting colleges, explains: First, students may be motivated to expend more effort if they know their work is going to be scrutinized by peers; and second, students may learn course material in greater depth if they are involved in helping teach it to fellow students [41].

Even very simple peer learning methods can be effective. For instance, Ruhl et al. [46] conducted a controlled experiment with 72 undergraduate education students comparing a standard lecture format to the simple “pause procedure” in which students formed dyads and discussed lecture material for 2 minutes three times per 45 minute lecture. Students in the pausing group performed one or two points better on after-lecture quizzes and a course-level comprehension test.

Smith [50] showed that peer discussion enhances understanding even when none of the students in the discussion group originally knows the correct answer. In an in-person introductory genetics course, 350 students answered multiple choice questions – using clickers – throughout the semester. In each case they answered first individually, and then after discussing the question with neighbors, they were allowed to change their answer. When given a second, isomorphically similar problem, despite not having been told the correct answer for the first question, the average scores for the second question of the pair were significantly higher than for the first, and gains were greatest on the hardest problems.

Applying Peer Learning

The simplest form of peer learning is the informal groups [25] or “Quick Thinks” usage [45], in which small groups of students briefly discuss material that has been presented and then decide independently how to respond to some activity, typically answering a multiple-choice question. Substantially greater learning gains have been found when peer discussion is combined with social interaction, for example, facilitated by clickers or similar technology, a result that has been replicated in a number of studies [39, 24].

Successful structured peer learning requires attainment simultaneously of positive interdependence and individual accountability. Positive interdependence requires interdependent contributions from students in the group; students must also be instructed to emphasize learning over “getting the answer.” Thus, instructors must devise activities that ensure a reason for the members of the group to interact with and help one another, and both instructor direction and structure of activities must make social loafing difficult.

Students learn in part by explaining, and those who do not understand can benefit from peers’ explanations. To motivate more and better understanding, in-class quizzes can be conducted using structured peer learning by first having every student take the quiz individually and then having the group take the quiz together, with both sets of answers counting toward the grade [55].

The literature provides many examples of how to both succeed and fail at introducing peer learning; many readings describe in detail mechanisms for designing successful group activities [55, 59, 40] and how to overlay other pedagogical techniques on peer learning, including Problem Based Learning (accounting) [9], the Argument-Claim-Evidence Method (Engineering) [49], and the Cognitive Tools and Intellectual Roles [43].

Fischer et al. [14] show that efficient collaborative learning is rarely achieved simply by putting learners together without some supportive instruction. While we focus on peer learning rather than collaborative learning, our work does provide such support in the form of instructional narratives and peer discussion. Fischer also cites specific mechanisms by which group co-construction of knowledge occurs during discussion, such as resolution of socio-cognitive conflicts. While our work does not focus on detecting such activity, the ease of data collection and analysis afforded by our apparatus could be beneficial for collaborative-learning researchers.
CSCL Research on Chat in Online Learning

Peer learning in an online context has been studied in the field of Computer Supported Collaborative Learning (CSCL). As Stahl and others note [52], Vygotsky argued that learning takes place in dyads or groups before it takes place by individuals, underscoring the importance of studying and enabling group cognition.

CSCL research in online collaborative learning has generally focused on asynchronous discussion, such as online discussion forums. Where synchronous interaction has been studied (such as real-time chat), most work has studied online technologies designed to be used in conjunction with in-classroom group learning [5] or has focused on interaction between a pair of students or a student and a tutor, as in [16], rather than a small group of peer learners. Recent work in chat-in-CSCL [54] acknowledges that even though this “paradigm shift” from teacher-communicated learning to discourse-based learning is widely accepted in the CSCL community, there are few theories and applications for analyzing such interaction.

Also related is the literature on online teamwork, which at times intersects with that of online learning, as in for example, Tausczik and Pennebaker [53].

Social Interaction in MOOCs

Stahl and colleagues [35] note that despite years of CSCL literature demonstrating the importance of collaborative learning for online education, neither MOOCs nor Khan Academy offer support for students to interactively explore topics themselves or with peers. Some MOOC promoters likewise feel that while peer instruction is promising, disseminating and adopting it are big challenges even in brick-and-mortar classrooms [38]. Nonetheless, there persist calls for student interaction in MOOCs [32].

Currently the main kind of social interaction supported in MOOCs are online forums; these are usually threaded discussion lists in which comments and questions are visible to everyone in the class. Forums are pervasive in MOOCs and have been characterized as “an essential ingredient of an effective online course” [36], but early investigations of MOOC forums show struggles to retain users over time. In one example, half of forum users ceased participation due to factors such as lack of forum facilitation, an overwhelming number of messages, and rude behavior of other students [36]. As an alternative form of engagement, informal groups associated with MOOC courses tend to spring up around the world. Students use social media to organize groups or decide to meet in a physical location to take the course together.

Great strides have been made in peer grading in MOOCs, where students improve their own understanding by assessing the work of others [29]. However, students in this setting do not interact with one another directly but instead review one another’s work anonymously and asynchronously. Work has also been done on self-evaluation of assignments within MOOCs [60], replicating earlier results in smaller class settings showing that self-evaluation helps improve student outcomes [47]. Dow et al. [13] found that self-assessment of crowd work was just as effective as feedback from an expert judge on a consumer review writing task, although expert assessment resulted in more work activity.

Group Work in CrowdSourcing

Little research addresses how to support group work in crowdsourcing platforms. The closest is that of Zhu et al. [62] who studied how to improve productivity and quality of crowd worker output, motivated by concerns about overhead in coordinating workers (also known as process loss [42]) and the potential for groups to be swayed toward an undesirable outcome by factors relating to social influence [31, 23].

Zhu et al. [62] found that asking workers to review the work of others yielded better results on a post-test than having the workers do the work directly without any training. They also found that groups working together semi-synchronously using a shared editing tool performed better on 5 tasks (brainstorming, summarizing a paragraph, writing a product review, solving a moral dilemma, doing a mathematics problem) than individual workers, but that pooling and averaging the results of individual workers improved results still more. The one exception to the pooling result was the mathematics problem, where interactive discussion was necessary for insights to occur and workers to learn from one another. This is the kind of problem that we explore in this work, where group interaction is more likely necessary to arrive at understanding.

APPROACH

Incentivizing Collaboration

In standard peer learning, students are asked to work together to answer a question, either after reading material, hearing a lecture, watching a video, or as part of a homework assignment. Peer learning combines individual accountability to ensure that students work on their own with positive interdependence to ensure that all students in a learning group participate in group work [25, 40]. In this study, we ask MTurk workers to assume the roles of students and discuss the answers to a question posed to them.

One purpose of these experiments is to see if the design facilitates discussion of problems before introducing it into a MOOC. An important open question is whether, in the absence of the social and academic pressures of a real classroom, workers will engage in substantive discussions. Another reason to experiment is to determine how design the user interface and answer questions including how much time to allow for individual vs group discussion, how many participants to include in a room, and what kinds of instructions should be given about proper conversational structure.

A potential drawback of using crowd workers is that they may not be motivated to have a productive conversation or try hard to get the correct answer. Therefore, in the first experiment, we manipulated a condition in which if all participants converged on the correct answer, they would all receive a bonus. This strategy is motivated by a technique from the peer learning literature in which students are incentivized to help the others in their group because their grade on a subsequent quiz will be a combination of the scores of everyone in their group.
We hypothesize that this condition would better replicate the situation of earning grades in a course, by motivating the participants to try harder to figure out the right answer, and explain their reasoning to one another, which is a fundamental principle behind peer learning. To facilitate comparison we also compared the effect of offering solo workers a bonus vs. no bonus.

User Interface

We developed a custom web browser-based tool which displays a series of informational screens, many with a countdown timer, the ability to enter text strings and select among multiple choice options, and a chat room for discussion among many students or for individual reflection in the single user condition (see Figure 1).

We decided on text chat rather than video for several reasons:

• Text-based interaction from students is standard in MOOCs and far more reliable than video-conferencing; many MOOC instructors wish to reach students who do not necessarily have access to high-speed internet connections required for real time video conferencing.

• Many students participating in MOOCs are non-native speakers of the instructors’ language, and research shows that in some cases people in the non-dominant culture are just as or more active in text-based communication than video or face-to-face [58, 48].

• Research on the relative affordances of text chat, telephone voice communication, and video communication versus face to face communication, including Walther’s Social Information Processing Theory of Computer Mediated Communication (CMC), finds that communicators deploy whatever communication cue systems they have at their disposal [56]. Walther’s work has found that people can express affect and interpersonal affinity as effectively using an online chat system as in a face-to-face setting, making use of the verbal cues available to them [57]. However, different studies find different outcomes, depending in part on the stated goal (trust, information exchange, etc.).

Synchronizing Workers

Mechanical Turk does not provide a mechanism to synchronize workers, but we build on earlier investigations that have shown how to assemble multiple crowd workers on online platforms to form synchronous on-demand teams [30, 2]. Our approach was to start tasks (called HITs) at fixed times, announcing them ahead of time and showing a countdown timer until those HITs began. We announced the availability every 5 minutes and had no problem filling HIT sets of size 100, looking for groups of 3. If there was an “odd person out,” we placed that worker in their own solo room so their time was not wasted. In some cases, a group of 3 became a group of 2 when a crowd worker who initially accepted a HIT dropped out. This “gather-and-group” mechanism was designed for the MOOC setting, where students may arrive at any point in time; adjusting the waiting time before groups are formed allows us to configure it to suit any arrival rate, and allows students to reliably anticipate when the activity will begin so that they can focus on other tasks.

The method for synchronizing crowd workers for Experiment 1 is illustrated in Figure 2, corresponding to the workflow we call **Discuss Question** (other workflows are described below). While waiting for the timer countdown, participants were shown an information page describing upcoming steps including screenshots of sample questions and the chat room. Once the countdown completed, workers were shown the first question and given instructions to read it and choose one of the answers. The answer could be changed any number of times during this time period, while a timer visibly counted down. Once time ran out, the worker was placed into the chat room, shown the labels for the other workers (Student 1, Student 2, Student 3) and was instructed to begin discussing the question and encouraged to change their answer if appropriate. Again, a timer counted down the time. When there were only 30 seconds left, the screen showed a message in a prominent manner, instructing the worker to make their final choice of an answer. If no final answer was chosen, a null value was indicated in the logs. If more than 45 seconds went by without a message, the system sent a message to the chat room reminding participants to keep the conversation going. In the
manipulated (bonus) condition, the initial message sent to the chat room reminded the workers that if all participants arrive at the same correct answer, they would receive a bonus.

In some cases a single worker was left over after random grouping. These workers went through the same steps and had the same opportunities to revise responses, but instead of engaging with others were prominently asked to explain their response. This controls for benefits due to self-explanation.

**Test Materials**
We sought questions that could be answered without requiring specialized knowledge, that would likely benefit from careful thought and discussion, and could not be answered by a simple web search. To this end, we obtained a private set of practice questions for the Critical Reasoning Task of the Graduate Management Admissions Test (GMAT). These tasks consist of three parts: a brief passage of text, a question, and 4 or 5 answer choices, of which only one can be selected. The questions are usually related to the construction of arguments, such as finding the evidence to support a conclusion, determining which of a set of statements weakens an argument, or determines which of a set of statements is most strongly supported by the initial paragraph. Figure 3 shows a sample essay and answer choices. Most U.S. business schools use the GMAT as an entrance exam, and more than 250,000 students take the GMAT each year.

Multiple-choice questions and to a lesser extent short-answer questions (“cued recall”) are ubiquitous in MOOCs [7, 37]. Multiple-choice questions in particular are used both in quizzes that test comprehension and in assessment instruments for certificates of completion. The “testing effect” finds that frequent testing helps long-term retention [21], and recent results show that multiple choice questions can be effective at both eliciting the testing effect and increasing performance on later short-answer transfer questions [15]. Thus the testing instruments we employ are representative of MOOC tasks and conform to common peer instruction methods.

**EXPERIMENT 1**
The first experiment assessed if a measurable improvement would occur if workers discussed the problem in groups. It also assessed the effects of varying group sizes and tested whether or not providing an incentive to help other workers would in fact lead to better results. Because the workers do not know the correct answer, if they want to earn the bonus they should have a good incentive to try hard to understand the question well and ensure that even the most certain sounding group member is actually correct in their assumptions.

**Participants**
Participants were recruited on Amazon’s Mechanical Turk with the qualifications of having 95% acceptance rate on 1000 tasks or more. Payment was $2 for the HIT and $2 for each bonus achieved. A given worker could do the HIT only once.

**Study Design**
**Sessions:** In a between-participants design 3x2 design, workers either worked alone (solo) or were in placed in a chatroom with a total of 2 or 3 workers and were either offered a bonus or not. Each session consisted of 2 questions and a follow-up questionnaire which asked for subjective responses to the time allocations and the quality of the discussion. Participants were also asked to optionally provide any other comments or thoughts.

**Timing:** We conducted initial tests in which participants were allotted 2 minutes to answer the question individually, 3 minutes for the discussion period, and then 20 seconds to make the final answer choice. After these tests, many participants indicated that they needed more time in the discussion period. The results reported here used the settings of 2 minutes for initial individual answer, 5 minutes for discussion, and 20 seconds for final answer for each question. In discussion, participants without discussion partners were permitted to continue after sending a single message of self-explanation.

**Manipulated Conditions:** While doing the initial individual answering of the question, participants were shown a message stating that after they chose their initial response, they would join a chat room to discuss their answer with either one or two other people. They were also told at this time if all participants in the chatroom arrived at the same answer and that answer was correct, they would receive a monetary bonus.

---

**Figure 3. Sample GMAT Critical Reasoning Question (number 4).**

**Essay:** Tests demonstrating that the olfactory bulbs (relating to the sense of smell) of salmon will react upon exposure only to water from their spawning ground and no other water suggest the possibility that repeated exposure to a specific odorant of their spawning area during the first few weeks of life could stimulate olfactory receptor sites, increasing olfactory sensitivity to that single scent and influencing salmon migration to their spawning area.

**Instructions and Possible Answers:**
Which if the following, if true, would weaken the conclusion? (answer is E)

- **(A) Salmon have been trained, through repeated exposure, to recognize phenol and distinguish it from closely related chlorophenol, in concentrations as small as five parts per billion.**
- **(B) A dog can detect and distinguish the odor of a single human fingerprint for as long as six weeks, after which time the scent usually fades away.**
- **(C) Salmon have been successfully stocked in rivers where special salmon “runs” have been constructed.**
- **(D) Women are acutely aware of the odor of a synthetic steroid named exaloxide, which most men are unable to detect.**
- **(E) Salmon spawned and raised in hatcheries will return to the spawning ground of their parents, and not to the source of the water (the hatcheries) in which they were spawned.**
Below, Student 1 initially does not have the correct choice.

<table>
<thead>
<tr>
<th>Student</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 1</td>
<td>e</td>
</tr>
<tr>
<td>Student 2</td>
<td>e</td>
</tr>
<tr>
<td>Student 2</td>
<td>e</td>
</tr>
<tr>
<td>Student 2</td>
<td>e</td>
</tr>
</tbody>
</table>

Table 1. Two example discussions from E1, assigned the highest rating (4), each with three workers, in bonus condition, where initially two workers were correct and the third switched to the correct answer.

### Results

All of the study predictions were supported. Results are reported for 267 worker sessions lasting on average 12.8 minutes (15.0 minutes excluding solo workers), with 169 solo chat sessions, 25 discussions of size 2, and 73 discussions of size 3. About 58% of the 433 attempts to answer questions were answered correctly overall (after discussion), suggesting that the questions were suitably challenging.

138 workers (61%) kept their original choices unchanged on both questions, 74 (33%) changed one answer after the discussion, and 14 (6%) changed both. We found 51% of workers who changed their answers improved their score, while only 18% lowered their score; 86% of workers who changed both answers improved their score. These figures include solo and group workers.

We use Fisher’s exact test (two-tailed) to examine the connection between independent variables and the proportion of correct answers, because it is appropriate for two-valued outcomes and because it is more conservative than the \( \chi^2 \) test, particularly for small or unbalanced samples. We are aware of sophisticated approaches such as Bayesian knowledge tracing [8] that also model whether students might get correct answers by guessing or incorrect answers by slipping, we are interested in the difference between two groups for which such effects should be similar.

Engaging in discussion leads to more correct answers. As Figure 4 (left) shows, among the 169 responses provided by solo crowd workers, 84 (50%) were correct. Among the 269 responses from crowd workers who participated in a discussion group, 169 (63%) were correct, a strongly significant difference (Fisher’s exact test, \( p < 0.01 \)).

More discussion is correlated with more correct answers. Each response is associated with a question, a participant, and a particular chatroom discussion. We examined for each response how many chat messages the crowd worker sent in the associated chatroom, and for each possible number of chat messages, determined the proportion of responses that were correct. Sending more chat messages was correlated with a higher proportion of correct answers (\( r^2 = 0.53 \)); this was the case both with the final answers made after the discussion, and the first answers made before the discussion, suggesting correlation rather than causation.

Among workers in dyads and triads, the bonus incentive leads to more correct answers. In the no-bonus (control) condition, participants changed 38 out of 127 individual answers (30%); in the bonus condition they changed 47 out of 142 answers (33%). No significant difference was found (Fisher’s exact test, \( p = 0.60 \)). However, among the changed answers, 14 answers (11%) were changed from incorrect to correct in the bonus condition, while 31 (22%) were changed from incorrect to correct in the bonus condition, a significant difference (Fisher’s exact test, \( p < 0.03 \)). Among solo workers, changing responses was rare, occurring in only 16 or 9% of 169 solo chat sessions, and changing to the correct response occurred the same number of times (4) in both the bonus and control conditions.

The participants have substantive discussions. Three independent raters applied the following rubric to the discussions:

1. Irrelevant or no discussion: workers did not mention their answers or the question at all.
2. Merely stated answers: One or more workers mentioned their answers, and/or suggested changing answers, but gave no justification or reasoning.
3. Justified answers: One or more students justified their answers, and/or suggested changing answers, but did not consider or address others’ positions.
4. Debate: One or more students justified their answers, and one or more students did at least one of:
   - Considered and addressed positions of other students,
   - Considered and addressed other possible responses, or
   - Persuaded or attempted to persuade other students to change their choice through rational argument.

73 of 98 discussions (74%) were rated 4 by all raters, and 80 (82%) had a median rating of 4. Inter-rater reliability was moderate (Spearman’s \( \rho = 0.65 \)). Discussions with 3 participants were generally rated higher than ones with only two, as shown in Figure 4 (right). Table 1 shows two example discussions in which 2 workers begin with the correct answer and the third changes to the correct answer after the discussion.
EXPERIMENT 2
In Experiment 1, workers are asked to discuss the target essay and the five possible answers and try to determine which is the correct answer in a workflow that we call Discuss Question (see Figure 5). This takes place without provision of any kind of instructional material. Workers only choose answers and then discuss their answers with one another.

For Experiment 2, we wanted to see if additional structure would draw out further improvements or changes in the workers’ behavior and scores. Our approach was motivated by pedagogy advocated by King [27, 26] which has found that students benefit by generating questions before the group discussion begins, including metacognition monitoring [18]. King’s suggested stimuli (questions stems such as “What would happen if ...” and “Compare ... and ... with regard to ...”) are not suitable for the GMAT-based tasks, so we designed an alternative set of study materials which we call a Mini-Lesson. Workers were shown instructional materials (see Figure 6) and an example critical reasoning problem and asked to identify the unstated assumption that might undermine the argument.

In the study design, we contrasted discussing just this Mini-Lesson with having a second follow-on discussion about the multiple-choice questions directly. Ideally, from a pedagogical perspective, the deeper thinking that comes from examining the assumptions helps obtain the correct answer before seeing the choices for the multiple choice question. If group discussion benefits understanding, those who discuss the assumptions should perform better on the multiple choice question than those who generate the assumptions working solo.

Study Design
Sessions: Building on the results of Experiment 1, all groups were of size 1 or 3 (no dyads) and all workers were offered a bonus (solo workers for getting the answer alone, triads if all 3 workers got the right answer). In a between-participants design, workers were assigned to one of three conditions (see Figure 5):

- Minimal: (solo) Read essay, select 1 of 5 answers.
- Mini-Lesson (ML): (triad or solo) Read instructional material, read GMAT essay, generate assumption, discuss assumption, select 1 of 5 answers, write a justification for the answer, view the correct answer.
- Mini-Lesson + Discuss Question (MLDQ): (triad or solo) Read instructional material, read GMAT essay, write down assumption, discuss assumption, select 1 of 5 answers, write justification for the selected answer, discuss justification and answer with group members, select final answer, view correct answer with explanation.

Each participant completed two questions in sequence in their respective condition, with the exception that the mini-lesson was only shown one time. Table 2 shows example discussions for the MLDQ workflow.

Instructions: First, workers were shown the instructional materials and the first problem essay. Then they were asked to identify “an important unstated assumption” in the essay and told the response would be shared with other students on the next screen. Upon entering the discussion, workers were asked to “discuss these assumptions in order to prepare for a question shown on the next screen.” Each worker in ML and MLDQ saw a second GMAT question, selected an answer, and provided justifications for responses, but did not have discussions and did not provide assumptions. They were also required to fill out a survey.

Timing: For discussion phases workers were allocated up to 300 seconds; if all members of a chat room signaled that they wanted to end the discussion, then it ended earlier. For choosing and justifying an answer, 240 seconds was allowed, but could end earlier.

Materials: The study materials were a smaller subset of the questions used in E1.

In this task, you’ll learn a critical reasoning skill commonly called identifying hidden assumptions. Read the following carefully. You see arguments every day in statements by politicians, businesses, and advertisements. These arguments are a way of trying to convince you that something is true. Here is an example:

**Many mobile phone companies protect their technology with patents, and mobile phones continue to become more technically advanced every year. Therefore, patents lead to strong competition in the marketplace.**

This statement contains the key components of an argument: at least one premise and a conclusion. But often there are gaps in logic between the premises and the conclusion. These gaps can include assumptions, and identifying the unstated assumptions helps you spot the logical flaw in the reasoning: **Premise(s) + Assumption(s) = Conclusion(s)**

If the assumptions are incorrect, then the conclusion might not follow. There are several unstated or hidden assumptions in the example above which may not actually be true:

**Assumption:** we have plenty of innovation in the presence of patents.

Perhaps defending against patents takes away resources from making even more innovative inventions.

**Assumption:** strong competition is the biggest reason for the advanced technology in the mobile phone business.

However, patents award a monopoly (exclusive rights) to the patent holder, thus reducing competition.

![Figure 6. Text of Mini-Lesson given to crowd workers.](image)
Results
This section outlines: descriptive statistics summarizing number of workers in each condition and time spent on the task, the main results regarding which conditions led to an improvement in performance on the two questions, the relationship between survey results and performance, and analyses of various metrics for discussion quality and their relationship to performance.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Total</th>
<th>Solo</th>
<th>Triad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal</td>
<td>346</td>
<td>346</td>
<td>N/A</td>
</tr>
<tr>
<td>Mini-Lesson</td>
<td>409</td>
<td>152</td>
<td>257</td>
</tr>
<tr>
<td>Mini-Lesson +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discuss Question</td>
<td>312</td>
<td>122</td>
<td>190</td>
</tr>
<tr>
<td>Total</td>
<td>1067</td>
<td>620</td>
<td>447</td>
</tr>
</tbody>
</table>

Table 3. Number of workers in each condition and whether they participated in a discussion group of three (triad).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Min</th>
<th>Median</th>
<th>Max</th>
<th>IQR</th>
<th>Time limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal</td>
<td>0.3</td>
<td>2.2</td>
<td>8.8</td>
<td>1.5</td>
<td>9</td>
</tr>
<tr>
<td>Mini-Lesson</td>
<td>4.1</td>
<td>13.8</td>
<td>28.4</td>
<td>5.8</td>
<td>30</td>
</tr>
<tr>
<td>Mini-Lesson +</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discuss Question</td>
<td>8.7</td>
<td>20.3</td>
<td>37.9</td>
<td>6.5</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 4. Overall time spent by workers on the task, in minutes. After the time limit expired, workers could no longer submit.

Descriptive
Worker counts. The three experiment conditions had 346, 409, and 312 workers respectively, for a total of 1067 workers. In conditions with discussion groups, about 60% of workers participated in discussions; see Table 3 for details.

Session times. Worker time increased as stages were added: Minimal flow had a median of 2 minutes, while the Mini-Lesson flow was 14 and Mini-Lesson + Discuss Question was 20 minutes. The maximum time limit for the task was adjusted for each condition accordingly (see Table 4).

Main results
In this experiment, the dependent variables were generally two-valued (whether a response was correct or incorrect), so we rely on two main statistical tools: Fisher’s exact test to determine significance, and the 95% confidence interval for the odds ratio, commonly used in medical research, to describe effect size. For example, stating that “group A was 3 to 7 times more likely to answer the question correct than group B” means that there is a 95% chance that the actual odds ratio in the population is between 3 and 7 (i.e. the confidence interval is [3,7]).

Mini-Lesson instruction improves performance. We compared solo workers in either ML or MLDQ to the solo workers in the Minimal flow who received no instructional materials. Workers are 7 to 17 times more likely to answer the first question correctly on their first try given the Mini-Lesson scaffolding (p < 0.0001). The percentage of correct responses rose from 11% to 58%. Certain questions showed especially dramatic differences, e.g., scores on question 4 rose from 0% of 30 to 82% of 44 workers.

After completing all stages on the first question, workers in scaffolded conditions also go on to perform better independently on the second question. Solo workers in ML were 3 to 7 times more likely to answer the second GMAT question correctly than Minimal flow workers (p < 0.0001), with correct responses rising from 20% to 54%. Solo workers in MLDQ, who additionally received an opportunity to reflect on their response to the first question and revise it, were 4 to 9 times more likely to answer the second question correctly than Minimal flow workers (p < 0.0001), and correct responses rose from 20% to 60%. Question 4 again exhibits an unusual increase from 5% to 64% for ML, and 5% to 91% for MLDQ.

No significant benefit from generated assumption discussion. The mini-lesson teaches concepts by having workers formulate unstated assumptions about the problem on their own and then discuss these in groups. To justify the discussion component’s inclusion, we examine whether it improves performance. We compare ML singleton workers who progressed through the stages alone to ML workers who participated in discussion triads, but found no significant difference in their responses to the first question (59.1% vs. 58.6%, p > 0.9 with Fisher’s exact test, odds ratio 95% confidence interval [0.7, 1.5]) or the second question (54% vs. 56%, p > 0.7, [0.7, 1.6]). In fact, even when ML singletons are compared to grouped workers in MLDQ, which had the benefit of two discussions, no significant difference could be shown (59% vs. 64%, p > 0.3, [0.8, 2.0]).

Revised responses
Revised answers after discussion showed improvements. The MLDQ flow provides the opportunity for workers to discuss the answer choices for the first question and then revise them. This is the core feature expected to exploit the benefits of peer learning to improve performance. This process was found to be beneficial: 61% of grouped workers in ML or MLDQ answered the first question correctly on their first try, while 74% of grouped workers in MLDQ answered it correctly following discussion on their initial responses. They were 1.2 to 2.6 times more likely to answer it correctly on their second try (p < 0.002).

Among the 190 MLDQ workers who participated in discussions, 45 (24%) changed their response, and of these, 28 or 62.2% revised from an incorrect to a correct response. Solo workers almost never made such positive revisions to their responses: MLDQ workers not participating in groups rarely changed their response (20 of 122 or 16%) and rarely improved their response when doing so (only 4 workers).

Survey feedback
Instructors may be reluctant to deploy new instructional tools that students dislike. To investigate subjective responses to small group discussions, workers were asked to rate their experiences with the discussion. As shown in Figure 7, 401 (53%) of agreed or strongly agreed that the discussion was enjoyable, while only 81 (11%) expressed negative responses.
In an optional open-ended field for feedback, responses again reflected enjoyment of the task:

- 254 (34%) described the activity as ‘interesting’, ‘fun’, or ‘enjoyable’;
- 12 (1.6%) described the task as ‘difficult’ or ‘hard’ without also describing it as enjoyable; two of these said it was difficult because they were singletons (“there was no one to chat with”);
- 4 described it as ‘poor’ or ‘bad’, in all cases because they had no one to chat with or because they thought the other workers were bots (automated responses).

Workers familiar with logical reasoning performed better. Intuitively, workers with a background in the subject area tested by the questions should perform better. The survey asked workers whether they had previously learned about the topic on which the tool provides instruction. Among all ML and MLDQ workers (no instruction was provided in the Minimal flow), 318 (44%) were familiar with the topic and 403 (56%) were not. Workers familiar with the topic were 1.4 to 2.7 times more likely to answer the first question correctly on their first try, and 1.5 to 2.8 times more likely to answer the second question correctly (odds ratio 95% confidence intervals, both \( p < 0.0001 \) with Fisher’s exact test).

No evidence discussion helped workers unfamiliar with logical reasoning. Earlier we found no evidence that group interactions improved performance on the initial response to the first question or on the second question. However, many workers reported prior experience and experienced workers have less room to improve; so we repeat these tests considering only inexperienced workers. There is still no evidence of improvement (61% of ML flow singletons vs. 74% of MLDQ grouped workers, \( p > 0.1 \) with Fisher’s exact test, odds ratio 95% confidence interval \([0.9, 3.8]\)).

Better English speakers perform better. Both logical reasoning and informal discussion can be challenging for workers with limited skills with the language being used, and Turk demographics include many non-native speakers. As expected, workers who rated their English “Very Good” or better were 1.7 to 7.4 times more likely to get the first question correct on their first try than those rating their English lower (\( p < 0.001 \)). There were 719 workers who rated their English “Very Good” or better, and they were correct in 58% of responses, whereas the 35 workers who rated their English lower were correct in only 29%.

Discussion ratings

Because discussion quality varies widely from one discussion to another, and this may influence how helpful it is, we sought to investigate how discussion quality affects performance. We asked two raters to manually label each worker according to their participation in each discussion they participated in. A score between 0 and 3 was the computed for each worker-discussion pair based on the following rubric:

- (1 point) Makes at least one substantive statement;
- (1 point) Makes at least two substantive statements;
- (1 point) Reacts in a substantive manner to a comment made by another at least once.

The subset that was rated included a prefix of the Mini-Lesson (ML) flow discussions, plus a random sample of all other discussions. Workers who were rated by only one rater received that rater’s score, while workers rated by both raters received the mean of the two scores. Of the 715 rated workers, 211 were rated 2-3 and 504 were rated 0-1.

No evidence that workers with more substantive participation in discussions perform better. We might expect that workers who are more engaged with the discussion will benefit more from it. However, we found no evidence that workers with 2-3 ratings correctly answered the first question on their first try more often than workers with lower ratings (56% vs. 62%, \( p > 0.1 \), odds ratio 95% confidence interval \([0.6, 1.1]\)). There was also no evidence they performed better on the second question (53% vs. 59%, \( p > 0.1 \), \([0.6, 1.1]\)).

No evidence that high-quality discussions lead to better performance. Even a passive worker can benefit if their group’s discussion was fruitful. To analyze this possibility, we summed the ratings of all workers in each discussion, and used this 0-9 score as a metric of overall quality of the discussion. We found no evidence that workers who participated in discussions with scores of 5-9 (29 workers) performed better on the first question on their first try than workers with scores of 0-4 (689 workers) (62% vs. 60%, \( p > 0.9 \), \([0.5, 2.3]\)). There was also no evidence that workers in high-quality discussions performed better on the second question (66% vs. 57%, \( p > 0.4 \), \([0.7, 3.2]\)).

Earlier we compared ML singleton workers and ML grouped workers to determine whether the peer discussion on unstated assumptions was useful. No evidence could be found, and one possible explanation is that not enough discussions were substantive enough to be helpful. Revisiting this, but restricting grouped workers to those who engaged in a discussion rated 5 or higher, we again found no evidence that grouped workers performed better on either the initial response to the first question (55% vs. 59%, \( p > 0.8 \), \([0.3, 2.2]\)) or the second question (60% vs. 54%, \( p > 0.6 \), \([0.5, 3.3]\)).

DISCUSSION

Comparing the Two Experiments

In both Experiments E1 and E2, workers in groups obtained better outcomes in terms of number of correct answers when discussing the actual question prompts than those working
alone. However, in E2, studying the Mini-Lesson and generating a hidden assumption seemed sufficient to produce better outcomes than simply answering the question (as done in the Minimal condition) without the need for group discussion. Those discussions were not rated as highly as the discussions in E1; it may be that the work of generating the assumptions was just as effective as the group discussion in focusing the students on understanding the critical reasoning problem.

**Innovating in Group Formation**

Research suggests that, for in-person group problem solving, the interaction dynamics of a group can determine the success of group outcomes, independent of the capabilities of the individual group members[61]. An interesting observation from both E1 in the bonus condition and E2 in the MLDQ condition, is that that participants were more likely to move to the correct answer than to an incorrect answer, even if the majority was at the incorrect answer, so long as at least one person was right. The trend was even stronger when the room began with two workers correct.

We also noticed that when all three workers begin with the same answer, the discussion rarely moves them away from that answer even if it is incorrect. This suggests a need for intervention when the discussion group begins on the wrong track. (Other research has found that intervening in poorly performing discussions may work better than in successful ones [53].)

To address this issue, we can take this experimental platform beyond physical classrooms by “virtually” moving participants around to different discussion groups to group them with peers who have stronger understanding of the material. Students who choose an incorrect answer would be grouped with students who have chosen a correct answer to see if learning gains can be achieved. Alternatively, students who all have chosen the same incorrect answer could be given a hint by the system that their answer is incorrect and a suggestion that this guide the conversation. After the students make their next choice, the conversation room they end up in would be determined by which choice they make next in a tree-like structure. Students would continue to end up in new discussion rooms until they have arrived at the correct choice, perhaps with extensive guidance by the system or a suggestion that learning materials be revisited if they get too near the leaves of the tree.

**Applicability of Results to MOOCs**

**Crowd Worker vs. MOOC Learner Demographics**

How do the characteristics and motivations of Turkers compare to those of MOOC learners? The two cohorts are similar in many ways:

**Environment**: like Turkers, MOOC learners are rarely colocated in space or time and know few of their peers.

**Education and Demographics**: While many educators and commentators justifiably lament the fact that current MOOCs do not serve a wider audience, today’s Turkers are intellectually and demographically comparable to MOOC learners.

Comparing an earlier study of self-reported Turker demographics [22] and the descriptive statistics of sixteen MIT and Harvard MOOCs in 2012–2013 [19], 55% of US Turkers and about 75% of Indian Turkers had a bachelor’s degree or higher, compared with 66% of MOOCers (averaged across all sixteen courses). The median age is 35–39 for US Turkers, 30–34 for Indian Turkers, and 28 for the MOOCers. On three classic critical-thinking problems, Turkers’ performance was found to be statistically the same as that of a group of students recruited from a midwestern US university with respect to task completion rate and effect sizes of factors such as outcome bias, conjunction fallacy, and so on [44].

**Positive Reception in a Very Large Hybrid Course**

In the summer of 2014, the tool was deployed in an introductory undergraduate engineering course of more than 1000 students that is taught in a flipped-classroom style with an online component. Each week the students watched a video and read the corresponding textbook extract, then practiced with multiple choice questions on their own to gauge their level of achievement. They also participated in a two-hour hands-on workshop where they were able to engage in concept checking. A mandatory summative assessment was conducted at the end of the week; using MOOCChat on one of two multiple choice questions was the first of two required tasks.

A/B comparisons were not made, but a cursory look at the chat transcripts suggests that they are similar in quality to those of the E1 coworker study. An optional questionnaire was administered after the MOOCChat activity containing the prompt “This activity was:” with a 5 point scale where 1 = Not Enjoyable, 3 = Neutral, and 5 = Enjoyable. 615 students responded at least one time (only first answers are reported when repeats occurred). Of these, 53% of students marked Enjoyable (4 or 5), 33% marked Neutral, and 14% marked Not Enjoyable (1 or 2).

This course differs from a MOOC in that the students were colocated in space and time. Although the large size of the class makes it unlikely that any arbitrary triad of students knows one another, it is much easier to ask a group to collaborate simultaneously than in a globally distributed MOOC, and the expectations of participation an in-person course still differ from MOOCs. Therefore, the high participation and positive reception by students in the this course may not be replicated in a standard MOOC.

**Evidence of Positive Reception in a MOOC:**

We surveyed sixteen learners in a programming-related MOOC [33] after an early “shake-out” deployment of the system to get subjective responses to the tool. 14 of 16 agreed or strongly agreed with the statement “I liked discussing questions in a small group and would like to do so again”. Those in groups of size 2 preferred more people in the discussion, whereas those in groups of size 3 indicated that their group size was good. We therefore have reason to expect a positive reception to our approach in a real MOOC deployment.

**Counter-Evidence**

While we believe this evidence suggests that crowd workers are suitable stand-ins for MOOC learners for the purposes of...
testing this approach, there are also important differences for deployment in a real MOOC, including:

**Course Context:** Unlike crowd workers, MOOC learners would participate in a series of activities covering a set of related topics presented over time in the context of the course’s larger narrative, rather than only a single activity. Also, such activities would be just one of several forms of knowledge construction, and the learners would presumably have multiple opportunities to demonstrate retention or transfer of any new learning acquired during the activities.

**Motivation to participate:** There is a question about how willing students will be to participate in small online group interaction within MOOCs. Although the hundreds of citations in the peer learning literature find that student morale, retention, and learning is increased by this form of person-to-person interaction, we do not know if it will transfer in the less personal, more distributed format of the online chat described here. MOOC students can freely select which course activities they participate in, and their motivations may not match either crowd workers or classroom students. Prior work has found that optional communication channels that expose students’ comments to thousands of people such as forums [36, 20] or MOOC-wide chat [6] only attract a fraction of course students. We hypothesize that many students who are not comfortable making posts that are visible to thousands of people will nonetheless be comfortable and even take pleasure in talking in a small group of two or three fellow learners. This would be consistent with advice given to classroom instructors that “Students find it easier to speak to groups of three or four than to an entire class” [11, p. 77].

On the other hand, students in a MOOC do not have to complete all of the work to achieve a passing grade, and so we suspect that adoption will be aided if an instructor makes the use of small-group discussions integral to the running of the course in the same way that peer assessment has been used in some MOOCs [29].

**Coordination of group formation:** It may be more difficult to coordinate students in MOOCs than in crowd work because of the desire to align every student with a group, as opposed to grouping whichever subset of workers happens to be available at a given time. Instructors will most likely have to encourage students to arrive within pre-stated time periods and it may be necessary to modify MOOC pages to alert students to upcoming group activities.

**Implications for Crowd Work**

The results here have implications for crowd work. Recall from the related work section that Zhu et al. [62] found that pooling and averaging the results of individual workers improved results on the tasks they studied with the one exception being solving the mathematics problem, where (semi)synchronous discussion led to better overall results. Thus our results find further evidence that discussion in order to solving problems, as opposed to tasks like brainstorming or summarizing, may be a better approach for crowd sourcing.

Zhu et al. also found that reviewing the work of others can improve subsequent task performance. We introduce a different preparatory activity – abstract training and discussion in a mini lesson, which also helped task performance. Future work could directly compare these two approaches.

These results also build on those of Dow et al. [13] which finds that self-assessments in crowd work can lead to better quality results than no feedback; crowd workers in our study who were asked to reflect on their choices in a chat room alone achieved improvements over those who did not do so.

More generally, these results suggest that looking more deeply into the learning literature may yield additional ways to improve crowd sourcing approaches and outcomes.

**CONCLUSIONS AND FUTURE WORK**

We conducted two sets of experiments to bring peer learning into synchronous group work at scale. The first experiment tested unstructured discussion, compared different size groups, and tested the effects of a bonus condition. This study found evidence that discussing challenging questions in an online chat can lead to participants converging to the correct answer more often than answering the question alone. The study also found that participants were more motivated to get the correct results when an extrinsic reward was offered. These results mirror what has been found in in-person classrooms and suggests that by properly incentivizing students to participate in discussions, peer learning can be successfully introduced into MOOCs. Forming synchronous discussion groups at fixed time intervals is one way to overcome the inherent asynchrony in MOOCs though there may be alternative effective group formation methods.

The second set of experiments tested the effects of adding more structure to the interaction among students, again following the pedagogy of peer instruction, finding that adding progressively more structure and more opportunities for discussion to the learning experience led to better outcomes.

Although we do not claim that participants in this study were learning in the same way that happens in a classroom, we do think these results provide evidence that such an approach may be helpful in a MOOC to improve learning outcomes. Many crowd workers commented about enjoying the task, either in the chatroom or in the freeform section of the questionnaire. A comment made during one discussion was “wish they had these kinds of things when I was in school”, and an initial very small pilot with MOOCs positive subjective reactions to the approach. This also reflects classroom findings that many students prefer the social nature of interacting with others while learning, and may bode well for improving retention in MOOCs.

Future work will include deployment in MOOCs and we are actively seeking collaborating instructors. In the coming weeks the system will be used for practice questions for an exam in an online section of an in-person course consisting of more than 1,000 students. The results of this exercise will shed additional light on the applicability of this approach to real courses.
Table 2. Example assumptions, justifications and discussion from E2 MLDQ condition.

Students individually write down unstated assumptions:

<table>
<thead>
<tr>
<th>Student</th>
<th>Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 1</td>
<td>File sharing might be done between different people as well as different devices.</td>
</tr>
<tr>
<td>Student 2</td>
<td>This assumes that everyone sharing files must also be purchasing the CDs.</td>
</tr>
<tr>
<td>Student 3</td>
<td>That “illegal” file sharing actually helps cd.</td>
</tr>
</tbody>
</table>

Discussion of assumptions begins:

Student 2 | I mean, I think we’re all pretty right.                                                         |
Student 3 | I think so too                                                                                 |
Student 2 | cuz in order to help CD sales, those illegally sharing them would have to be purchasing them to share |
Student 2 | but I feel like that’s not what happens. I feel like one person would share and then that one would keep getting shared |
Student 3 | And if someone liked what they were hearing they would be open to purchasing the artist          |
Student 3 | if they “cared”                                                                                 |
Student 2 | right, exactly                                                                                 |
Student 2 | I feel like in one way it helps broaden appreciation cuz you can get so much more of it          |
Student 1 | yeah                                                                                           |
Student 2 | then again, people at my university would just interlibrary loan CDs and then copy them to their computers. |
Student 2 | “the cd was bought at one point?”                                                                |
Student 1 | well, I would agree with that                                                                  |
Student 1 | but I think most university students are like that                                             |
Student 2 | I think that happens at every college campus                                                 |
Student 2 | I’m sure it does bahahaha                                                                       |
Student 2 | that and stealing from the dining halls                                                         |
Student 1 | “gasp” no                                                                                      |
Student 3 | Never!                                                                                         |
Student 2 | “we already pay so much for tuition!”                                                            |
Student 2 | oh, entitlement                                                                               |

Discussion ends; students are shown 5 choices, they individually make a choice and write a justification for their answer:

Student 1 | They don’t know for sure that an increase in music CD sales is due to file sharing. It could be due to any number of things (better music choices, different groups of people buying CDs than in the past, easier to purchase CDs now than before - online vs. physical store, etc.). |
Student 2 | Because it assumes that two things are linked just because they have to do with music, while the people sharing finals and the people who are buying CDs could be completely different people. |
Student 3 | Some people will never pay what they can get for free                                         |

Students 1 & 2 agree on the answer; Student 3 differs. Discussion of answers begins:

Student 1 | BAM                                                                                           |
Student 2 | So do we all pick D? and get $1?                                                            |
Student 3 | Thats essentially what it looks like                                                          |
Student 1 | well, we all have to get the same answer                                                     |
Student 1 | to get the bonus                                                                              |
Student 2 | And it has to be correct                                                                     |
Student 1 | assuming that choice D is “correct”                                                           |
Student 3 | I was stuck between B, and D                                                                 |
Student 3 | so I can swing both ways, literally                                                         |
Student 2 | I think it’s D because it thinks that just relating to music is enough of a connection         |
Student 2 | when the people who buy CDs may not be the ones downloading/sharing                           |
Student 1 | same here                                                                                    |
Student 1 | I think it’s D                                                                                |
Student 2 | So do we all want to stick with D                                                            |
Student 3 | I shall switch over to D                                                                    |
Student 2 | cool gall                                                                                 |
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