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\begin{abstract}
Incremental hash functions have gained much attention due to their incremental property, i.e. hashes of updated messages can be speedily computed from previous hashes without having to re-hash the message as was the case in conventional hash functions. In this paper, we first show how collisions can be obtained in such incremental hash functions that are based on pair block chaining, highlighting that more caution should be taken into its design process. We then identify some design and implementation criteria for such incremental hash functions.
\end{abstract}

\section{Introduction}

Incremental hash functions (Bellare et al., 1994) were introduced in 1994, and are very much suited for situations where if a previously hashed message, $M$, is slightly updated into a new message, $M'$, then it should be fairly quick to compute the hash value of the updated message, $M'$. This is done by computing the new hash, $\mu'$, from the old hash value, $\mu$, in contrast to conventional hash functions that have to recompute the new hash, $\mu'$ from scratch, which takes a longer time.

Applications of incremental hash functions include:

(a) Virus protection (Bellare et al., 1994, 1995a): viruses typically modify the host files that they infect, and so one way of virus detection involves checking files for signs of unauthorized modification. This can be done by using hash functions to compute authentication tags from each file. Unauthorized modifications to these tagged files would trigger an alarm since the authentication tags would no longer be valid. That being said, files within a computer system are often updated by the computer user and so it is desirable that their corresponding authentication tags be easily recomputed to reflect the updates. Doing this with conventional hash functions is time-consuming since one would have to recompute the hash of the updated value from scratch, even though only a minor update was done on the authenticated file. Incremental hash functions solve this problem by easily recomputing the new hash directly from the old hash value. This is especially useful when using a processor with limited processing power and storage capacity, as is the case for smart cards. In such a case, one would not want to have to recompute the authentication tags attached to each file every time a file is updated.
Incremental hash functions typically follow the *block chaining* paradigm, where a message is first divided into blocks and each block is then put through a randomizing function, before chaining all the outputs for a resultant hash value, \( \mu \). This fact by first showing three cases of how collisions can occur in incremental hash functions based on pair block chaining. Based on this, we highlight security considerations for hash functions, starting with general ones, and then move onto those specific for incremental hash functions. We conclude in Section 5.

In Section 2, we briefly review incremental hash functions, the common paradigm used to construct them, the pair block chaining construction and specific schemes based on this. In Section 3, we discuss three cases that collisions will occur in incremental hash functions based on pair block chaining. We then give in Section 4 a summarized discussion of the security considerations for hash functions, starting with general ones, and then move onto those specific for incremental hash functions. We conclude in Section 5.

### 2. Incremental hash functions based on pair block chaining

Incremental hash functions typically follow the *randomize-then-combine* paradigm (Bellare et al., 1997) where a message to be hashed is first divided into blocks and each block is then in turn put through a randomizing function, \( R \), before the output blocks are all combined to form the final hash output, \( \mu \).

The *pair block chaining* (Bellare et al., 1995a; Goi et al., 2001) is a type of randomizing function on a sequence of \( n \) blocks of a message, \( M \). The idea is to pair up two subsequent message blocks prior to inputting each pair to a pseudo-random function, \( R \), and then combining all the outputs for a resultant hash value, \( \mu \). Supposing that a message, \( M \), can be broken up into \( n \) blocks, then the hash, \( \mu \), is computed as follows:

\[
\mu = \oplus_{i=1}^{n} R(M[i] \oplus M[i+1])
\]

Note here that \( \oplus \) denotes concatenation, and in this case, the combining function is an exclusive-OR (XOR) sum of all randomized blocks.

This idea of pair block chaining was first applied in the incremental XOR scheme (Bellare et al., 1995a) in 1995 for use to compute the signatures\(^1\) (characteristics) of files to check for their integrity.

Some other combining operations besides XOR can be used, for example the PCIHF incremental hash function designed in 2001 (Goi et al., 2001) uses a similar pair block chaining construction, but is designed to be a fast and more secure alternative to the basic XOR scheme (Bellare et al., 1995a) by replacing the XOR combining sum with a modular addition sum.

Another PCIHF variant with a much larger modulus (e.g. moving from modulus \( 2^{160} \) to modulus \( 2^{1600} \)) was later proposed (Goi et al., 2003b) in 2003 to counter an attack by Wagner (2002) on the initially proposed version (Goi et al., 2001). Three methods were further given on how to implement this, which generally just combines every 10 consecutive 160-bit output blocks from the randomizing function, \( R \) (assuming SHA-1 is used as \( R \)) to form 1600-bit intermediate values for the final modulo \( 2^{1600} \) combining.

However, as we will demonstrate in the next section, more caution needs to be exercised when constructing incremental hash functions based on this pair block chaining technique, regardless of the combining function or the size of the modulus used.

### 3. Three cases of collisions

One major security criteria for hash functions is that they should be collision-resistant, which means that given two distinct messages, \( M \) and \( M' \), the probability that the corresponding hashes, \( \mu \) and \( \mu' \), are not equal is negligible. In this section, we demonstrate that for incremental hash functions based on pair block chaining, collisions would occur in three cases, namely messages with non-distinct blocks, when messages require padding and when cyclic chaining is used.

#### 3.1. Messages with non-distinct blocks

We first consider the case of the incremental XOR scheme in Bellare et al. (1995a). For this, if some message blocks repeat (non-distinct), for instance, palindromic-like messages of the form \( A \| B \| A \), where \( A, B \) represent any two message blocks, then there exists another message of the form \( B \| A \| B \) such

\(^1\) The term “signature” in this context does not refer to a digital signature, but corresponds more to the virus setting where it means the characteristic of a file, in this case, the hash of it.
that the two messages hash to the same value, $\mu$, hence a collision occurs. Note that such collisions exist for palindromic messages of any block length that is not necessarily three as in the example given above. Also, non-palindromic messages equally fall to this attack, for example two messages of the form $A \parallel B \parallel C \parallel B \parallel A$ and $B \parallel C \parallel B \parallel A \parallel B$ also cause collisions. Basically, any two messages with the same block at both ends, and where all consecutively paired blocks follow the same order, would cause collisions. Finally, messages with repetitive blocks also fail. For example, two messages $A \parallel B \parallel B \parallel B \parallel C$ and $A \parallel B \parallel B \parallel B \parallel C$ would hash to the same value. This applies regardless of whether the repetitive blocks repeat an odd or even number of times, as long as they are either both odd or both even. The incremental XOR scheme (Bellare et al., 1995a) is therefore not collision-resistant.

Meanwhile, for PCIHF, this may also be a potential problem if not implemented carefully. Although the specification of PCIHF (Goi et al., 2001) rightly warns of certain inherent limitations such as this “strong assumption” that any two message blocks should be distinct, implementers and users are unlikely to see those warnings if they are not made explicit enough. Further, since this is a very strict and often impractical requirement, it should have been more clearly emphasized and highlighted as part of the implementation criteria. This raises the issue of the degree of explicitness that should be made by hash function designers in their proposals. Borrowing from the design criteria of authentication protocols (Lowe, 1996), we quote:

“...nothing in the description prohibits such an implementation. If the designer believes that certain implementation considerations are necessary, then these should be made explicit.”

Explicitness in hash function design is clearly a practical concern. We have to bear in mind that most hash function implementers are not themselves the hash function designers, hence they would only follow whatever is stated in the hash function descriptions. Assumptions that hash function designers feel are obvious and trivial, might not be known by the implementers and hence would not be taken into consideration when these hash functions are implemented. In fact, this split in design and implementation is true for any area of security.

### 3.2. Messages with Padding

When one designs incremental hash functions based on pair block chaining, checking that no two blocks are identical prevents collisions, as discussed previously in Section 3.1. Nevertheless, we show here that collisions would still occur when padding is required for messages that are not an integral length of the block size.

For instance, the PCIHF specification (Goi et al., 2001) suggests to pad such messages with a ‘1’ followed by all ‘0’s. For the sake of illustration, let the message block size, $b = 32$ bits. Let a message block $A = 1^00^{32}$ which denotes two ‘1’s, followed by a string of 30 ‘0’s. Let $B = 0^11^00^{32}$ which denotes a ‘0’, a ‘1’, followed by a string of 30 ‘0’s. Then a 65-bit message of the form $A \parallel B \parallel 1$ would be padded to form $A \parallel B \parallel A$, while a 65-bit message of the form $B \parallel A \parallel 0$ would be padded to form $B \parallel A \parallel B$. This causes two such padded messages to hash to the same value, and a collision occurs. Note that this phenomenon would occur for arbitrary block sizes and for any two messages as long as the result of padding the two causes them to be of the palindromic form $A \parallel B \parallel A$ and $B \parallel A \parallel B$. Again, other non-palindromic forms such as $A \parallel B \parallel C \parallel B \parallel A$ and $C \parallel B \parallel B \parallel A \parallel B$ also cause collisions. Therefore, it is clear that extreme care has to be taken when padding messages. A check that any two messages be distinct should be done even after padding.

Note further that the need for padding is especially so for hashing shorter messages with the PCIHF variant in Goi et al. (2003b) that uses a large modulus, thus our concern here must be addressed with caution.

### 3.3. Cyclic Chaining

The first designer of PCIHF (Goi et al., 2001, 2003a,b) personally remarked that cyclic chaining might strengthen the PCIHF construction. In particular, cyclic chaining also pairs up the last message block with the first block, i.e. $R(M[n] \parallel M[1])$. This is good since it seems that such a chaining prevents post-pend and pre-pend attacks so that the attacker cannot attack by using messages of arbitrary lengths because an extra constraint is put on the chaining, namely that the head and tail of the message chains have been fixed to $M[1]$. As an extra security measure, it is further suggested that for such cyclic chaining, the message length should be included as a parameter as well. However, the following observation applies even in such a case since all messages considered are of equal length.

Consider then a variant of the incremental hash function based on pair block chaining (e.g. Bellare et al., 1995a; Goi et al., 2001, 2003b) that cyclically chains the message blocks such that given a message $A \parallel B \parallel C$, the chaining is of the form:

$$\text{hash}(A \parallel B \parallel C) = R(A \parallel B) + R(B \parallel C) + R(C \parallel A).$$

(2)

where $\oplus$ denotes the combining sum operator (XOR for Bellare et al. (1995a) and modulo addition for Goi et al. (2001, 2003a,b)). Then, there is another message $B \parallel C \parallel A$ such that

$$\text{hash}(B \parallel C \parallel A) = R(B \parallel C) + R(C \parallel A) + R(A \parallel B)$$

(3)

and we get the same hash output value. Also, we observe that there is yet another message $C \parallel A \parallel B$ such that

$$\text{hash}(C \parallel A \parallel B) = R(C \parallel A) + R(A \parallel B) + R(B \parallel C)$$

(4)

and once again the hash output is the same.

Essentially we can think of these three messages as being ‘slid’ versions of each other (see Fig. 1), and since the combining function used for such schemes (whether XOR or modular addition) is commutative, they all hash to the same value. This sliding of the messages is possible since there is no block dependence in the cyclic chaining. In general, for an $n$-block cyclically chained message, there are $n$ such messages that produce the same hash output when such cyclic chaining is used.

As a side remark, we note that the double-length hash function recently proposed in Nandi et al. (2005) also cyclically chains its input blocks prior to being input to a randomizing
function, $R(\cdot)$ and the outputs are then combined via XOR. However, this is not susceptible to our ‘sliding’ collisions since it uses a different randomizing function for every pairwise-chained block.

4. Security considerations

In this section, we first review the standard security criteria for hash functions, and then discuss the security considerations for incremental hash functions in general and also those constructed via pair block chaining. This list (though not entirely exhaustive), includes all considerations highlighted in previous work done on incremental hash functions in Bellare et al. (1994, 1995a,b, 1997), Fischlin (1997), Goi et al. (2001, 2003a,b), Wagner (2002). The three general security criteria for any hash function are:

**Preimage resistance (one-wayness):** for a given output $y$, it is computationally infeasible to find an input $x$ such that $y = h(x)$.  
**Second-preimage resistance (weak collision resistance):** for a given input $x$, it is computationally infeasible to find another input $x' \neq x$ such that $h(x) = h(x')$.  
**Collision resistance:** it is computationally infeasible to find a pair of inputs $x$ and $x' \neq x$ such that $h(x) = h(x')$.

Additionally, for the case of incremental hash functions, specifically for the randomize-then-combine paradigm, we have the following which are essentially consequences of the failure to provide the above-defined collision resistance properties:

(1) To prevent collisions of hash outputs due to input messages with the same but permuted blocks (of the kind we considered in Section 3), then:

(a) Include some block dependence (the block counter, $i$) into the randomizing or the combining function (Bellare et al., 1997, 1995b), even if pair block chaining (Bellare et al., 1995a) is used,\(^2\) for instance by concatenating $i$ to the message blocks before they enter the pseudo-random function, $R$:

$$R(M[i]||i).$$

or

(b) All message blocks should be distinct, even after padding.

(2) To prevent collisions found via solving linear equations as shown in Bellare et al. (1997), do not use XOR as a combining function.

With regards to consideration (1a), we note that although it has been suggested in the past (Bellare et al., 1997) to include some block dependence to a message block before it is passed to the randomizing function, $R$, such a consideration has not been applied to incremental hash functions based on pair block chaining such as the incremental XOR scheme (Bellare et al., 1995a) and the PCIHF (Goi et al., 2001, 2003a,b). It was always either block dependence or pair block chaining to be used, not both at the same time. We therefore stress here that this consideration is an important one and should equally apply to such incremental hash functions. Adding the block counter only slightly increases the input length of $R(\cdot)$ but otherwise does not degrade the performance. As a further remark on pair block chaining, note that instead of directly combining the randomized paired blocks into the final hash, one could use a CBC-based chaining method (NIST, 2001) where for instance the output of a previous $R(\cdot)$ is XORed to the input of the current $R(\cdot)$, etc. This requires an extra $R(\cdot)$ computation for every block updated but prevents the collisions as described in Section 3.

Consideration (1b) is often thought to be a very strong and impractical restriction. However, we argue that if this is really the case, then incremental hash functions based on pair block chaining such as in Bellare et al. (1995a), Goi et al. (2001, 2003a,b) are not themselves practical since their security and collision resistance depend on such an impractical assumption. Nevertheless, this consideration would not be necessary if consideration (1a) is incorporated.

It has been shown in Bellare et al. (1997) that the use of XOR as a combining function causes an incremental hash function based on the randomize-then-combine paradigm to fall to collisions obtained via solving linear equations. Instead, other combining functions such as modulo addition or multiplication were suggested. We remark here that this consideration alone is not sufficient against collisions of the sort presented in Section 3, e.g. PCIH uses modulo addition for combining and yet such collisions may pose a problem. Basically, any combining function that is commutative would fail here because we need to ensure that when one or more blocks of an input message are permuted, the same hash output does not result. This highlights that the order in which the blocks are combined is important to prevent the collisions.

Finally, we reiterate that all design assumptions should be explicitly stated by the designer. Though this seems standard, it is often overlooked (Lowe, 1996) in designers’ proposals, and this is a fatal mistake since most implementers are themselves not security experts and so are unfamiliar with the “standard” assumptions made by security designers. In fact, this separation of roles between design and implementation is often a problem in any area of security.

4.1. Other incremental cryptographic primitives

We feel it is worth mentioning as an aside the other security considerations when incrementality is applied to the case of other cryptographic primitives including digital signatures.
An incremental digital signature is directly derived (Bellare et al., 1994) from an incremental hash function by hashing the message with the incremental hash function to obtain $\mu$, and then signing $\mu$ with a standard digital signature. In this case, the resistance of the scheme against existential forgery under adaptive chosen message attacks should be considered. This means that it should be computationally infeasible for an attacker to find $(\phi, v)$ a valid signature $\phi$ for any new message $m$, even when he has access to a signing oracle into which he can arbitrarily submit any other message of his choice.

An incremental MAC may be viewed as a variant of the incremental hash function where the randomizing function, $R(\cdot)$ is keyed by a secret, and thus this MAC output should be computable only by legitimate parties. The security criterion then for such MACs is that an attacker should not be able to compute a valid MAC output. It was highlighted in Bellare et al. (1995b) that block dependence should be included to prevent attacks similar to our collisions in Section 3. Also, if there are messages $(m_1, m_2, \ldots)$ that have valid incremental MAC outputs $(z_1, z_2, \ldots)$, then an attacker could generate a new MAC output $z'$ that is a valid MAC of a new message $m'$, both obtained by linearly combining the messages and the MACs, respectively. In order to prevent this, it was suggested to use nonces (Bellare et al., 1995b) (which are random numbers used only once) in the input to $R(\cdot)$ or to use an extra (Bellare et al., 1995a) nonlinear pseudo-random permutation $R_2(\cdot)$ at the output of the combining function.

5. Concluding remarks

Incremental hash functions (Bellare et al., 1994) are good primitives compared to conventional non-incremental ones, but care has to be taken when designing them, especially to avoid collisions. We have shown three cases of how collisions can occur in incremental hash functions based on pair block chaining. In particular, this shows that the incremental XOR scheme (Bellare et al., 1995a) is collision-resistant, and that the PCIHF (Goi et al., 2001, 2003a,b) would equally fail to be collision-resistant if it is not implemented carefully in several settings. Our results highlight that extreme caution should be taken by hash function designers when designing such hash functions, and that whatever assumptions made should be stated explicitly so that they will be noted by hash function implementers. As a first step towards concrete incremental hash function design, we highlighted some security considerations for designing and implementing collision-resistant incremental hash functions based on pair block chaining.
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