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Abstract—Consider a noisy linear observation model with an unknown permutation, based on observing $y = \Pi^*Ax^* + w$, where $x^* \in \mathbb{R}^d$ is an unknown vector, $\Pi^*$ is an unknown $n \times n$ permutation matrix, and $w \in \mathbb{R}^n$ is additive Gaussian noise. We analyze the problem of permutation recovery in a random design setting in which the entries of matrix $A$ are drawn independently from a standard Gaussian distribution and establish sharp conditions on the signal-to-noise ratio, sample size $n$, and dimension $d$ under which $\Pi^*$ is exactly and approximately recoverable. On the computational front, we show that the maximum likelihood estimate of $\Pi^*$ is NP-hard to compute for general $d$, while also providing a polynomial time algorithm when $d = 1$.
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I. INTRODUCTION

RECOVERY of a vector based on noisy linear measurements is the classical problem of linear regression, and is arguably the most basic form of statistical estimator. A variant, the “errors-in-variables” model [3], allows for errors in the measurement matrix; classical examples include additive or multiplicative noise [4]. In this paper, we study a form of errors-in-variables in which the measurement matrix is perturbed by an unknown permutation of its rows.

More concretely, we study an observation model of the form

$$y = \Pi^*Ax^* + w,$$

where $x^* \in \mathbb{R}^d$ is an unknown vector, $A \in \mathbb{R}^{n \times d}$ is a measurement (or design) matrix, $\Pi^*$ is an unknown $n \times n$ permutation matrix, and $w \in \mathbb{R}^n$ is observation noise. We refer to the setting where $w = 0$ as the noiseless case. As with linear regression, there are two settings of interest, corresponding to whether the design matrix is (i) deterministic (the fixed design case), or (ii) random (the random design case).

There are also two complementary problems of interest: recovery of the unknown $\Pi^*$, and recovery of the unknown $x^*$. In this paper, we focus on the former problem; the latter problem is also known as unlabeled sensing [5].

The observation model (1) is frequently encountered in scenarios where there is uncertainty in the order in which measurements are taken. An illustrative example is that of sampling in the presence of jitter [6], in which the uncertainty about the instants at which measurements are taken results in an unknown permutation of the measurements. A similar synchronization issue occurs in timing and molecular channels [7]. Here, identical molecular tokens are received at the receptor at different times, and their signatures are indistinguishable. The vectors of transmitted and received times correspond to the signal and the observations, respectively, where the latter is some permuted version of the former with additive noise. A recent paper [8] also points out an application of this observation model in flow cytometry.

Another such scenario arises in multi-target tracking problems [9]. For example, in the robotics problem of simultaneous localization and mapping [10], the environment in which measurements are made is unknown, and part of the problem is to estimate relative permutations between measurements. Archaeological measurements [11] also suffer from an inherent lack of ordering, which makes it difficult to estimate the chronology. Another compelling example of such an observation model is in data anonymization, in which the order, or “labels”, of measurements are intentionally deleted to preserve privacy. The inverse problem of data de-anonymization [12] is to estimate these labels from the observations.

Also, in large sensor networks, it is often the case that the number of bits of information that each sensor records and transmits to the server is exceeded by the number of bits it transmits in order to identify itself to the server [13]. In applications where sensor measurements are linear, model (1) corresponds to the case where each sensor only sends its measurement but not its identity. The server is then tasked with recovering sensor identities, or equivalently, with determining the unknown permutation.
The pose and correspondence estimation problem in image processing [14], [15] is also related to the observation model (1). The capture of a 3D object by a 2D image can be modelled by an unknown linear transformation called the “pose”, and an unknown permutation representing the “correspondence” between points in the two spaces. One of the central goals in image processing is to identify this correspondence information, which in this case is equivalent to permutation estimation in the linear model. An illustration of the problem is provided in Figure 1. Image stitching from multiple camera angles [16] also involves the resolution of unknown correspondence information between point clouds of images.

The discrete analog of the model (1) in which the vectors $x^*$ and $y$, and the matrix $A$ are all constrained to belong to some finite alphabet/field corresponds to the permutation channel studied by Schulman and Zuckerman [17], with $A$ representing the (linear) encoding matrix. However, techniques for the discrete problem do not carry over to the continuous problem (1).

Another line of work that is related in spirit to the observation model (1) is the genome assembly problem from shotgun reads [18], in which an underlying vector $x^* \in \{A, T, G, C\}^d$ must be assembled from an unknown permutation of its continuous sub-vector measurements, called “reads”. Two aspects, however, render it a particularization of our observation model, besides the obvious fact that $x^*$ in the genome assembly problem is constrained to a finite alphabet: (i) in genome assembly, the matrix $A$ is fixed and consists of shifted identity matrices that select sub-vectors of $x^*$, and (ii) the permutation matrix of genome assembly is in fact a block permutation matrix that permutes sub-vectors instead of coordinates as in equation (1).

It is worth noting that both the permutation recovery and vector recovery problems have an operational interpretation in applications. Permutation recovery is equivalent to “correspondence estimation” in vision tasks [14], [15], and vector recovery is equivalent to “pose estimation”. In sensor network examples, permutation recovery corresponds to sensor identification [13], while vector recovery corresponds to signal estimation. Clearly, accurate permutation estimation allows for recovery of the regression vector, while the reverse may not be true. From a theoretical standpoint, such a distinction is similar to the difference between the problems of subset selection [19] and sparse vector recovery [20] in high dimensional linear regression, where studying the model selection and parameter estimation problems together helped advance our understanding of the statistical model in its entirety.

A. Related Work

Previous work related to the observation model (1) can be broadly classified into two categories – those that focus on $x^*$ recovery, and those focussed on recovering the underlying permutation. We discuss the most relevant results below.

1) Latent Vector Estimation: The observation model (1) appears in the context of compressed sensing with an unknown sensor permutation [21]. The authors consider the matrix-based observation model $Y = \Pi^* A X^* + W$, where $X^*$ is a matrix whose columns are composed of multiple, unknown, sparse vectors. Their contributions include a branch and bound algorithm to recover the underlying $X^*$, which they show to perform well empirically for small instances under the setting in which the entries of the matrix $A$ are drawn i.i.d. from a Gaussian distribution.

In the context of pose and correspondence estimation, the paper [15] considers the noiseless observation model (1), and shows that if the permutation matrix maps a sufficiently large number of positions to themselves, then $x^*$ can be recovered reliably.

In the context of molecular channels, the model (1) has been analyzed for the case when $x^*$ is some random vector, $A = I$, and $w$ represents non-negative noise that models delays introduced between emitter and receptor. Rose et al. [7] provide lower bounds on the capacity of such channels. In particular, their results yield closed-form lower bounds for some special noise distributions, e.g., exponentially random noise.

A more recent paper [5] that is most closely related to our model considers the question of when the equation (1) has a unique solution $x^*$, i.e., the identifiability of the noiseless model. The authors show that if the entries of $A$ are sampled i.i.d. from any continuous distribution with $n \geq 2d$, then equation (1) has a unique solution $x^*$ with probability 1. They also provide a converse showing that if $n < 2d$, any matrix $A$ whose entries are sampled i.i.d. from a continuous distribution does not (with probability 1) have a unique solution $x^*$ to equation (1). While the paper shows uniqueness, the question of designing an efficient algorithm to recover a solution, unique or not, is left open. The paper also analyzes the stability of the noiseless solution, and establishes that $x^*$ can be recovered exactly when the SNR goes to infinity.

Since a version of this paper was made available online [2], a few recent papers have also considered variants of the observation model (1). Elhami et al. [22] show that there is a careful choice of the measurement matrix $A$ such that it is possible to recover the vector $x^*$ in time $O(d n^{d+1})$ in the noiseless case. Hsu et al. [23] show that the vector $x^*$ can be recovered efficiently in the noiseless setting (1) when the
design matrix $A$ is i.i.d. Gaussian. They also demonstrate that in the noisy setting, it is not possible to recover the vector $x^*$ reliably unless the signal-to-noise ratio is sufficiently high. See Section 4 of their paper [23] for a detailed comparison of their results with ours. Our own follow-up work [24] establishes the minimax rate of prediction for the more general multivariate setting, and proposes an efficient algorithm for that setting with guaranteed recovery provided some technical conditions are satisfied. Haghighatshoar and Caire [25] consider a variant of the observation model (1) in which the permutation matrix is replaced by a row selection matrix, and provide an alternating minimization algorithm with theoretical guarantees.

We also briefly compare the model (1) with the problem of vector recovery in unions of subspaces, studied widely in the compressive sensing literature [26], [27]. In the compressive sensing setup, the vector $x^*$ lies in the union of finitely many subspaces, and must be recovered from linear measurements with a random matrix, without a permutation. In our model, on the other hand, the vector $x^*$ is unrestricted, and the observation $y$ lies in the union of $n!$ subspaces – one for each permutation. While the two models share a superficial connection, results do not carry over from one to the other in any obvious way. In fact, our model is fundamentally different from traditional compressive sensing, since the unknown permutation acts on the row space of the design matrix $A$.

In contrast, restricting $x^*$ to a union of subspaces (or more specifically, restricting its sparsity) influences the column space of $A$.

2) Latent Permutation Estimation: While our paper seems to be the first to consider permutation recovery in the linear regression model (1), there are many related problems for which permutation recovery has been studied. We mention only those that are most closely related to our work.

The problem of feature matching in machine learning [28] bears a superficial resemblance to our observation model. There, observations take the form $Y = X^* + W$ and $Y' = \Pi^* X^* + W'$, with all of $(X^*, Y, Y', W, W')$ representing matrices of appropriate dimensions, and the goal is to recover $\Pi^*$ from the tuple $(Y, Y')$. The paper [28] establishes minimax rates on the separation between the rows of $X^*$ (as a function of problem parameters $n, d, \sigma$) that allow for exact permutation recovery.

The problem of statistical seriation [29] involves an observation model of the form $Y = \Pi^* X^* + W$, with the matrix $X^*$ obeying some shape constraint. In particular, if the columns of $X^*$ are unimodal (or, as a special case, monotone), then Flammarion et al. [29] establish minimax rates for the problem in the prediction error metric $\| \hat{\Pi} \tilde{X} - \Pi^* X^* \|_F^2$ by analyzing the least squares estimator. The seriation problem without noise was also considered by Fogel et al. [30] in the context of designing convex relaxations to permutation problems.

Estimating network structure from co-occurrence data [31], [32] also involves the estimation of multiple underlying permutations from unordered observations. In particular, Rabbat et al. [31] consider the problem of estimating the structure of an unknown directed graph from multiple, unordered paths formed by simple random walks on the graph. They propose an EM-type algorithm with importance sampling to tackle the problem. The fundamental limits of such a problem were later considered by Gripon and Rabbat [32].

Permutation estimation has also been considered in other observation models involving matrices with structure, particularly in the context of ranking [33]–[35], or even more generally, in the context of identity management [36]. While we mention both of these problems because they are related in spirit to permutation recovery, the problem setups do not bear too much resemblance to our linear model (1).

Algorithmic approaches to solving for $\Pi^*$ in equation (1) are related to the multi-dimensional assignment problem. In particular, while finding the correct permutation mapping between two vectors minimizing some loss function between them corresponds to the 1-dimensional assignment problem, here we are faced with an assignment problem between subspaces. While we do not elaborate on the vast literature that exists on solving variants on assignment problems, we note that broadly speaking, assignment problems in higher dimensions are much harder than the 1-D assignment problem. A survey on the quadratic assignment problem [37] and references therein provide examples and methods that are currently used to solve these problems.

B. Contributions

Our primary contribution addresses permutation recovery in the noisy version of observation model (1), with a random design matrix $A$. In particular, when the entries of $A$ are drawn i.i.d. from a standard Gaussian matrix, we show sharp conditions on the SNR under which exact permutation recovery is possible. We also derive necessary conditions for approximate permutation recovery to within a prescribed Hamming distortion.

We also briefly address the computational aspect of the permutation recovery problem. We show that the information theoretically optimal estimator we propose for exact permutation recovery is NP-hard to compute in the worst case. For the special case of $d = 1$, however, we show that it can be computed in polynomial time. Our results are corroborated by numerical simulations.

C. Organization

The remainder of this paper is organized as follows. In the next section, we set up notation and formally state the problem. In Section III, we state our main results and discuss some of their implications. We provide proofs of the main results in Section IV, deferring the more technical lemmas to the appendices.

II. BACKGROUND AND PROBLEM SETTING

In this section, we set up notation, state the formal problem, and provide concrete examples of the noiseless version of our observation model by considering some fixed design matrices.

A. Notation

Since most of our analysis involves metrics involving permutations, we introduce all the relevant notation in this section.
Permutations are denoted by $\pi$ and permutation matrices by $\Pi$. We use $\pi(i)$ to denote the image of an element $i$ under the permutation $\pi$. With a minor abuse of notation, we let $\mathcal{P}_n$ denote both the set of permutations on $n$ objects as well as the corresponding set of permutation matrices. We sometimes use the compact notation $y_\pi$ (or $y_{\pi_1}$) to denote the vector $y$ with entries permuted according to the permutation $\pi$ (or $\Pi$).

We let $\mathbf{d}_\pi(\pi, \pi')$ denote the Hamming distance between two permutations. More formally, we have $\mathbf{d}_\pi(\pi, \pi') := \#\{i \mid \pi(i) \neq \pi'(i)\}$. Additionally, we let $\mathbf{d}_\Pi(\Pi, \Pi')$ denote the Hamming distance between two permutation matrices, which is to be interpreted as the Hamming distance between the corresponding permutations.

The notation $v_i$ denotes the $i$th entry of a vector $v$. We denote the $i$th standard basis vector in $\mathbb{R}^d$ by $e_i$. We use the notation $a_j^i$ to refer to the $i$th row of $A$. We also use the standard shorthand notation $[n] := \{1, 2, \ldots, n\}$.

We also make use of standard asymptotic $O$ notation. Specifically, for two real sequences $f_n$ and $g_n$, $f_n = \mathcal{O}(g_n)$ means that $f_n \leq C g_n$ for a universal constant $C > 0$, and $f_n = \Omega(g_n)$ denotes that the relation $g_n \geq C f_n$ holds. Lastly, all logarithms denoted by $\log$ are to the base $e$, and we use $c_1, c_2$, etc. to denote absolute constants that are independent of other problem parameters.

### B. Formal Problem Setting and Permutation Recovery

As mentioned in the introduction, we focus exclusively on the noisy observation model in the random design setting. In other words, we obtain an $n$-vector of observations $y$ from the model (1) with $n \geq d$ to ensure identifiability, and with the following assumptions:

**Signal Model:** The vector $x^* \in \mathbb{R}^d$ is fixed, but unknown. We note that this is different from the adversarial signal model of Unnikrishnan et al. [5], and we provide clarifying examples in Section II-C.

**Measurement Matrix:** The measurement matrix $A \in \mathbb{R}^{n \times d}$ is a random matrix of i.i.d. standard Gaussian variables chosen without knowledge of $x^*$. Our assumption on i.i.d. standard Gaussian designs easily extends to accommodate the more general case when rows of $A$ are drawn i.i.d. from the distribution $\mathcal{N}(0, \Sigma)$. In particular, writing $A = W\sqrt{\Sigma}$, where $W$ in an $n \times d$ standard Gaussian matrix and $\sqrt{\Sigma}$ denotes the symmetric square root of the (non-singular) covariance matrix $\Sigma$, our observation model takes the form

$$y = \Pi^*W\sqrt{\Sigma}x^* + \omega,$$

and the unknown vector is now $\sqrt{\Sigma}x^*$ in the model (1).

**Noise Variables:** The vector $\omega \sim \mathcal{N}(0, \sigma^2 I_n)$ represents uncorrelated noise variables, each of (possibly unknown) variance $\sigma^2$. As will be made clear in the analysis, our assumption that the noise is Gaussian also readily extends to accommodate i.i.d. $\sigma$-sub-Gaussian noise. Additionally, the permutation noise represented by the unknown permutation matrix $\Pi^*$ is arbitrary.

The main recovery criterion addressed in this paper is that of exact permutation recovery, which is formally described below. We also address the problem of approximate permutation recovery.

---

### Exact Permutation Recovery

The problem of exact permutation recovery is to recover $\Pi^*$, and the risk of an estimator is evaluated on the 0-1 loss. More formally, given an estimator of $\Pi^*$ denoted by $\hat{\Pi}$, we evaluate its risk by

$$\Pr(\hat{\Pi} \neq \Pi^*) = \mathbb{E}\left[\mathbb{I}\{\hat{\Pi} \neq \Pi^*\}\right],$$

where the probability in the LHS is taken over the randomness in $y$ induced by both $A$ and $w$.

### Approximate Permutation Recovery

It is reasonable to think that recovering $\Pi^*$ up to some distortion is sufficient for many applications. Such a relaxation of exact permutation recovery allows the estimator to output a $\hat{\Pi}$ such that $\mathbf{d}_\Pi(\hat{\Pi}, \Pi^*) \leq D$, for some distortion $D$ to be specified. The risk of such an estimator is again evaluated on the 0-1 loss of this error metric, given by $\Pr(\mathbf{d}_\Pi(\hat{\Pi}, \Pi^*) \geq D)$, with the probability again taken over both $A$ and $w$. While our results are derived mainly in the context of exact permutation recovery, they can be suitably modified to also yield results for approximate permutation recovery.

We now provide some examples in which the noiseless version of the observation model (1) is identifiable.

### C. Illustrative Examples of the Noiseless Model

In this section, we present two examples to illustrate the problem of permutation recovery and highlight the difference between our signal model and that of Unnikrishnan et al. [5].

**Example 1:** Consider the noiseless case of the observation model (1). Let $v_i, v_i'$ ($i = 1, 2, \ldots, d$) represent i.i.d. continuous random variables, and form the design matrix $A$ by choosing

$$a_{1i} := v_i e_i^T \quad \text{and} \quad a_{2i} := v'_i e_i^T, \quad i = 1, 2, \ldots, d.$$  

Note that $n = 2d$. Now consider our fixed but unknown signal model for $x^*$. Since the permutation is arbitrary, our observations can be thought of as the unordered set $\{v_ix_i^*, v'_ix_i^* \mid i \in [d]\}$. With probability 1, the ratios $r_i := v_i/v_i'$ are distinct for each $i$, and also $v_ix_i^* \neq v'_ix_i^*$ with probability 1, by assumption of a fixed $x^*$. Therefore, there is a one to one correspondence between the ratios $r_i$ and $x_i^*$. All ratios are computable in time $O(n^2)$, and $x^*$ can be exactly recovered. Using this information, we can also exactly recover $\Pi^*$.

**Example 2:** A particular case of this example was already observed by Unnikrishnan et al. [5], but we include it to illustrate the difference between our signal model and the adversarial signal model. Form the fixed design matrix $A$ by including $2^{i-1}$ copies of the vector $e_i$ among its rows. We therefore have $n = \sum_{i=1}^d 2^{i-1} = 2^d - 1$.

Our observations therefore consist of $2^i$-1 repetitions of $x_i^*$ for each $i \in [d]$. The value of $x_i^*$ can therefore be recovered by simply counting the number of times it is repeated, with our choice of the number of repetitions also accounting for cases where $x_i^* = x_j^*$ for some $i \neq j$. Notice that we can now recover any vector $x^*$, even those chosen adversarially with knowledge of the $A$ matrix. Therefore, such a design

---

1Unnikrishnan et al. [5] proposed that $e_i$ be repeated $i$ times, but it is easy to see that this does not ensure recovery of an adversarially chosen $x^*$.
Evidently, there is a sharp phase transition between error and
For illustration, we have plotted the behaviour of the maximum
ensure identifiability. More specifically, defining the ratio
model, we now return to the noisy setting of Section II-B,
compressive sensing [20].
matrix allows for an adversarial signal model, in the flavor of
Having provided examples of the noiseless observation
model, in the flavor of
signal model, in the flavor of
Our main theorems in this section provide necessary and
sufficient conditions under which the probability of error in
exactly recovering the true permutation goes to zero.
In brief, provided that $d$ is sufficiently small, we establish
a threshold phenomenon that characterizes how the signal-to
noise ratio $\text{SNR} := \frac{\|x^*\|_2^2}{\sigma^2}$ must scale relative to $n$ in order to
ensure identifiability. More specifically, defining the ratio
$$\Gamma(n, \text{SNR}) := \frac{\log(1 + \text{SNR})}{\log n},$$
we show that the maximum likelihood estimator recovers the
true permutation with high probability provided $\Gamma(n, \text{SNR}) \gg c$,
where $c$ denotes an absolute constant. Conversely, if
$\Gamma(n, \text{SNR}) \ll c$, then exact permutation recovery is impossible.
For illustration, we have plotted the behaviour of the maximum
likelihood estimator for the case when $d = 1$ in Figure 2.
Evidently, there is a sharp phase transition between error and
exact recovery as the ratio $\Gamma(n, \text{SNR})$ varies from 3 to 5.

Let us now turn to more precise statements of our results.
We first define the maximum likelihood estimator (MLE) as
$$\hat{\Pi}_{\text{ML}}, \hat{x}_{\text{ML}} = \arg \min_{\Pi \in P_n, \exists x \in \mathbb{R}^d} \|y - \Pi A x\|_2.$$ (3)
The following theorem provides an upper bound on the
probability of error of $\hat{\Pi}_{\text{ML}}$, with $(c_1, c_2)$ denoting absolute
constants.

**Theorem 1:** For any $d < n$ and $\epsilon < \sqrt{n}$, if
$$\log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) \geq c_1 \frac{n}{n - d} + \epsilon \log n,$$ (4)
then $\Pr\{\hat{\Pi}_{\text{ML}} \neq \Pi^*\} \leq c_2 n^{-2\epsilon}$.

Theorem 1 provides conditions on the signal-to-noise ratio
$\text{SNR} = \frac{\|x^*\|_2^2}{\sigma^2}$ that are sufficient for permutation recovery
in the non-asymptotic, noisy regime. In contrast, the
results of Unnikrishnan et al. [5] are stated in the limit
$\text{SNR} \to \infty$, without an explicit characterization of the scaling
behavior.

We also note that Theorem 1 holds for all values of $d < n$, whereas the results of Unnikrishnan et al. [5] require $n \geq 2d$
for identifiability of $x^*$ in the noiseless case. Although
the recovery of $\Pi^*$ and $x^*$ are not directly comparable, it is
worth pointing out that the discrepancy also arises due to
the difference between our fixed and unknown signal
model, and the adversarial signal model assumed in the
paper [5].

We now turn to the following converse result, which
complements Theorem 1.

**Theorem 2:** For any $\delta \in (0, 2)$, if
$$2 + \log \left( 1 + \frac{\|x^*\|_2^2}{\sigma^2} \right) \leq (2 - \delta) \log n,$$ (5)
then $\Pr\{\hat{\Pi} \neq \Pi^*\} \geq 1 - c_3 e^{-c_4 n \log d}$ for any estimator $\hat{\Pi}$.

Theorem 2 serves as a “strong converse” for our problem,
since it guarantees that if condition (5) is satisfied, then
the probability of error of any estimator goes to 1 as $n$ goes to
infinity. Indeed, it is proved using the strong converse argument for the Gaussian channel [38], which yields a converse result for any fixed design matrix $A$ (see (15)). It is also worth noting that the converse result of Theorem 2 holds uniformly over $d$.

Taken together, Theorems 1 and 2 provide a crisp character-
ization of the problem when $d \leq pn$ for some fixed $p < 1$. In particular, setting $\epsilon$ and $\delta$ in Theorems 1 and 2 to
be small constants and letting $n$ grow, we recover the
threshold behavior of identifiability in terms of $\Gamma(n, \text{SNR})$ that
was discussed above and illustrated in Figure 2. In the next
section, we find that a similar phenomenon occurs even with
approximate permutation recovery.

When $d$ can be arbitrarily close to $n$, the characterization
obtained using these bounds is no longer sharp. In this regime,
we conjecture that Theorem 1 provides the correct character-
ization of the limits of the problem, and that Theorem 2 can
be sharpened.

**B. Limits of Approximate Permutation Recovery**

The techniques we used to prove results for exact
permutation recovery can be suitably modified to obtain results
for approximate permutation recovery to within a Hamming
distortion $D$. In particular, we show the following converse
result for approximate recovery.
Theorem 3: For any $2 < D \leq n - 1$, if
\[
\log \left(1 + \frac{\|x^*\|_2^2}{\sigma^2}\right) \leq \frac{n - D + 1}{n} \log \left(\frac{n - D + 1}{2\epsilon}\right),
\] then $\Pr(\Delta_H(\hat{\Pi}, \Pi^*) \geq D) \geq 1/2$ for any estimator $\hat{\Pi}$.

Note that for any $D \leq pn$ with $p \in (0, 1)$, Theorems 1 and 3 provide a set of sufficient and necessary conditions for approximate permutation recovery that match up to constant factors. In particular, the necessary condition resembles that for exact permutation recovery, and the same SNR threshold behaviour is seen even here.

Remark 1: The converse results given by Theorem 2 and Theorem 3 hold even when the estimator has exact knowledge of $x^*$.

C. Computational Aspects

In the previous sections, we considered the MLE given by equation (3) and analyzed its statistical properties. However, since equation (3) involves a combinatorial minimization over $n!$ permutations, it is unclear if $\hat{\Pi}_{\text{ML}}$ can be computed efficiently. The following theorem addresses this question.

Theorem 4: For $d = 1$, the MLE $\hat{\Pi}_{\text{ML}}$ can be computed in time $O(n \log n)$ for any choice of the measurement matrix $A$. In contrast, if $d = \Omega(n)$, then $\hat{\Pi}_{\text{ML}}$ is NP-hard to compute.

The second part of the theorem asserts that the algorithmic simplicity enjoyed by the $d = 1$ case does not extend to general $d$. The proof proceeds by a reduction from the NP-complete partition problem. We stress here that the NP-hardness claim holds over worst case input instances. In particular, it does not preclude the possibility that there exists a polynomial time algorithm that solves problem (3) with high probability when $A$ is chosen randomly as in our original setting. In fact, since this paper was posted online, Hsu et al. [23] have proposed an efficient algorithm for the noiseless version of the problem with a random design matrix $A$, by leveraging the connection to the partition (subset-sum) problem. It is also worth noting that the same paper [23] provides a $(1 + \epsilon)$-approximation algorithm for the MLE objective (3) running in time $O\left(\left(\frac{1}{\epsilon}\right)^{O(d)}\right)$.

IV. PROOFS OF MAIN RESULTS

In this section, we prove our main results. Technical details are deferred to the appendices. Throughout the proofs, we assume that $n$ is larger than some universal constant. The case where $n$ is smaller can be handled by changing the constants in our proofs appropriately. We also use the notation $c, c'$ to denote absolute constants that can change from line to line. Technical lemmas used in our proofs are deferred to the appendix.

We begin with the proof of Theorem 1. At a high level, it involves bounding the probability that any fixed permutation is preferred to $\Pi^*$ by the estimator. The analysis requires precise control on the lower tails of $\chi^2$-random variables, and tight bounds on the norms of random variables, for which we use results derived in the context of dimensionality reduction by Dasgupta and Gupta [39].

In order to simplify the exposition, we first consider the case when $d = 1$ in Section IV-A, and later make the necessary modifications for the general case in Section IV-B. In order to understand the technical subtleties, we recommend that the reader fully understand the $d = 1$ case along with the technical lemmas before moving on to the proof of the general case.

A. Proof of Theorem 1: $d = 1$ case

Recall the definition of the maximum likelihood estimator
\[
(\hat{\Pi}_{\text{ML}}, \hat{x}_{\text{ML}}) = \arg\min_{\Pi \in \mathcal{P}_n} \min_{y \in \mathbb{R}^d} \|y - \Pi Ax\|_2^2.
\]
For a fixed permutation matrix $\Pi$, assuming that $A$ has full column rank, the minimizing argument $x$ is simply $(\Pi A)^\top y$, where $X^\top = (X^\top X)^{-1}X^\top$ represents the pseudoinverse of a matrix $X$. By computing the minimum over $x \in \mathbb{R}^d$ in the above equation, we find that the maximum likelihood estimate of the permutation is given by
\[
\hat{\Pi}_{\text{ML}} = \arg\min_{\Pi \in \mathcal{P}_n} \|P_{\Pi}^1 y\|_2^2 - \|P_{\Pi}^0 y\|_2^2.
\]
where $P_{\Pi}^1 = I - \Pi AA^\top \Pi^\top$ denotes the projection onto the orthogonal complement of the column space of $\Pi A$.

For a fixed $\Pi \in \mathcal{P}_n$, define the random variable
\[
\Delta(\Pi, \Pi^*) := \|P_{\Pi}^1 y\|_2^2 - \|P_{\Pi}^0 y\|_2^2.
\]
For any permutation $\Pi$, the estimator (7) prefers the permutation $\Pi$ to $\Pi^*$ if $\Delta(\Pi, \Pi^*) \leq 0$. The overall error event occurs when $\Delta(\Pi, \Pi^*) \leq 0$ for some $\Pi$, meaning that
\[
\{\hat{\Pi}_{\text{ML}} \neq \Pi^*\} = \bigcup_{\Pi \in \mathcal{P}_n \setminus \Pi^*} \{\Delta(\Pi, \Pi^*) \leq 0\}. \tag{9}
\]
Equation (9) holds for any value of $d$. We shortly specialize to the $d = 1$ case. Our strategy for proving Theorem 1 boils down to bounding the probability of each error event in the RHS of equation (9) using the following key lemma, proved in Section V-A.1. Technically speaking, the proof of this lemma contains the meat of the proof of Theorem 1, and the interested reader is encouraged to understand these details before embarking on the proof of the general case. Recall the definition of $d_H(\Pi, \Pi^*)$, the Hamming distance between two permutation matrices.

Lemma 1: For $d = 1$ and any two permutation matrices $\Pi$ and $\Pi^*$, and provided $\frac{\|x^*\|_2^2}{\sigma^2} > 1$, we have
\[
\Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp\left(-\frac{c\sigma^2}{d_H(\Pi, \Pi^*)} \log\left(\frac{\|x^*\|_2^2}{\sigma^2}\right)\right).
\]

We are now ready to prove Theorem 1.

\[\text{An } n \times d \text{ i.i.d. Gaussian random matrix has full column rank with probability 1 as long as } d \leq n\]
Proof of Theorem 1 for \( d = 1 \): Fix \( \epsilon > 0 \) and assume that the following consequence of condition (4) holds:

\[
\begin{align*}
  c \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) & \geq (1 + \epsilon) \log n, \\
\end{align*}
\]

(10)

where \( c \) is the same as in Lemma 1. Now, observe that

\[
\begin{align*}
  \Pr(\hat{\Pi}_{\text{ML}} \neq \Pi^*) & \leq \sum_{\Pi \in \mathcal{P}_n \setminus \Pi^*} \Pr(\Delta(\Pi, \Pi^*) \leq 0) \\
  & \leq \sum_{\Pi \in \mathcal{P}_n \setminus \Pi^*} c' \exp \left( -c \ \text{d}_H(\Pi, \Pi^*) \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) \right) \\
  & \leq c' \sum_{2 \leq k \leq n} n^k \exp \left( -ck \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) \right) \\
  & \leq c' \frac{1}{n^{e(n^2 - 1)}},
\end{align*}
\]

where step (i) follows since \( \# \{ \Pi : \text{d}_H(\Pi, \Pi^*) = k \} \leq n^k \), and step (ii) follows from condition (10). Relabelling the constants in condition (10) proves the theorem. \( \square \)

In the next section, we prove Theorem 1 for the general case.

B. Proof of Theorem 1: Case \( d \in \{2, 3, \ldots, n - 1\} \)

In order to be consistent, we follow the same proof structure as for the \( d = 1 \) case. Recall the definition of \( \Delta(\Pi, \Pi^*) \) from equation (8). We begin with an equivalent of the key lemma to bound the probability of the event \( \{ \Delta(\Pi, \Pi^*) \leq 0 \} \). As in the \( d = 1 \) case, this constitutes the technical core of the result.

Lemma 2: For any \( 1 < d < n \), any two permutation matrices \( \Pi \) and \( \Pi^* \) at Hamming distance \( h \), and provided

\[
\left( \frac{\|x^*\|_2^2}{\sigma^2} \right) n^{-\frac{2n}{n-d}} > \frac{5}{4}, \text{ we have}
\]

\[
\begin{align*}
  \Pr(\Delta(\Pi, \Pi^*) \leq 0) & \leq c' \max \left[ \exp \left( -n \log \frac{n}{2} \right), \right. \\
  & \left. \exp \left( ch \left( \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) - \frac{2n}{n - d} \log n \right) \right) \right].
\end{align*}
\]

(11)

We prove Lemma 2 in Section V-B.1. Taking it as given, we are ready to prove Theorem 1 for the general case.

Proof of Theorem 1, General Case: As before, we use the union bound to prove the theorem. We begin by fixing some \( \epsilon \in (0, \sqrt{n}) \) and assuming that the following consequence of condition (4) holds:

\[
\begin{align*}
  c \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) & \geq (1 + \epsilon + c \frac{2n}{n - d}) \log n. \\
\end{align*}
\]

(12)

Now define \( b(k) := \sum_{\Pi \in \mathcal{P}_n \setminus \Pi^*} \Pr(\Delta(\Pi, \Pi^*) \leq 0) \).

Applying Lemma 2 then yields

\[
\begin{align*}
  \frac{(n-k)!}{n!} b(k) & \leq c' \max \left[ \exp \left( -n \log \frac{n}{2} \right), \right. \\
  & \left. \exp \left( -ck \left( \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) - \frac{2n}{n - d} \log n \right) \right) \right].
\end{align*}
\]

(13)

We upper bound \( b(k) \) by splitting the analysis into two cases.

a) Case 1: If the first term attains the maximum in the RHS of inequality (13), then for all \( 2 \leq k \leq n \), we have

\[
\begin{align*}
  b(k) & \leq c' n! \exp(-n \log n + n \log 2) \\
  & \leq c' e^{\sqrt{n}} \exp(-n \log n + n \log 2 - n + n \log n) \\
  & \leq \frac{c'}{n^{2k+1}},
\end{align*}
\]

where inequality (i) follows from the well-known upper bound 
\( n! \leq e^{\sqrt{n}(\frac{e}{2})^n} \), and inequality (ii) holds since \( \epsilon \in (0, \sqrt{n}) \).

b) Case 2: Alternatively, if the maximum is attained by the second term in the RHS of inequality (13), then we have

\[
\begin{align*}
  b(k) & \leq n^k c' \exp \left( -ck \left( \log \left( \frac{\|x^*\|_2^2}{\sigma^2} \right) - \frac{2n}{n - d} \log n \right) \right) \\
  & \leq c' n^{-ck},
\end{align*}
\]

where step (iii) follows from condition (12).

Combining the two cases, we have

\[
b(k) \leq \max \{c' n^{-ck}, cn^{-2\epsilon-1}\} \leq (c' n^{-ck} + cn^{-2\epsilon-1}) .
\]

The last step is to use the union bound to obtain

\[
\begin{align*}
  \Pr(\hat{\Pi}_{\text{ML}} \neq \Pi^*) & \leq \sum_{2 \leq k \leq n} b(k) \\
  & \leq \sum_{2 \leq k \leq n} (c' n^{-ck} + cn^{-2\epsilon-1}) \\
  & \leq cn^{-2\epsilon},
\end{align*}
\]

(14)

where step (iv) follows by a calculation similar to the one carried out for the \( d = 1 \) case. Relabelling the constants in condition (12) completes the proof. \( \square \)

C. Proof of Theorem 2

We begin by assuming that the design matrix \( A \) is fixed, and that the estimator has knowledge of \( x^* \) a-priori. Note that the latter cannot make the estimation task any easier. In proving this lower bound, we can also assume that the entries of \( Ax^* \) are distinct, since otherwise, perfect permutation recovery is impossible.

Given this setup, we now cast the problem as one of coding over a Gaussian channel. Toward this end, consider the codebook

\[
\mathcal{C} = \{ \Pi_A x^* \ | \ \Pi \in \mathcal{P}_n \}.
\]
We may view \( \Pi Ax^* \) as the codeword corresponding to the permutation \( \Pi \), where each permutation is associated to one of \( n! \) equally likely messages. Note that each codeword has power \( \|Ax^*\|_2^2 \).

The codeword is then sent over a Gaussian channel with noise power equal to \( \sum_{i=1}^{n} \sigma^2 = na^2 \). The decoding problem is to ascertain from the noisy observations which message was sent, or in other words, to identify the correct permutation.

We now use the non-asymptotic strong converse for the Gaussian channel [40]. In particular, using Lemma 11 (see Appendix B-C) with \( R = \frac{\log n!}{n} \) then yields that for any \( \delta' > 0 \), if

\[
\frac{\log n!}{n} > \frac{1 + \delta'}{2} \log \left( 1 + \frac{\|Ax^*\|_2^2}{na^2} \right),
\]

then for any estimator \( \hat{\Pi} \), we have \( \Pr[\hat{\Pi} \neq \Pi] \geq 1 - 2 \cdot 2^{-n\delta'} \).

For the choice \( \delta' = \delta/(2 - \delta) \), we have that if

\[
(2 - \delta) \log \left( \frac{n}{\epsilon} \right) > \log \left( 1 + \frac{\|Ax^*\|_2^2}{na^2} \right), \tag{15}
\]

then \( \Pr[\hat{\Pi} \neq \Pi] \geq 1 - 2 \cdot 2^{-n\delta}/2 \). Note that the only randomness assumed so far was in the noise \( w \) and the random choice of \( \Pi \).

We now specialize the result for the case when \( A \) is Gaussian. Toward that end, define the event

\[
\mathcal{E}(\delta) = \left\{ 1 + \delta \geq \frac{\|Ax^*\|_2^2}{n\|x^*\|_2^2} \right\}.
\]

Conditioned on the event \( \mathcal{E}(\delta) \), it can be verified that condition (5) implies condition (15). We also have

\[
\Pr[\mathcal{E}(\delta)] = 1 - \Pr \left\{ \frac{\|Ax^*\|_2^2}{n\|x^*\|_2^2} > 1 + \delta \right\}. \tag{i} \geq 1 - c' e^{-c n \delta},
\]

where step (i) follows by using the sub-exponential tail bound (see Lemma 9 in Appendix B-B), since \( \frac{\|Ax^*\|_2^2}{n\|x^*\|_2^2} \sim \chi_2^2 \).

Putting together the pieces, we have that provided condition (5) holds,

\[
\Pr[\hat{\Pi} \neq \Pi^*] \geq \Pr[\hat{\Pi} \neq \Pi^* | \mathcal{E}(\delta)] \Pr[\mathcal{E}(\delta)] = (1 - 2 \cdot 2^{-n\delta}/2)(1 - c' e^{-c n \delta}) \geq 1 - c' e^{-c n \delta}.
\]

\[\square\]

\[\begin{align*}
\text{D. Proof of Theorem 3}
\text{We now prove Theorem 3 for approximate permutation recovery. For any estimator } \hat{\Pi}, \text{ we denote by the indicator random variable } &E(\hat{\Pi}, D) \text{ whether or not the } \hat{\Pi} \text{ has acceptable distortion, i.e., } E(\hat{\Pi}, D) = \mathbb{I}[d_H(\hat{\Pi}, \Pi^*) \geq D], \text{ with } E = 1 \text{ representing the error event. For } \Pi^* \text{ picked uniformly at random in } \mathcal{P}_n, \text{ Lemma 6 stated and proved in Section V-C lower bounds the probability of error as:}
\end{align*}\]

\[
\Pr[E(\hat{\Pi}, D) = 1] \geq 1 - \frac{I(\Pi^*; y, A) + \log 2}{\log n! - \log \left( \frac{n}{(n-D+1)} \right)}. \tag{17}
\]

Applying the chain rule for mutual information yields

\[
I(\Pi^*; y, A) = I(\Pi^*; y|A) + I(\Pi^*, A) = I(\Pi^*; y|A) + \mathbb{E}_A \left[ I(\Pi^*; y|A = a) \right], \tag{16}
\]

where step (i) follows since \( \Pi^* \) is chosen independently of \( A \). We now evaluate the mutual information term \( I(\Pi^*; y|A = a) \), which we denote by \( I_a(\Pi^*; y) \). Letting \( H_a(y) = H(y|A = a) \) denote the conditional entropy of \( y \) given a fixed realization of \( A \), we have

\[
I_a(\Pi^*; y) = H_a(y) - H_a(y|\Pi^*) \leq \frac{1}{2} \log \det \mathbb{E} yy^\top - \frac{n}{2} \log \sigma^2, \tag{18}
\]

where the covariance is evaluated with \( A = a \), and in step (ii), we have used two key facts:

(a) Gaussians maximize entropy for a fixed covariance, which bounds the first term, and

(b) For a fixed realization of \( \Pi^* \), the vector \( y \) is composed of \( n \) uncorrelated Gaussians. This leads to an explicit evaluation of the second term.

Now taking expectations over \( A \) and noting that \( \det \mathbb{E} yy^\top \leq \mathbb{E}_{\omega} yy^\top \), we have from the concavity of the log determinant function and Jensen’s inequality that

\[
I(\Pi^*; y|A) = \mathbb{E}_A \left[ I_a(\Pi^*; y) \right] \leq \frac{1}{2} \log \det \mathbb{E} yy^\top - \frac{n}{2} \log \sigma^2, \tag{17}
\]

where the expectation in the last line is now taken over randomness in both \( A \) and \( w \).

Furthermore, using the AM-GM inequality for PSD matrices 

\[\det X \leq \left( \frac{1}{n} \text{tr} X \right)^n,\]

we have that the diagonal entries of the matrix \( \mathbb{E} yy^\top \) are all equal to \( \|x^*\|_2^2 + \sigma^2 \), we obtain

\[
I(\Pi^*; y, A) \leq \frac{n}{2} \log \left( 1 + \frac{\|x^*\|_2^2}{\sigma^2} \right).
\]

Combining the pieces, we now have that

\[
\Pr[E(\hat{\Pi}, D) = 1] \geq 1/2 \text{ if }
\]

\[
n \log \left( 1 + \frac{\|x^*\|_2^2}{\sigma^2} \right) \leq (n - D + 1) \log \left( \frac{n - D + 1}{2e} \right), \tag{18}
\]

which completes the proof. \[\square\]

\[\begin{align*}
\text{E. Proofs of Computational Aspects}
\text{In this section, we prove Theorem 4 by providing an efficient algorithm for the } d = 1 \text{ case and showing NP-hardness for the } d > 1 \text{ case.}
\end{align*}\]

1) Proof of Theorem 4: \( d = 1 \) Case: In order to prove the theorem, we need to show an algorithm that performs the optimization (7) efficiently. Accordingly, note that for the case when \( d = 1 \), equation (7) can be rewritten as

\[
\hat{\Pi}_{ML} = \arg \max_{\Pi} \left\{ \|a_{\Pi}^\top y\|^2 \right\} = \arg \max_{\Pi} \left\{ a_{\Pi}^\top y, -a_{\Pi}^\top y \right\} = \arg \min_{\Pi} \left\{ \|a_{\Pi} - y\|_2^2, \|a_{\Pi} + y\|_2^2 \right\}. \tag{19}
\]
where the last step follows since $2a^T \Pi y = \|a\|^2 + \|y\|^2 - \|a - y\|^2$, and since the first two terms do not involve optimizing over $\Pi$.

Once the optimization problem has been written in the form (19), it is easy to see that it can be solved in polynomial time. In particular, using the fact that for fixed vectors $p$ and $q$, $\|p - q\|$ is minimized for $\Pi$ that sorts $p$ according to the order of $q$, we see that Algorithm 1 computes $\hat{\Pi}_{\text{ML}}$ exactly. This is a classical result [41] known as the rearrangement inequality (see, e.g., [2, Example 2]).

**Algorithm 1** Exact Algorithm for Implementing Equation (7) for the Case When $d = 1$

**Input:** design matrix (vector) $a$, observation vector $y$

1. $\Pi_1 \leftarrow$ permutation that sorts $a$ according to $y$
2. $\Pi_2 \leftarrow$ permutation that sorts $-a$ according to $y$
3. $\hat{\Pi}_{\text{ML}} \leftarrow \arg\max\{|a^T_1 y|, |a^T_2 y|\}$

**Output:** $\hat{\Pi}_{\text{ML}}$

The procedure defined by Algorithm 1 is clearly the correct thing to do in the noiseless case: in this case, $x^*$ is a scalar value that scales the entries of $a$, and so the correct permutation can be identified by a simple sorting operation. Two such operations suffice, one to account for when $x^*$ is positive and one more for when it is negative. Since each sort operation takes $O(n\log n)$ steps, Algorithm 1 can be executed in nearly linear time.

2) **Proof of Theorem 4: NP-Hardness:** In this section, we show that given a vector pair matrix $(y, A) \in \mathbb{R}^n \times \mathbb{R}^{n \times d}$, it is NP-hard to determine whether the equation $y = \Pi A x$ has a solution for a permutation matrix $\Pi \in \mathcal{P}_n$ and vector $x \in \mathbb{R}^d$. Clearly, this is sufficient to show that the problem (3) is NP-hard to solve in the case when $A$ and $y$ are arbitrary.

Our proof involves a reduction from the PARTITION problem, the decision version of which is defined as the following.

**Definition 1 (PARTITION):** Given $d$ integers $b_1, b_2, \ldots, b_d$, does there exist a subset $S \subset [d]$ such that

$$\sum_{i \in S} b_i = \sum_{i \in [d] \setminus S} b_i?$$

It is well known [43] that PARTITION is NP-complete. Also note that asking whether or not equation (1) has a solution $(\Pi, x)$ is equivalent to determining whether or not there exists a permutation $\pi$ and a vector $x$ such that $y_\pi = Ax$ has a solution. We are now ready to prove the theorem.

Given an instance $b_1, \ldots, b_d$ of PARTITION, define a vector $y \in \mathbb{Z}^{2d + 1}$ with entries

$$y_i := \begin{cases} b_i, & \text{if } i \in [d] \\ 0, & \text{otherwise.} \end{cases}$$

Also define the $2d + 1 \times 2d$ matrix

$$A := \begin{bmatrix} I_{2d} & 0_d \\ 0_d & -I_d \end{bmatrix}. \quad (20)$$

Clearly, the pair $(y, A)$ can be constructed from $b_1, \ldots, b_d$ in time polynomial in $n = 2d + 1$. We now claim that $y_\pi = Ax$ has a solution $(\Pi, x)$ if and only if there exists a subset $S \subset [d]$ such that $\sum_{i \in S} b_i = \sum_{i \in [d] \setminus S} b_i$.

By converting to row echelon form, we see that $y_\pi = Ax$ if and only if

$$\sum_{i \in S} y_{\pi(i)} = \sum_{i \in [d] \setminus S} y_{\pi(i)}, \quad (21a)$$

and equation (20) holds, by construction, if and only if for $S = \{i \mid \pi(i) \leq d\} \cap [d]$, we have

$$\sum_{i \in S} b_i = \sum_{i \in [d] \setminus S} b_i. \quad (21b)$$

This completes the proof. $\Box$

V. DISCUSSION

We analyzed the problem of exact permutation recovery in the linear regression model, and provided necessary and sufficient conditions that are tight in most regimes of $n$ and $d$. We also provided a converse for the problem of approximate permutation recovery to within some Hamming distortion. It is still an open problem to characterize the fundamental limits of exact and approximate permutation recovery for all regimes of $n$, $d$ and the allowable distortion $D$. In the context of exact permutation recovery, we believe that the limit suggested by Theorem 1 is tight for all regimes of $n$ and $d$, but showing this will likely require a different technique. In particular, as pointed out in Remark 1, all of our lower bounds assume that the estimator is provided with $x^*$ as side information; it is an interesting question as to whether stronger lower bounds can be obtained without this side information.

On the computational front, many open questions remain. The primary question concerns the design of computationally efficient estimators that succeed in similar SNR regimes. We have already shown that the maximum likelihood estimator, while being statistically optimal for moderate $d$, is computationally hard to evaluate in the worst case. Showing a corresponding hardness result for random $A$ with noise is also an open problem. Finally, while this paper mainly addresses the problem of permutation recovery, the complementary problem of recovering $x^*$ is also interesting, and we plan to investigate its fundamental limits in future work.

APPENDIX A

**Proofs of Technical Lemmas**

In this section, we provide statements and proofs of the technical lemmas used in the proofs of our main theorems.

A. Supporting Proofs for Theorem 1: $d = 1$ Case

We provide a proof of Lemma 1 in this section; see Section IV-A for the proof of Theorem 1 (case $d = 1$) given Lemma 1. We begin by restating the lemma for convenience.

1) **Proof of Lemma 1:** Before the proof, we establish notation. For each $\delta > 0$, define the events

$$F_1(\delta) = \left\{ \| P^{\perp}_{\Pi} y \|_2^2 - \| P^{\perp}_{\Pi} w \|_2^2 \geq \delta \right\}, \quad (21a)$$

$$F_2(\delta) = \left\{ \| P^{\perp}_{\Pi} y \|_2^2 - \| P^{\perp}_{\Pi} w \|_2^2 \leq 2\delta \right\}. \quad (21b)$$
Evidently,
\[ \{ \Delta(\Pi, \Pi^*) \leq 0 \} \subseteq F_1(\delta) \cup F_2(\delta). \] (22)

Indeed, if neither \( F_1(\delta) \) nor \( F_2(\delta) \) occurs
\[ \Delta(\Pi, \Pi^*) = \left( \| P_{\Pi^*}^{-1} y \|_2^2 - \| P_{\Pi^*}^{-1} w \|_2^2 \right) - \left( \| P_{\Pi}^{-1} y \|_2^2 - \| P_{\Pi}^{-1} w \|_2^2 \right) \\
> 2\delta - \delta \\
= \delta. \]

Thus, to prove Lemma 1, we shall bound the probability of the two events \( F_1(\delta) \) and \( F_2(\delta) \) individually, and then invoke the union bound. Note that inequality (22) holds for all values of \( \delta > 0 \); it is convenient to choose \( \delta^* = \frac{1}{3} \| P_{\Pi}^{-1} P_{\Pi^*} A x^+ \|_2^2 \). With this choice, the following lemma bounds the probabilities of the individual events over randomness in \( w \) conditioned on a given \( A \). Its proof is postponed to the end of the section.

**Lemma 3:** For any \( \delta > 0 \) and with \( \delta^* = \frac{1}{3} \| P_{\Pi}^{-1} P_{\Pi^*} A x^+ \|_2^2 \), we have
\[ \Pr_w[F_1(\delta^*)] \leq c' \exp\left(-c \frac{\delta}{\sigma^2}\right), \quad \text{(23a)} \]
\[ \Pr_w[F_2(\delta^*)] \leq c' \exp\left(-c \frac{\delta^*}{\sigma^2}\right). \quad \text{(23b)} \]

The next lemma, proved in Section V-A.3, is needed in order to incorporate the randomness in \( A \) into the required tail bound. It is convenient to introduce the shorthand \( T_{\Pi} := \| P_{\Pi}^{-1} P_{\Pi^*} A x^+ \|_2^2 \).

**Lemma 4:** For \( d = 1 \) and any two permutation matrices \( \Pi \) and \( \Pi^* \) at Hamming distance \( h \), we have
\[ \Pr_A[T_{\Pi} \leq t \| x^+ \|_2^2] \leq 6 \exp\left( -\frac{h}{10} \left[ \log \frac{h}{t} + \frac{t}{h} - 1 \right] \right) \]
\[ \text{for all } t \in [0, h]. \] (24)

We now have all the ingredients to prove Lemma 1.

**Proof of Lemma 1:** Applying Lemma 3 and using the union bound yields
\[ \Pr_w[\Delta(\Pi, \Pi^*) \leq 0] \leq \Pr_w[F_1(\delta^*)] + \Pr_w[F_2(\delta^*)] \leq c' \exp\left(-c \frac{T_{\Pi}}{\sigma^2}\right). \] (25)

Combining bound (25) with Lemma 4 yields
\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp\left(-c \frac{\| x^+ \|_2^2}{\sigma^2}\right) \Pr_A[T_{\Pi} \geq t \| x^+ \|_2^2] \\
+ \Pr_A[T_{\Pi} \leq t \| x^+ \|_2^2] \leq c' \exp\left(-c \frac{\| x^+ \|_2^2}{\sigma^2}\right) \\
+ 6 \exp\left( -\frac{h}{10} \left[ \log \frac{h}{t} + \frac{t}{h} - 1 \right] \right), \] (26)

where the last inequality holds provided that \( t \in [0, h] \), and the probability in the LHS is now taken over randomness in both \( w \) and \( A \).

Using the shorthand \( \text{snr} := \| x^+ \|_2^2 / \sigma^2 \), setting \( t = h \log \text{snr} / \text{snr} \), and noting that \( t \in [0, h] \) since \( \text{snr} > 1 \), we have
\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp\left(-c h \log \text{snr} \right) \]
\[ + 6 \exp\left( -\frac{h}{10} \left[ \log \frac{\text{snr}}{\log \text{snr}} + \frac{\log \text{snr} \cdot \text{snr}}{\text{snr}} - 1 \right] \right). \]

It is easily verified that for all \( \text{snr} > 1 \), we have
\[ \log \left( \frac{\text{snr}}{\log \text{snr}} \right) + \frac{\log \text{snr} \cdot \text{snr}}{\text{snr}} - 1 > \frac{\log \text{snr}}{4}. \] (27)

Hence, after substituting for \( \text{snr} \), we have
\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp\left(-c h \log \left( \frac{\| x^+ \|_2^2}{\sigma^2} \right) \right). \] (28)

\[ \square \]

2) **Proof of Lemma 3:** We prove each claim of the lemma separately.

**a) Proof of claim (23a):** To start, note that by definition of the linear model, we have \( \| P_{\Pi^*} y \|_2^2 = \| P_{\Pi^*} w \|_2^2 \). Letting \( Z_\ell \) denote a \( \chi^2 \) random variable with \( \ell \) degrees of freedom, we claim that
\[ \| P_{\Pi^*} w \|_2^2 - \| P_{\Pi^*} w \|_2^2 = Z_k - \tilde{Z}_k, \]
where \( k := \min(d, d_{\Pi}(\Pi, \Pi^*)) \).

For the rest of the proof, we adopt the shorthand \( \Pi' := \text{range}(\Pi^*) \ \setminus \ \text{range}(\Pi A) \), and \( \Pi' := \text{range}(\Pi) \ \setminus \ \text{range}(\Pi A) \). Now, by the Pythagorean theorem, we have
\[ \| P_{\Pi^*} w \|_2^2 - \| P_{\Pi^*} w \|_2^2 = \| P_{\Pi} w \|_2^2 - \| P_{\Pi^*} w \|_2^2. \]

Splitting it up further, we can then write
\[ \| P_{\Pi} w \|_2^2 = \| P_{\Pi} P_{\Pi^*} - P_{\Pi^*} w \|_2^2 + \| (P_{\Pi} - P_{\Pi^*}) w \|_2^2, \]
where we have used the fact that \( P_{\Pi} P_{\Pi^*} = P_{\Pi^*} P_{\Pi} \).

Similarly for the second term, we have \( \| P_{\Pi} w \|_2^2 = \| P_{\Pi^*} - P_{\Pi^*} w \|_2^2 + \| (P_{\Pi^*} - P_{\Pi}) w \|_2^2 \), and hence,
\[ \| P_{\Pi} w \|_2^2 - \| P_{\Pi^*} w \|_2^2 = \| (P_{\Pi} - P_{\Pi^*}) w \|_2^2 - \| (P_{\Pi^*} - P_{\Pi}) w \|_2^2. \]

Now each of the two projection matrices above has rank\(^{3}\) \( \dim(\Pi \ \setminus \ \Pi^*) = k \), which completes the proof of the claim. To prove the lemma, note that for any \( \delta > 0 \), we can write
\[ \Pr[F_1(\delta^*)] \leq \Pr[|Z_k - k| \geq \delta/2] + \Pr[|\tilde{Z}_k - k| \geq \delta/2]. \]

Using the sub-exponential tail-bound on \( \chi^2 \) random variables (see Lemma 9 in Appendix B-B) completes the proof.  \[ \square \]

\(^{3}\) With probability 1
b) Proof of claim (23b): We begin by writing

\[
\Pr_w(\mathcal{F}_2(\delta)) = \Pr_w\left(\frac{\|P_{\Pi}^\perp \Pi^* A x^+\|^2 + 2(P_{\Pi}^\perp \Pi^* A x^+, P_{\Pi}^\perp w)}{R(A, w)} \leq 2\delta \right).
\]

We see that conditioned on \( A \), the random variable \( R(A, w) \) is distributed as \( \mathcal{N}(T_{\Pi}, 4\sigma^2 T_{\Pi}) \), where we have used the shorthand \( T_{\Pi} := \|P_{\Pi}^\perp \Pi^* A x^+\|^2 \).

So applying standard Gaussian tail bounds (see, for example, Boucheron et al. [44]), we have

\[
\Pr_w(\mathcal{F}_2(\delta)) \leq \exp\left(-\frac{(T_{\Pi} - 2\delta)^2}{8\sigma^2 T_{\Pi}}\right).
\]

Setting \( \delta = \delta^* := \frac{1}{4} T_{\Pi} \) completes the proof. \( \square \)

3) Proof of Lemma 4: In the case \( d = 1 \), the matrix \( A \) is composed of a single vector \( a \in \mathbb{R}^n \). Recalling the random variable \( T_{\Pi} = \|P_{\Pi}^\perp \Pi^* A x^+\|^2 \), we have

\[
T_{\Pi} = (x^+)^2 \left(\|a\|^2 - \frac{1}{\|a\|^2} (a, a)\right)
\]

\[
\geq (x^+)^2 \left(\|a\|^2 - \|a\|^2\right)
\]

\[
= \frac{\|(a - \Pi a\)\|^2_2 \|a + \Pi a\|^2_2}{2},
\]

where step (i) follows from the Cauchy-Schwarz inequality. Applying the union bound then yields

\[
\Pr(T_{\Pi} \leq t(x^+)^2) \leq \Pr(\|a - \Pi a\|^2_2 \leq 2t) + \Pr(\|a + \Pi a\|^2_2 \leq 2t).
\]

Let \( Z_{\ell} \) and \( \tilde{Z}_{\ell} \) denote (not necessarily independent) \( \chi^2 \) random variables with \( \ell \) degrees of freedom. We split the analysis into two cases.

a) Case \( h \geq 3 \): Lemma 7 from Appendix B-A guarantees that

\[
\frac{\|(a - \Pi a\)\|^2_2}{2} \leq Z_{h_1} + Z_{h_2} + Z_{h_3}, \quad \text{and}
\]

\[
\frac{\|a + \Pi a\|^2_2}{2} \leq \tilde{Z}_{h_1} + \tilde{Z}_{h_2} + \tilde{Z}_{h_3} + \tilde{Z}_{n-h},
\]

where \( \frac{d}{2} \) denotes equality in distribution and \( h_1, h_2, h_3 \geq \frac{h}{3} \) with \( h_1 + h_2 + h_3 = h \). An application of the union bound then yields

\[
\Pr(\|a - \Pi a\|^2_2 \leq 2t) \leq 3 \sum_{i=1}^3 \Pr(Z_{h_i} \leq t h_i)
\]

Similarly, provided that \( h \geq 3 \), we have

\[
\Pr(\|a + \Pi a\|^2_2 \leq 2t) \leq \sum_{i=1}^3 \Pr(\tilde{Z}_{h_i} \leq t h_i)
\]

where inequality (ii) follows from the non-negativity of \( Z_{n-h} \), and the monotonicity of the CDF; and inequality (iii) from the union bound. Finally, bounds on the lower tails of \( \chi^2 \) random variables (see Lemma 8 in Appendix B-B) yield

\[
\Pr \left( Z_{h_i} \leq t \frac{h_i}{h} \right) = \Pr \left( Z_{h_i} \leq t \frac{h_i}{h} \right)
\]

\[
\leq \left( \frac{t}{h} \exp \left( 1 - \frac{t}{h} \right) \right)^{h_i/2}
\]

\[
\leq \left( \frac{t}{h} \exp \left( 1 - \frac{t}{h} \right) \right)^{h/10}
\]

Here, inequality (iv) is valid provided \( \frac{h_i}{h} \leq h_i \), or equivalently, if \( t \leq h \), whereas inequality (v) follows since \( h_i \geq h/5 \) and the function \( x e^{1-x} \in [0, 1] \) for all \( x \in [0, 1] \). Combining the pieces proves Lemma 4 for \( h \geq 3 \).

b) Case \( h = 2 \): In this case, we have

\[
\frac{\|a - \Pi a\|^2_2}{2} \leq 2 Z_1, \quad \text{and} \quad \frac{\|a + \Pi a\|^2_2}{2} \leq 2 \tilde{Z}_1 + \tilde{Z}_{n-2}.
\]

Proceeding as before by applying the union bound and Lemma 8, we have that for \( t \leq 2 \), the random variable \( T_{\Pi} \) obeys the tail bound

\[
\Pr(T_{\Pi} \leq t(x^+)^2) \leq 2 \left( \frac{t}{2} \exp \left( 1 - \frac{t}{2} \right) \right)^{1/2}
\]

\[
\leq 6 \left( \frac{t}{h} \exp \left( 1 - \frac{t}{h} \right) \right)^{h/10}, \quad \text{for } h = 2.
\]

\( \square \)

B. Supporting Proofs for Theorem 1: \( d > 1 \) Case

We now provide a proof of Lemma 2. See Section IV-B for the proof of Theorem 1 (case \( d > 1 \)) given Lemma 2. We begin by restating the lemma for convenience.

1) Proof of Lemma 2: The first part of the proof is exactly the same as that of Lemma 1. In particular, Lemma 3 applies without modification to yield a bound identical to the inequality (25), given by

\[
\Pr_w(\Delta(\Pi, \Pi^* \leq 0) \leq c^* \exp \left(-c T_{\Pi} \right)),
\]

where \( T_{\Pi} = \|P_{\Pi}^\perp \Pi^* A x^+\|^2 \), as before.

The major difference from the \( d = 1 \) case is the random variable \( T_{\Pi} \). Accordingly, we state the following parallel lemma to Lemma 4.

Lemma 5: For \( 1 < d < n \), any two permutation matrices \( \Pi \) and \( \Pi^* \) at Hamming distance \( h \), and \( t \leq h n^{-\frac{1}{2}} \), we have

\[
\Pr_{\Pi}(T_{\Pi} \leq \|x^+\|^2_2) \leq 2 \max \{T_1, T_2\},
\]

where

\[
T_1 = \exp \left(-n \log\frac{n}{\delta} \right), \quad \text{and}
\]

\[
T_2 = 6 \exp \left( -\frac{h}{10} \left[ \log \left( \frac{h}{tn^{-\frac{1}{2}}} \right) + \frac{\frac{2n}{h}}{h - 1} \right] \right).
\]

The proof of Lemma 5 appears in Section V-B.2. We are now ready to prove Lemma 2.

Proof of Lemma 2: We prove Lemma 2 from Lemma 5 and equation (30) by an argument similar to the one before.
In particular, in a similar vein to the steps leading up to equation (26), we have

\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp(-c \frac{t^* \|x^*\|_2^3}{\sigma^2}) + \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2). \]  

(32)

We now use the shorthand \( \text{snr} := \frac{\|x^*\|_2^2}{\sigma^2} \) and let \( t^* = \frac{\log(\text{snr} n^{-\frac{2\alpha}{d}})}{h} \). Noting that \( \text{snr} \cdot n^{-\frac{2\alpha}{d}} > 5/4 \) yields \( t^* \leq h n^{-\frac{2\alpha}{d}} \), we set \( t = t^* \) in inequality (32) to obtain

\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp(-c \log \text{snr} n^{-\frac{2\alpha}{d}}) + \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2). \]  

(33)

Since \( \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2) \) can be bounded by a maximum of two terms (31), we now split the analysis into two cases depending on which term attains the maximum.

**a) Case 1:** First, suppose that the second term attains the maximum in inequality (31), i.e., \( \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2) \leq 12 \exp\left(-\frac{h}{10} \left[ \log\left(\frac{h}{\text{snr} n^{-\frac{2\alpha}{d}}} \right) + \frac{\log(\text{snr} n^{-\frac{2\alpha}{d}})}{n} \right] \right) \).

Substituting for \( t^* \), we have

\[ \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2) \leq 12 \exp\left(-\frac{h}{10} \left[ \log\left(\frac{h}{\text{snr} n^{-\frac{2\alpha}{d}}} \right) + \frac{\log(\text{snr} n^{-\frac{2\alpha}{d}})}{n} \right] \right) \cdot \exp\left(-\frac{h}{10} \left[ \log\left(\frac{\text{snr} n^{-\frac{2\alpha}{d}}}{n^{-\frac{2\alpha}{d}}} \right) - 1 \right] \right). \]

We have \( \text{snr} \cdot n^{-\frac{2\alpha}{d}} > \frac{5}{4} \), a condition which leads to the following pair of easily verifiable inequalities:

\[ \log\left(\frac{\text{snr} \cdot n^{-\frac{2\alpha}{d}}}{\log(\text{snr} \cdot n^{-\frac{2\alpha}{d}})} \right) + \log\left(\frac{\text{snr} \cdot n^{-\frac{2\alpha}{d}}}{\text{snr} \cdot n^{-\frac{2\alpha}{d}}} \right) - 1 \geq \frac{\log\left(\text{snr} \cdot n^{-\frac{2\alpha}{d}}\right)}{4}, \]

(34a)

\[ \log\left(\frac{\text{snr} \cdot n^{-\frac{2\alpha}{d}}}{\log(\text{snr} \cdot n^{-\frac{2\alpha}{d}})} \right) + \log\left(\frac{\text{snr} \cdot n^{-\frac{2\alpha}{d}}}{\text{snr} \cdot n^{-\frac{2\alpha}{d}}} \right) - 1 \leq 5 \log\left(\frac{\text{snr} \cdot n^{-\frac{2\alpha}{d}}}{\text{snr} \cdot n^{-\frac{2\alpha}{d}}} \right). \]

(34b)

Using inequality (34a), we have

\[ \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2) \leq 12 \exp\left(-c \log \text{snr} n^{-\frac{2\alpha}{d}}\right). \]  

(35)

Inequality (34b) will be useful in the second case to follow. Now using inequalities (35) and (33) together yields

\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp\left(-c \log \text{snr} n^{-\frac{2\alpha}{d}}\right). \]  

(36)

It remains to handle the second case.

**b) Case 2:** Suppose now that \( \Pr_A(T_{\Pi} \leq t^* \|x^*\|_2^2) \leq 2 \exp\left(-n \log\frac{n}{2}\right) \), i.e., that the first term in RHS of inequality (31) attains the maximum when \( t = t^* \). In this case, we have

\[ \exp\left(-n \log\frac{n}{2}\right) \geq 6 \exp\left(-\frac{h}{10} \left[ \log\left(\frac{h}{t^* n^{-\frac{2\alpha}{d}}} \right) + \frac{t^* n^{-\frac{2\alpha}{d}}}{h} - 1 \right] \right) \]

\[ \geq c' \exp\left(-c \log \text{snr} \cdot n^{-\frac{2\alpha}{d}}\right) \],

where step (i) follows from the right inequality (34b). Now substituting into inequality (33), we have

\[ \Pr[\Delta(\Pi, \Pi^*) \leq 0] \leq c' \exp\left(-c \log \text{snr} \cdot n^{-\frac{2\alpha}{d}}\right) + 2 \exp\left(-n \log\frac{n}{2}\right) \]

\[ \leq c' \exp\left(-n \log\frac{n}{2}\right). \]  

(37)

Combining equations (36) and (37) completes the proof of Lemma 2. 

2) **Proof of Lemma 5:** We begin by reducing the problem to the case \( x^* = e_1 \|x^*\|_2 \). where \( e_1 \) represents the first standard basis vector in \( \mathbb{R}^d \). In particular, if \( Wx^* = e_1 \|x^*\|_2 \) for a \( d \times d \) unitary matrix \( W \) and writing \( A = AW \), we have by rotation invariance of the Gaussian distribution that the entries of \( A \) are distributed as i.i.d. standard Gaussians. It can be verified that \( T_{\Pi} = \|I - \Pi \lambda \|_2 \). \( \|e_i \|_2 \|x^*\|_2 \), since \( A = A \), the reduction is complete.

In order to keep the notation uncluttered, we denote the first column of \( A \) by \( a \). We also denote the span of the first column of \( \Pi A \) by \( S_1 \) and that of the last \( d-1 \) columns of \( \Pi A \) by \( S_{d-1} \). Denote their respective orthogonal complements by \( S_1^\perp \) and \( S_{d-1}^\perp \). We then have

\[ T_{\Pi} = \|x^*\|_2 \|P_{S_{d-1}^\perp} a\|_2^2 \]

\[ = \|x^*\|_2 \|P_{S_{d-1}^\perp} S_{d-1}^\perp a\|_2^2 \]

\[ = \|x^*\|_2^2 \|P_{S_{d-1}^\perp} P_{S_{d-1}^\perp} a\|_2^2. \]

We now condition on \( a \). Consequently, the subspace \( S_1^\perp \) is a fixed \((n-1)\)-dimensional subspace. Additionally, \( S_{d-1}^\perp \cap S_1^\perp \) is the intersection of a uniformly random \((n-(d-1))\)-dimensional subspace with a fixed \((n-1)\)-dimensional subspace, and is therefore uniformly random \((n-(d-1))\)-dimensional subspace within \( S_1^\perp \). Writing \( u = \frac{P_{S_{d-1}^\perp} a}{\|P_{S_{d-1}^\perp} a\|_2} \), we have

\[ T_{\Pi} \leq \|x^*\|_2 \|P_{S_{d-1}^\perp} S_{d-1}^\perp u\|_2^2 \|P_{S_{d-1}^\perp} a\|_2^2. \]

Now since \( u \in S_1^\perp \), note that \( \|P_{S_{d-1}^\perp} S_{d-1}^\perp u\|_2^2 \) is the squared length of a projection of an \((n-1)\)-dimensional unit vector onto a uniformly chosen \((n-d)\)-dimensional subspace. In other words, denoting a uniformly random projection from \( m \) dimensions to \( k \) dimensions by \( P_k \) and noting that \( u \) is a unit vector, we have

\[ \|P_{S_{d-1}^\perp} S_{d-1}^\perp u\|_2^2 \leq \|P_{S_{d-1}^\perp} S_{d-1}^\perp u\|_2^2 \|P_{S_{d-1}^\perp} a\|_2^2 \]

\[ \leq 1 - \|P_{S_{d-1}^\perp} a\|_2^2. \]
where \( v_1 \) represents a fixed standard basis vector in \( n - 1 \) dimensions. The quantities \( P_{n-1}^a \) and \( P_{n-1}^d \) are projections onto orthogonal subspaces, and step (i) is a consequence of the Pythagorean theorem.

Now removing the conditioning on \( a \), we see that the term for \( d > 1 \) can be lower bounded by the corresponding \( T_{H} \) for \( d = 1 \), but scaled by a random factor – the norm of a random projection. Using \( T_{H}^1 := \|P_d^1 a\|_2 \|\hat{x}\|_2^2 \) to denote \( T_{H} \) when \( d = 1 \), we have

\[
T_{H} = (1 - X_{d=1} - T_{H}^1, \quad (38)
\]

where we have introduced the shorthand \( X_{d=1} = \|P_d^1 v_1\|_2^2 \).

We first handle the random projection term in equation (38) using Lemma 10 in Appendix B-B. In particular, substituting \( \beta = (1 - z) \frac{n - d}{d} \) in inequality (47) yields

\[
\Pr[1 - X_{d=1} - z] \leq \left( \frac{n - 1}{d - 1} \right)^{d-1/2} \left( \frac{z(n - 1)}{n - d} \right)^{(n-d)/2}
\]

\[
= \left( \frac{n - 1}{d - 1} \right)^{d-1/2} \left( \frac{z}{n - d} \right)^{(n-d)/2}
\]

\[
= \left( \frac{n - 1}{d - 1} \right)^{d-1/2} \left( \frac{z}{n - d} \right)^{(n-d)/2}
\]

\[
= 2^{n-1} \frac{n - d}{n - 1},
\]

where in steps (i) and (ii), we have used the standard inequality \( 2^n \geq \binom{n}{d} \geq \binom{n-1}{d-1} \). Now setting \( z = \frac{n - d}{n - d} \), which ensures that \( (1 - z) \frac{n - d}{d} > 1 \) for all \( d < n \) and large enough \( n \), we have

\[
\Pr[1 - X_{d=1} - z] \leq \exp \left( -n \log \frac{n}{d} \right). \quad (39)
\]

Applying the union bound then yields

\[
\Pr[T_{H} \leq \|x\|_2^2]
\]

\[
\leq \Pr[1 - X_{d=1} - z] + \Pr[T_{H}^1 \leq t \|x\|_2^2]. \quad (40)
\]

We have already computed an upper bound on \( \Pr[T_{H}^1 \leq t \|x\|_2^2] \) in Lemma 4. Applying it yields that provided \( t \leq \ln \frac{n}{\frac{4^2}{d}} \), we have

\[
\Pr[T_{H}^1 \leq t \|x\|_2^2]
\]

\[
\leq \left( \frac{2^{n-2}}{n} \exp \left( 1 - \frac{tn^{2n}}{h} \right) \right)^{h/10}. \quad (41)
\]

Combining equations (41) and (39) with the union bound (40) and performing some algebraic manipulation then completes the proof of Lemma 5. \( \square \)

C. Supporting Proofs for Theorem 3

The following technical lemma was used in the proof of Theorem 3, and we recall the setting for convenience. For any estimator \( \hat{\Pi} \), we denote by the indicator random variable \( E(\hat{\Pi}, D) \) whether or not the \( \hat{\Pi} \) has acceptable distortion, i.e., \( E(\hat{\Pi}, D) = \|d_0(\hat{\Pi}, \Pi^\ast) \geq D \) with \( E = 1 \) representing the error event. Assume \( \Pi^* \) is picked uniformly at random in \( \mathcal{P}_n \).

**Lemma 6**: The probability of error is lower bounded as

\[
\Pr[E(\hat{\Pi}, D) = 1] \geq 1 - \frac{I(\Pi^*; y, A) + \log 2}{\log n! - \log \left( \frac{n!}{(n-D+1)!} \right)}. \quad (42)
\]

**Proof of Lemma 6**: We use the shorthand \( E := E(\hat{\Pi}, D) \) in this proof to simplify notation. Proceeding by the usual proof of Fano’s inequality, we begin by expanding \( H(E, \Pi^*; y, A = a, \Pi) \) in two ways:

\[
H(E, \Pi^*; y, A, \Pi) = H(\Pi^*; y, A, \Pi) + H(E; \Pi^*; y, A, \Pi) \quad (43a)
\]

\[
= H(E; y, A, \Pi) + H(\Pi^*; E; y, A, \Pi). \quad (43b)
\]

Since \( \Pi^* \rightarrow (y, A) \rightarrow \Pi \) forms a Markov chain, we have \( H(\Pi^*; y, A, \Pi) = H(\Pi^*; y, A) \). Non-entropy of negativity yields \( H(\Pi^*; y, A, \Pi) \geq 0 \). Since conditioning cannot increase entropy, we have \( H(E; y, A, \Pi) \leq H(E) \leq \log 2 \), and \( H(\Pi^*; E; y, A, \Pi) \leq H(\Pi^*; E, \Pi) \). Combining all of this with the pair of equations (43) yields

\[
H(\Pi^*; y, A)
\]

\[
\leq H(\Pi^*; E, \Pi) + \log 2
\]

\[
= Pr[E = 1] H(\Pi^*; E = 1, \Pi)
\]

\[
+ (1 - Pr[E = 1]) H(\Pi^*; E = 0, \Pi) + \log 2. \quad (44)
\]

We now use the fact that uniform distributions maximize entropy to bound the two terms as \( H(\Pi^*; E = 1, \Pi) \leq H(\Pi^*; \log n! \), and \( H(\Pi^*; E = 0, \Pi) \leq \log \left( \frac{n!}{n-d+1} \right) \), where the last inequality follows since \( E = 0 \) reveals that \( \Pi^* \) is within a Hamming ball of radius \( D - 1 \) around \( \Pi \), and the cardinality of that Hamming ball is \( \frac{n!}{(n-D+1)!} \).

Substituting back into inequality (44) yields

\[
Pr[E = 1] \left( \log n! - \log \left( \frac{n!}{(n-D+1)!} \right) \right) + H(\Pi^*)
\]

\[
\geq H(\Pi^*; y, A) - \log 2 - \log \left( \frac{n!}{(n-D+1)!} \right) + \log n!,
\]

where we have added the term \( H(\Pi^*; y, A) \) to both sides. Simplifying then yields inequality (42). \( \square \)

**Appendix B**

**Auxiliary Results**

In this section, we prove a preliminary lemma about permutations that is useful in many of our proofs. We also derive tight bounds on the lower tails of \( \chi^2 \)-random variables and state an existing result on tail bounds for random projections.

D. Independent Sets of Permutations

In this section, we prove a combinatorial lemma about permutations. Given a Gaussian random vector \( Z \in \mathbb{R}^n \), we use this lemma to characterize the distribution of \( Z + \Omega Z \) as a function of the permutation \( \Pi \). In order to state the lemma, we need to set up some additional notation. For a permutation \( \pi \) on \( k \) objects, let \( G_{\pi} \) denote the corresponding undirected incidence graph, i.e., \( V(G_{\pi}) = [k] \), and \( (i, j) \in E(G_{\pi}) \) iff \( j = \pi(i) \) or \( i = \pi(j) \).

**Lemma 7**: Let \( \pi \) be a permutation on \( k \geq 3 \) objects such that \( d_0(\pi, I) \geq k \). Then the vertices of \( G_{\pi} \) can be partitioned into three sets \( V_1, V_2, V_3 \) such that each is an independent set, and \( |V_1|, |V_2|, |V_3| \geq \left( \frac{k}{n} \right) \geq \frac{k}{n} \).

**Proof**: Note that for any permutation \( \pi \), the corresponding graph \( G_{\pi} \) is composed of cycles, and the vertices in each
cycle together form an independent set. Consider one such cycle. We can go through the vertices in the order induced by the cycle, and alternate placing them in each of the 3 partitions. Clearly, this produces independent sets, and furthermore, having 3 partitions ensures that the last vertex in the cycle has some partition with which it does not share edges. If the cycle length $C \equiv 0 \pmod{3}$, then each partition gets $C/3$ vertices, otherwise the smallest partition has $\lfloor C/3 \rfloor$ vertices. The partitions generated from the different cycles can then be combined (with relabelling, if required) to ensure that the largest partition has cardinality at most 1 more than that of the smallest partition. 

E. Tail Bounds on $\chi^2$ Random Variables and Random Projections

In our analysis, we require tight control on lower tails of $\chi^2$ random variables. The following lemma provides one such bound.

Lemma 8: Let $Z_\ell$ denote a $\chi^2$ random variable with $\ell$ degrees of freedom. Then for all $p \in [0, \ell]$, we have

\[
\Pr[Z_\ell \leq p] \leq \left(\frac{p}{\ell} \exp\left(1 - \frac{p}{\ell}\right)\right)^{\ell/2} = \exp\left(-\frac{\ell}{2} \left[ \log \frac{p}{\ell} + \frac{p}{\ell} - 1 \right]\right).
\]  

Proof: The lemma is a simple consequence of the Chernoff bound. In particular, we have for all $\lambda > 0$ that

\[
\Pr[Z_\ell \leq p] \leq \Pr[\exp(-\lambda Z_\ell) \geq \exp(-\lambda p)] \\
\leq \exp(\lambda p) \mathbb{E} \left[ \exp(-\lambda Z_\ell) \right] \\
= \exp(\lambda p)(1 + 2\lambda)^{-\frac{\ell}{2}}.
\]  

where in the last step, we have used $\mathbb{E} \left[ \exp(-\lambda Z_\ell) \right] = (1 + 2\lambda)^{-\frac{\ell}{2}}$, which is valid for all $\lambda > -1/2$. Minimizing the last expression over $\lambda > 0$ then yields the choice $\lambda^* = \frac{1}{2} \left( \frac{\ell}{p} - 1 \right)$, which is greater than 0 for all $0 \leq p \leq \ell$. Substituting this choice back into equation (46) proves the lemma. 

We also state the following lemma for general sub-exponential random variables (see, e.g., Boucheron et al. [44]). We use it in the context of $\chi^2$ random variables.

Lemma 9: Let $X$ be a sub-exponential random variable. Then for all $t > 0$, we have

\[
\Pr[|X - \mathbb{E}[X]| \geq t] \leq c e^{-ct}.
\]

Lastly, we require tail bounds on the norms of random projections, a problem that has been studied extensively in the literature on dimensionality reduction. The following lemma, a consequence of the Chernoff bound, is taken from Dasgupta and Gupta [39, Lemma 2.2b].

Lemma 10 ( [39]): Let $x$ be a fixed $n$-dimensional vector, and let $P_n^m$ be a projection matrix from $n$-dimensional space to a uniformly randomly chosen $d$-dimensional subspace, where $d \leq n$. Then we have for every $\beta > 1$ that

\[
\Pr[\|P_n^m x\|_2^2 \geq \frac{\beta d}{n}\|x\|_2^2] \leq \beta^{d/2} \left( 1 + \frac{(\beta - 1)d}{n - d} \right)^{(n-d)/2},
\]  

F. Strong Converse for Gaussian Channel Capacity

The following result due to Shannon [38] provides a strong converse for the Gaussian channel. The non-asymptotic version as stated here was also derived by Yoshihara [40].

Lemma 11 ([40]): Consider a vector Gaussian channel on $n$ coordinates with message power $P$ and noise power $\sigma^2$, whose capacity is given by $R = \log \left(1 + \frac{P}{\sigma^2}\right)$. For any codebook with $|C| = 2^{nR}$, if for some $\epsilon > 0$ we have

\[
R > (1 + \epsilon)\bar{R},
\]

then the probability of error $p_e \geq 1 - 2^{-2n\epsilon}$ for $n$ large enough.
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