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Abstract

A problem of synchronizing two nonlinear multidimen-
sional systems with unknown parameters is considered.
Two general procedures for adaptive synchronization
law design based on speed-gradient method are pro-
posed and investigated. Application of the proposed
algorithms for communications is discussed.

1 Synchronization by speed-gradient method

Consider two interconnected systems
z; = Fi(z;,u,t), (1)

where i = 1,2, F; are some vector-functions, z; € R"
are state vectors, u € R™ is interconnection (or cou-
pling) signal.

The problem is to choose synchronization algorithm

u=U(z,z2,u,t) 2)

or adaptive synchronization algorithm
u = U(xlyzzyg;t) (3)
6 = ©(z1,22,6,1) (@)

where 8§ € RY is vector of adjustable parameters en-
suring the synchronization goal.

z1(t) — z2(t) — 0 when t — co. (5)

If we interpret coupling signal u(t) as control input,
then both synchronization and adaptive synchroniza-
tion problems can be considered as generalized control
problem. Therefore speed-gradient method [2] is appli-
cable which yields the following procedure of synchro-
nization algorithms design.

Step 1. Choose the goal function Q(z) > 0, = € R",
such that boundedness of @{z) implies boundedness of
= and synchronization goal (5) can be expressed as

Q(z1(t) — z2(t)) — 0 when ¢ — co. (6)
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In many cases the choice is just to take quadratic form
Q(tl—-.’b‘z) = (zl—zg)"P(zl—zg), where P = PT > 0.

Step 2. Calculate speed %?— = w(z1, T2, u,t) and speed-
gradient VuQ = Vuw of the goal function.

Step 3. Check conditions of the theorem for finite form
of speed-gradient algorithm [2]. If speed-gradient V,w
depends only on measurable variables and known pa-
rameters then the problem is solved and synchroniza-
tion algorithm (in finite form) looks as follows [2]:

u=—yY(z,u,1l), (7N

where t(z,u,t) forms sharp angle with the speed-
gradient Vyw(z,u,t) (¥ Vyw > 0)!.

The typical forms of
algorithm (7) are linear u = ~I'V,w(z,u,t) and re-
lay ones u = —TI'sign(V,w(z, u,t)), where components

of vector sign(z) are signs of the corresponding com-
ponents of vector z and I’ = I'" > (0 is m x m gain
matrix,

Step 4. If speed-gradient algorithm (7) depends on vec-
tor of unknown parameters £ € R then replace £ by
the vector of adjustable parameters # € RV:

u= —I‘Vuw(zl,zg,e,t) (8)

and consider the system (1) together with algorithm
(8) as new system. Choose adaptation algorithm (4)
in combined or differential (¢ = 0) forms {2} by speed-
gradient method applied to the new system (1),(8) and
the goal (6) in assumption that vector ¢ is new input

%(o +9(z,0,)) = ~I'Vyw(z,6,1). (9)

If conditions of theorem for combined form of SG algo-
rithm are fulfilled [2] and adaptation algorithm depends

10ne can apply the proposed procedure to the ideal control
law u, which satisfies the attainability condition of the theorem
for finite form speed-gradient algorithm [2] instead of algorithm
(7.
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only on measurable variables and known parameters
then the problem is solved. '

The method was investigated on several examples, such
as Chua circuits and generators on tunnel diodes and
show a good ability to synchronize.

2 Adaptive synchronization of passiﬁa'ble
nonlinear systems

Given equations of the two systems in the form:

{

where i = 1,2, z; € R™ are state vectors, y; € R' are
measurable outputs, f; are some functions consisting of
linear and nonlinear parts, C is some matrix, B; (By #
B3) are gain matrices, u € R™ is a control variable.

z; = fi(z1,22,t) + Biu

W= CI,‘ (10)

To obtain the synchronization algorithm and achieve
the goal (5) one should follow the procedure:

Step 1. Write down the error equation and function ®
in the form:
é

Ae + d’(.’tl, zz,t) + Bu,

m
Z Bk [fzzk(zly zzyt) + vk(zl) Z2, t)] 3
k=1

®

where e(t) = z,(t) — z2(t) is an error vector, A is linear
part of the error equation, By are the columns of matrix
B = By ~ By, & € RY are vectors of unknown param-
eters and the values of vector-functions z;(-) € R¥ and
scalar functions vg(-) are measurable.

Step 2. Write control algorithm in the form
ur = 053 (31~ ¥2) + 07, 2: (21, T2, 1) — ve(21, 72, 1), (11)

where fox € R!, 01 € RN are vectors of adjustable
parameters.

Step 3. Choose the adaptation algorithm in general,
differential (3 = 0), or finite ([ = 0) forms (see
Sec.1):

‘ t
0ik(t) = —vji (wy(t)) —ij/ wir(s)ds  (12)
0
where j = 0,1; wor = gf(y1 — ¥2)(%h — ¥2); Wi =
9% (1 —y2)ze, Tjir = I'], > 0 are gain matrices, g € R’
are columns of some matrix G and ¥;(w)Tw > 0 for
all w (for example ¥ = w or ¢ = sign(w)).

Step 4. Obtain matrix G such that the system with
transfer function W = GTC(AI — A)~'B-is hyper-

minimum phase? [2].

2System & = Az + Bu, y = Cz where u € R™, Yy E r!
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Step 5. If function zx(zy,z3,t) is bounded in any region
{(e,t) : lle]l <, t > 0} then the goal lim;_.o, e(t) = 0
is achieved, else the goal e(-) € L3(0,t.) where ¢, is
maximal time of existence of solution of (10), (11), (12)
is achieved.

Step 6. Choose matrices I';; =I'J, > 0.

One can apply the proposéd procedure to design syn-
chronization law for systems with different structure as
it was shown in [1].

3 Secure communications

In recent years much attention has been attracted to
the methods of secure communications utilizing chaos
{3, 4]. Various methods for transmitting signals via
chaotic synchronization were proposed: chaotic signal
masking [5, 3], parameters modulation {8], chaotic bi-
nary communications [5, 6], etc.

The ability of the proposed algorithms to identify the
system parameters can be utilized for communications
using parameters modulation technique and its special
case - chaotic binary communications.

Transmitter and receiver should have identical struc-
ture and identical values of parameters. The basic idea
is to modulate one of the transmitters coefficients with
information-bearing waveform and transmit the chaotic
signal. At the receiver side the coefficient modulation
will be reproduced by its estimate and the information
can be detected.

For example, take a pair of Chua circuits:
w; = Ajw; + D; fi(w;) + Bju, (13)

fi(wi) = Moiz; + 0.5(M1i — My, )(Jzi + 1| — |2i — 1)),

0 p O
where { = 1,2, 4; = 1 -1 1 and D; =
0 —¢ O
(—pi 0 0)7 are matrices of parameters, w; = (zi y )T
. _ (b 0 0 _
is a state vector, B; = ( 0 0 b ) , Ba =0 are

gain matrices, u is a control signal. Suppose that p;, ¢;
are unknown. To achieve synchronization aim:

‘l_1~n;1° e(t) =0 (14).
where e(t) = w1 (t) — w2(t) is an error vector, one can
apply the proposed procedure and obtain the following
synchronization algorithm:

uy = 0g1(v1 ~ v2) + 011 (w1 — fi(21)) + p2(y2 — falz2)),

is called hyper-minimum-phase if it is minimum-phase (i.e. the
polynomial ¢()) = det(AI— A) det W(A), where W() = C (Al -
A)~1B is stable) and the matrix CB = lim,_ ., AW(A) is sym-
metrical and positive definite.




uz = 655(v1 — v2) + 1211 — quy,

where v = (z: w)T; 65, = (65 657), 6%, =
(0812) 08";)), 011, 812 are tunable parameters,

o1 = —To197(v1 — v2)(v1 — v2),

bo2 = —To295 (v1 — v2)(v1 — v2),

11 = ~T1197 (11 — v2)(11 — fi(21)),
612 = —T1293(v1 — v2)31,

(15)

where T'jz = T7, > 0 (k,j = 1,2), gx are columns of

matrix G = | 911 912 ) andp >0,b2>0 -
(921 922 1 2 > U, 911922

g12921 > 0.

For information transmission one should modulate the
transmitter (system 1) coefficients p; = p1. + m(2) or
g1 = g1« + m(t) by information signal m(t) (two in-
formation signals can be transmitted simultaneously
by two coeflicients) and transmit the chaotic signals
z1, y1. At the receiver end information signal will re-
produced be corresponding estimates of this parame-
ters 011, 012.

It is necessary that modulated parameters remain in
the chaotic region of bifurcation diagram during in-
formation transmission. It can be achieved by proper
choice of initial value of modulated parameters pi., g1+
and amplitude of the information signal m(t).

Note that parameters 811, 012 estimates the values
p1/bi and q1/by. Therefore one can increase the re-
ceivers sensitivity by decreasing the value of parame-
ters b;.

The method permits transmission of discreet and con-
tinuous signals if speed of their change is quite slow
(it is connected with a transient process of parameters
tuning). If the number of modulated parameters (and
tunable variables respectively) decrease then transient
process of estimation also decrease and speed of infor-
mation signal change can be faster.

In example with Chua circuits we demonstrate the abil-
ity of information transmission utilizing the proposed
procedures. One can apply proposed procedures to
another systems and obtain algorithms of information
transmission by means of one chaotic signal.

Note that independence of synchronization process
from the values of transmitter parameters and abil-
ity of the proposed methods to identify the systems
parameters can be applied also to decoding the chaot-
ically coded signal, in particular - chaotic binary com-
munications {5, 6]. However this issue needs further
investigation.
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