Chapter 8

Nonsmooth Functions and
Subgradients

Most of our discussion so far has focused on functions f : R™ — R that are smooth, at least
differentiable. But there are many interesting optimization problems in data analysis that involve
nonsmooth functions. When these functions are convex, it is not difficult to generalize the concept
of a gradient. These generalizations, known as subgradients and subdifferentials, are the subject
of this chapter. We show in the next chapter and beyond how they can be used to construct
algorithms, related to those of earlier chapters, but with their own convergence and complexity
analysis.

We start with a few examples of interesting nonsmooth functions. In Section 1.3 we introduced
the “hinge loss” function, which appears often in support vector machines and deep learning. This
function h : R — R has the form

h(t) = max(t,0).

It is obviously differentiable at every nonzero value of ¢, since h'(t) = 0 for t < 0 and h'(t) =1 for
t > 0. As t moves through 0, the gradient switches instantly from 0 to 1. We may be tempted to
think of both these values as a kind of derivative for h at ¢ = 0, and we would be right! Both values
are “subgradients” of h. In fact, any value between 0 and 1 is also a subgradient. The collection of
all subgradients at t = 0 — the closed interval [0, 1] — is the “subdifferential” of h at t = 0.

A similar example is the absolute value function h(t) = |t| which has derivative —1 for ¢t < 0
and +1 for ¢t > 0. At t = 0, the subdifferential of h is the interval [—1, 1] and as always, each point
in the subdifferential is a subgradient.

Consider next the multivariate function f(x) = max(alTa; + by, a2Tw + b2), where a; and ag are
(distinct) vectors in R™ and by and be are scalars. It is easy to verify that f is convex and piecewise
linear. In fact, there are just two pieces: A region in which alTa:—i—bl > a2Tx+b2 and another in which
alx + by < alx + by. These regions both include the hyperplane defined by alz + by = alx + by,
where the maximum in f is achieved by both linear pieces. In the interior of each region, the
gradient V f(x) is defined uniquely; we have

ate+by >alz+by = Vf(z)
ate+b <alz+by = Vf(z)

ag,

ag.
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Along the hypeplane alTx +b = agx + b9, and similarly to the hinge loss function, the appropriate
definition of subdifferential is the line joining a1 and ay in R™ space, that is, {aa; + (1 — a@)ag | €
0,1]}.

Other nonsmooth functions include norms, which are always nondifferentiable at 0 (see Ex-
ercises). More exotically, the maximum eigenvalue of a symmetric matrix is a convex, but not
differentiable, function of its elements. We can see this by considering the special case of diagonal

2 X 2 matrices
ail 0
0 ano ’

whose maximum eigenvalue is max(aj1, asz), a nonsmooth (in fact, piecewise linear) function of its
entries.!

Besides being of interest in their own right as a way to formulate important applications,
nonsmooth convex functions play a major role in constrained optimization, where they can be used
both to derive optimality conditions and to construct useful algorithms.

8.1 Subgradients and Subdifferentials

In this section we allow the convex function f to be an extended real-valued convex function, by
which we mean that it is allowed to take infinite values at some points. (In some later discussions,
we will restrict f to have finite values at all x.) We state here some useful definitions.

e The effective domain of f, denoted by dom f, is defined to be the set of points x € R™ for
which f(z) < oc.

The epigraph of f is the convex subset of R"*! defined by

epif :={(z,t) e QxR : t> f(x)}. (8.1)

f is a proper convex function if f(z) < +oo for some z € R™ and f(z) > —oo for all x € R™.
All convex functions of practical interest are proper.

f is a closed proper convex function if it is a proper convex function and the set {z € R" :
f(z) <t} is a closed set for all £ € R.

f ().
We define the subgradient and subdifferential as follows.

Definition 8.1. Given x € dom f, we say that g € R" is a subgradient of f at x if
f(z) > f(x)+ g7 (z —x), forall z € dom f.

The subdifferential of f at z, denoted by Of(x), is the set of all subgradients of f at x.

!The maximum eigenvalue is a convez function because it can be defined by MaXy: ||v|lp=1 vT Av, which is a supre-
mum over an infinite number of functions that are linear in the elements of A.
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It follows immediately from this definition that 0f(z) is closed and convex, for all x (see the
Exercises).

Note that if z is outside the effective domain of f, we have f(z) = co. Thus there is no need to
restrict z to dom f in the definition above, so we can say that g is a subgradient of f at x if

f(2) > f(x) + g7 (2 —x), forall z€R" (8.2)
Definition 8.1 leads immediately to a characterization of the minimizer of a convex function.

Theorem 8.2 (Optimality Conditions for Convex Function). The point x* is a minimizer of the
convex function f if and only if 0 € Jf(x™*).

Proof. If 0 € 0f(z*), we have by substituting g = 0 into (8.2) that f(z) > f(z*) for all z € R",
confirming that z* is a global minimizer. Conversely, if f(z) > f(z*) for all z € dom f, then g =0
satisfies Definition 8.1, so 0 € 9f(z*). O

Each subgradient can be identified with a supporting hyperplane to the epigraph of f. We have
the following result (illustrated in Figure 8.1).

Theorem 8.3. g € df(x) if and only if (g,—1) defines a supporting hyperplane to epi f at the

point (z, f(x)), that is,
[_gl}T { [ﬂ B [f(xx)} } <0 forall (y,t) Eepif.

Proof. Given a supporting hyperplane defined by (g,—1) at (z, f(x)), we have for any y that
(y, f(y)) € epi f and therefore

T
0= [QJ [f(y?;—f(x)] =g'(y—2) — (fy) — f(2)) & fly) = f(z) +g"(y - ),

which implies that g € 9f(z). For the converse, given g € df(x), we have for any (y,t) € epi f that
fly) = f(z) +g"(y — 2) and t > f(y). Thus

[f’l]T RyE {—gJT o)) <©

proving that (g, —1) defines the supporting hyperplane. O
We now prove a sufficient condition for existence of a subgradient.
Lemma 8.4. A subgradient g of f exists at x if x is in the interior of the effective domain of f.

Proof. The assumption implies that there is € > 0 such that all f(x + w) < oo for all w with
|lw|| < €. Since (z, f(z)) is on the boundary of the convex set epi f, the supporting hyperplane
result, Theorem A.16, implies that there exists a nonzero vector ¢ € R™ and a scalar 8 € R such

that )
m <m - [féf)]) <0, forall (z,¢) € epi f. (8.3)
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g)_l) (g)_l)

Figure 8.1: Theorem 8.3 illustrated: g € df(«x) if and only if (g, —1) defines a supporting hyperplane
to epi f at x.

We can replace t in this equation by any ¢ > t and still have (z,¢) € epi f. Thus, we cannot have
B > 0, since then by driving ¢ to +o00, (8.3) will fail to hold for ¢ sufficiently large. We cannot have
B = 0 either, since then by setting z = x +w in (8.3), we have that ¢’w < 0 for all w with |jw| < €,
which does not hold for w = ec/||c||. (Recall that ¢ is nonzero.) Thus we must have 8 < 0, and by
setting t = f(z) in (8.3), rearranging, and dividing both sides by —f, we obtain

Mz —2) < =B(f(2) = f(x)) = f(z) = f(z)+ (=¢/B)" (2 - a),
which implies that —¢/ is a subgradient of f at z. O

Lemma 8.4 shows that when z is in the interior of the effective domain, the subdifferential 9 f(x)
is nonempty. The same condition implies that df(z) is bounded and in fact compact, as we show
next.

Lemma 8.5. Ifx is in the interior of the effective domain of f, the subdifferential Of (z) is compact.

Proof. As in the proof of Lemma 8.4, there exists e > 0 such that f(z + w) < oo for all ||w| < e.
Suppose for contradiction that df(x) is unbounded. Then we can choose a sequence {gx} with
gr € Of (x) for all k =1,2,... and ||gx|| = oo. Since all normalized vectors g /|| gk|| are in the unit
ball, which is compact, we can assume by taking a subsequence if necessary that gi/|lgx| — g for
some g with ||g|| = 1. Note that g} g/||gr|| — 1, from which it follows that g{ § — co. From the
definition of subgradient, we have

flx+eg) > f(x) +egig, k=12,...,
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so by driving k — oo, we deduce that f(z + €g) = oo, yielding the contradiction.
We have proved boundedness. Since, as we remarked earlier, df(z) is closed, compactness
follows, completing the proof. O

If f is convex and differentiable at x, the subgradient coincides with the gradient.
Theorem 8.6. If f is convex and differentiable at z, then 0f(x) ={Vf(x)}.

Proof. Differentiability of f implies that for all vectors d € R™ with ||d|| = 1, we have f(x + td) =
f(@) +tVf(x)Td+ o(|t]) (see (2.6)). In particular, f is finite at all points in the neighborhood of
x, so x is in the interior of the effective domain of f, so it follows from Lemma 8.4 that df(x) is
nonempty.

Let v be an arbitrary vector in 0f(z). From Definition 8.1 we have

fx4+td) = f(z) +tVf(x)Td+o(t) > f(z) +tvld = Vf(x)Td+ o(t)/t > vTd,
flz—td) = f(z) = tVf(x)'d+o(t) > f(z) —tvTd = Vf(x)Td+ o(t)/t <vTd.

By combining these inequalities and taking ¢ | 0, we have that (v — Vf(z))"d = 0 for all unit
vectors d, from which it follows immediately that v = V f(z). O

A converse of this result is also true: If the subdifferential of a convex function f at x contains
a single subgradient, then f is differentiable with gradient equal to this subgradient (see [28,
Theorem 25.1)).

8.2 The Subdifferential and Directional Derivatives

We turn now to directional derivatives. Given a function f : R™ — R, the directional derivative of
f at x € dom f in the direction v # 0 is denoted by f’(z;v) and defined by

f'(z;v) :=lim flatav) - f(:p)

al0 a

(8.4)

This definition holds for any function f, but our focus is again on convex functions here. 2 The
definition suggests that a direction v for which f/(z;v) < 0 is a descent direction for f, and thus a
useful direction when our goal is to minimize f. In this context, note that directional derivatives
in all directions are nonnegative if and only if x* is a minimizer of f.

Theorem 8.7. Suppose that f is a convex function. Then for some x* € dom f, f'(z*;v) >0 for
all v if and only if x* is a minimizer of f.

Proof. If x* is a minimizer of f, then f(z* 4+ av) > f(z*) for all @ > 0 and all v, so it follows
directly from the definition (8.4) that f’(x*;v) > 0. Conversely, suppose that z* is not a minimizer
of f. Then there exists some z* € dom f with f(z*) < f(z*), and for any « € (0,1), we have

f@" +a(z" —2") < (1—a)f(z") + af ("),

2Note that the limit can be infinite when f is an extended-value convex function. For example, the convex function
f:R — R that has f(0) =0 and f(t) = +oo for ¢t # 0 has f'(0,v) = +oo for all v # 0.
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and so . . . .

J@” +alz ;I ) = f(=") < f(z*) = f(z") <0, forall ae(0,1).
By taking limits as « | 0 and using (8.4), we have f/(z*;2z* — 2*) < f(z*) — f(2*) < 0, completing
the proof. 0

In the remainder of this section, we explore the relationship between directional derivatives
and subgradients, showing that knowledge of the subgradient makes it possible to compute descent
directions for f.

For f convex, we have that the ratio in (8.4) is a nondecreasing function of «, that is

(x4 aw) — f(x) < f($+04271)—f(l‘)‘

aq a2

O<a <ay = (8.5)

(The proof is a consequence of the definition of convexity; see the Exercises.) We can thus replace
the definition (8.4) by

. + av) — f(z)
"(z;v) := inf fl@ . .

fiw;v) = inf o (8.6)
It follows from these definitions that the directional derivative is additive, that is, for two convex

functions f1 and fo, we have

(fr + fo)(z5v) = fi(z;v) + fa(zsv). (8.7)
Moreover, it is homogeneous with respect to the direction, that is,
f'(z; ) = Af'(z;v), for all A > 0. (8.8)

(We leave proofs of these results as exercises.) Moreover, f’(x;v), regarded as a function of v, for
fized x, is a convex function. We see this from the following elementary argument: Given v; and
vg and 7y € (0, 1), consider f'(x;~yv1 + (1 — y)va), for which we have

f(z + oy + a(l = 7)ve) — f(x)

(v + (1 — y)ve) = lim

al0 (%

o [0+ aw) + (=)@ + aw) =9/ (@) = (1= 7)f ()
al0 (%

< W ) = £@) + (L= (e + ava) — f(x)

T alo «

B E (NS SO EY

= f'(z;01) + (1 = 3) f'(;v2).

It follows from the definition (8.4) and Taylor’s Theorem (specifically, (2.3)) that if f is differ-
entiable at z, we have for any v € R"™ that

f(x+ av) — f(x)

(a0) = lim :
T
= h% Vit 'Lav) (o) for some v € (0,1)
= Vi) .
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Thus in particular, we have
f(z;v) = —f'(x;—v) when f is differentiable at . (8.9)

This equality is not true for nonsmooth functions at points of nondifferentiability. For example,
the hinge loss function h(t) = max(¢,0) has h’'(0;1) = 1 but 2’(0; —1) = 0. Similarly, the absolute
value funtion h(t) = |¢t| has h(0;1) = 1 and A'(0,—1) = 1. We give a generalization of (8.9) in
Corollary 8.9 below.

It follows from the second definition (8.6) that f’(z;v) has a property reminiscent of the sub-
gradient (compare with Definition 8.1):

f(x+ av) > f(z) + af (z;v), forall a > 0. (8.10)
Related to this observation, we can prove the following result.

Theorem 8.8. Suppose that x is in the interior of the effective domain of the convex function f.
Then for any v € R™, we have that

f'(z;v) = sup gl (8.11)
9€of(x)

Proof. From (8.6), we have for any g € 0f(x) that

f(z 4 av) = f(2)

aglv

A e
so that
f'(z;v) > gTv forall g € Of(x). (8.12)

Because 0f(x) is closed, we obtain equality in (8.11) if we can find ¢ € Jf(z) such that
f'(z;v) = gTv. For this, we use the convexity of f’(x;y) with respect to its second argument y for
all y € R™ (proved above). By Lemma 8.4, there exists a subgradient of f/(x;-) at v; let us call it
g. By the definition of subgradient, together with (8.8), we have for all A > 0 and all y that

M (ay) = f(@s2y) = f(w0) + 7 Oy —v). (8.13)

Letting A 1 oo, we have that g7y < f'(z;y). By the definition (8.6), we have

faty)— flz)> imf LEFW) = F@)

a>0 o

= f'(z;y) > g"y, forallyeR",

which implies that § € df(z), so by (8.12) we have that f/(z;v) > gTv. On the other hand, by
taking A = 0 in (8.13), we have that f/(z;v) < g7v. Therefore, f'(x;v) = §'v for this particular
g € 0f(x), completing the proof. O

An immediate corollary of this result leads to a generalization of (8.9).

Corollary 8.9. Suppose that x is in the interior of the effective domain of the convex function f.
Then for any v € R™, we have

f(w;0) > —f/(2; —v).
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Proof. From Theorem 8.8, we have

fll@;—v)= sup g¢'(-v)=— inf glv>— sup glv=—F(z;0).
9€0f () 9€0f () 9€0f ()

We conclude with another result that relates subgradients to directional derivatives.

Theorem 8.10. Suppose that x € dom f for the convex function f, and that there is some vector
g € R™ such that for all v € R™, we have

f(@sv) > gTo.
Then g € Of(x).
Proof. By setting s = 1 and 3 | 0 in (8.5) and using the definition (8.4), we have
gTv < fl(z;0) < f(x 4+v) — f(z), forallveR"

Thus, ¢ satisfies the definition (8.2), so that g € 9f(x). O

8.3 Calculus of Subdifferentials

In this section we describe the key properties of subdifferentials that are the key to calculating sub-
gradients. Unlike for differentiable functions, there are only a few key rules that are commonly used
in practice, involving positive combinations, combinations with linear mapping, and partial maxi-
mization. We collect these rules here in Theorems 8.11, 8.12, and 8.13. (Proofs of Theorems 8.11,
8.12 appear at the end of this section.)

We start with some elementary rules of subdifferential calculus.

Theorem 8.11. Supposing that f, fi1, and fo are convex functions and o is a positive scalar, the
following are true.

A(f1+ f2)(x) D 0f1(x) + Of2(x), (8.14)
daf)(x) = adf(x). (8.15)

If, in addition, x is in the interior of the effective domain for both fi1 and fo, then equality holds in
(8.14), that is, O(f1 + f2)(z) = Of1(x) + Ofa(x). In particular, if fi and fa are finite-valued convex
functions then O(f1 + f2)(z) = 0fi(x) + Ofa(x) for all x.

We emphasize that the relationship in (8.14) is not an equality in general. We will see an
example of strict inclusion in the next section. However, equality holds in some interesting special
3
cases.

The next result allows us to compute the subdifferential under affine transformations.

Theorem 8.12. [4, Theorem 4.2.5 (a)] Suppose that f : R™ — R is a convex function and define
h(zx) := f(Ax + b) for some matric A € R™*™ and vector b € R™. Suppose that Az + b is in the
interior of dom f. Then Oh(x) = ATOf(Az +b).

3See [8] for some other conditions that give rise to equality.
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The final result is Theorem 8.13, known as Danskin’s Theorem, which shows us how to compute
the subdifferential of a function that is defined as the pointwise maximum of a possibly infinite set
of functions. Such functions are ubiquitous objects in optimization, particularly in data analysis
applications.

The setup is as follows. Let I C R™ be a compact set. (Sets with finite cardinality are a useful
special case.) Let ¢ : R? x I — R be a family of functions, continuous in (x,4), and assume that
each ¢(+,7), ¢ € I, is convex. We define

f(z) := max p(z,1) (8.16)
iel
Note that f is convex, because it is the pointwise maximum of convex functions (see the Exercises).
Following Section 8.2, we denote the directional derivative of (+,7) at x in direction y by ¢'(x,;y).
For each z, we define Ii,ax(z) to be the subset of I for which the maximum is achieved in (8.16),
that is,

[nax() = argmax p(,j) = {j : f(x) = @l 7)}- (8.17)

Note that Iiyax(x) is nonempty (by compactness of I) and compact for all x, by continuity of ¢(z, -)
with respect to its second argument. Danskin’s Theorem describes the directional derivatives and
subdifferentials of f.4

Theorem 8.13 (Danskin’s Theorem). (a) The directional derivative of f defined by (8.16) at
in direction y is given by
floy) = max ¢(z,4y).
iEImax(x)
(b) If, in addition to the conditions on the function family ¢ stated above, we have that (-, 1) is
a differentiable function of x for alli € I, with V p(x,-) continuous on I for all x, then

Of(z) = conv{V,p(x,i) : i € Iyax(z)}.

We refer to [2, Section B.5] and [4, Proposition 4.5.1] for proofs of Theorem 8.13, which are quite
technical. We provide below proofs of Theorems 8.11 and 8.12. Generally speaking, one direction
of the inclusion is quite straightforward, while the other direcion requires a separating hyperplane
argument. Practitioners can skip these proofs, but we note that the arguments are of interest in
that they highlight some important structural aspects of convex optimization.

Proof of Theorem 8.11. The proofs of (8.14) and (8.15) are immediate consequences of the def-
initions of subgradients. For the case in which x is in the interior of both dom f; and dom fs,
Lemmas 8.4 and 8.5 show that dfi(x), df2(x), and O(f1 + f2)(z) are all nonempty, convex, and
compact sets. Suppose for contradiction that the inclusion (8.14) is strict in this case, that is, there
exists g € O(f1+ f2)(z) such that g ¢ 9f1(x)+df2(x). By the strict separation result Lemma A.13,
setting X = (0f1(x) + df2(x)) — {g}, there is a vector t € R and a scalar o > 0 such that

ET(gl +g2) < tfg—a, forallg € Of1(z) and all gy € Ofa(x).

“Interestingly, this theorem first arose out of cold-war research by Danskin and appeared in a 1967 monograph
called The Theory of Maz-Min and its Applications to Weapons Allocation Problems [12].
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From results about the relationship between subdifferentials and directional derivatives — (8.7)
and Theorem 8.8 — we have

(fi + fo)(x;t) = fi(a;t) + folzst) = sup git+ sup gat<t'g—a<g't
g1€0f1(x) g2€0fa(x)

Thus, by Theorem 8.8, we have g ¢ 9(f1 + f2)(x), a contradiction.
When f; and fy are finite-valued, we have dom f; = dom fo = R"”, so that the effective domain
condition holds for all z € R”, and the result follows. O

Proof of Theorem 8.12. Since Ax +b is in the interior of dom f, x is in the interior of dom h. Thus,
by Lemma 8.4 and 8.5, the subdifferentials 0h(z) and 0 f(Ax+b) are nonempty and compact. From
the definition (8.4) of directional derivatives, it follows that

B (z;y) = f'(Ax + b; Ay), for any y € R™.
From Theorem 8.8, we have for any z € R that
gtz < f/(Ax +b;2) for all g € df(Ax + D).
By setting z = Ay, we have
(ATg)Ty = g" (Ay) < f'(Az +b; Ay) = W' (2;y), for any y € R™.

It follows from Theorem 8.10 that A”g € Oh(z), and since this result holds for all g € 9f(Az +b),
we have that AT9f(Az +b) C Oh(x).

To prove equality, suppose for contradiction that there is a vector v € Oh(x) such that v ¢
ATOf(Axz +b). Since the set Q := ATOf(Ax +b) is compact, we invoke the strict separation result
Theorem A.15 to deduce the existence of a vector y and a scalar 3 such that

yT(ATg) < B < yTw, forall g€ df(Ax +b).
It follows that

sup  (Ay)Tg <y'v.
9EDf(Az+b)

Theorem 8.8 then implies that
W (z,y) = f'(Az +b; Ay) < y'v,

contradicting the assumption that v € dh(x) and completing the proof. O

8.4 Convex Sets and Convex Constrained Optimization

In this section, we note the connections between closed convex sets and the indicator functions
for those sets (which are extended-value convex functions, that is, they may take infinite values at
some points).
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Let © C R™ be a convex set (see (2.13) for the definition of convexity). The indicator function
Iq for a convex set €2, defined by

= {0 HEER,
€Tr) =
“ o ifad Q.

This function is convex, extended-valued (except for the trivial case Q = R™), and has dom I = Q.
When € is a closed set, Io(z) is also lower-semicontinuous. We have the following result.

Theorem 8.14. For a closed convex set Q C R™, we have that Nq(x) = 0lg(x) for all x € Q.

Proof. Given v € Ng(z), we have
In(y) —Io(z)=0-0=0>v"(y —2), forallyec Q=domlq,

which implies that v € dIg(x), by Definition 8.1. For the converse, suppose that v € dIg(x), so we
have
0=1Ia(y) > Ig(z)+ vl (y —z) =0T (y —2), forallyecQ,

which implies that v € Nq(x), completing the proof. O

In optimization, we often deal with sets that are intersections of closed convex sets. We have
the following result for normal cones of such intersections.

Theorem 8.15. Let €, i = 1,2,...,m be closed convex sets and let 2 = Mj=12,...m $2. Then for
x € ), we have

Nq(x) D Nq,(x) + No,(x) + ...+ Nq,, (x). (8.18)
Proof. This follows immediately from (8.14) when we make the identification in Theorem 8.14. For
a direct proof, we can proceed as follows. Consider vectors v; € Nq,(x) for all i = 1,2,...,m,
and define v = Z:’;l v;. Let z be any point in the intersection 2 = N ;Q;. Since z € §};, we
have v} (z —z) < 0 for all i = 1,2,...,m, so that T (2 —2) = (312, v;))T (¢ — ) < 0, and thus
NS NQ(.CL‘) O

The following example, illustrated in Figure 8.2, shows that strict inclusion can hold in (8.18).
Define the following two convex subsets of R:

O ={zeR?: 2, <0}, Q:={zecR?: (z;-1)2+2% <1}, (8.19)

for which clearly €3 N2 = {0}. The normal cones at the interesting point 0 are

Ng, (0) = {m Loy > o}, Na, (0) = { m Loy < 0} . No,no,(0) = R2. (8.20)

Since N, (0) + Ng, (0) = R x {0}, strict inclusion holds. Note that this example also shows that
strict including can hold in (8.14), when we identify the normal cones with indicator function
subdifferentials as in Theorem 8.14.

Additional conditions are sometimes assumed to ensure that equality holds in (8.18); these
conditions are called constraint qualifications. Some constraint qualifications are expressed in terms
of the geometry of the sets while others focus on their algebraic descriptions. One common theme
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No(0) N, (0)

Figure 8.2: Example for which strict inclusion holds in (8.18).

among constraint qualifications is that a linear approximation of the sets near the point in question
needs to capture the essential geometry of the set itself in a neighborhood of the point. This is not
true of the example above, where the tangents (linear approximations) to €; and Q9 at z = 0 are
the vertical axis (so the intersection of their linear approximations is also the vertical axis), while
the intersection of the two sets is the single point {0}, so the linear approximation to this set is
simply {0}.

We conclude by applying Definition 7.1 to obtain optimality conditions for the convex con-
strained optimization problem

miél f(z), where f is a smooth convex function and € C R" is a closed convex set.  (8.21)
xre

Recall the definition for a solution of this problem, which follow (2.1). In particular, we say that
x* is a global solution of (8.21) if z* € Q and f(z) > f(z*) for all x € Q. (There may be multiple
values of z* that satisfy this definition; the set of all such values is convex; see the Exercises.) We
have the following characterization of optimality.

Theorem 8.16. The point x* € Q is a solution of (8.21) if and only if =V f(z*) € Nq(z*).
Proof. Suppose that —V f(z*) € Nq(z*). From Definition 7.1, we have
~Vf@)(y—2*) <0 forallyecQ,
so by convexity of f, we have
fly) = f@) + V) (y —2") = f(=),

proving that z* is a solution. Suppose instead that —V f(z*) ¢ Nq(x*). Then there is some y € Q
such that —V f(z*)”(y — 2*) > 0. By convexity of ©, the point y, := 2* + a(y — z*) € Q for all
a € [0,1]. By Taylor’s theorem, in particular (2.3), we have that

f(ya) = f(z*) + Vf(a* +yaaly — z*) T (y — 2*), for some 7, € (0,1).
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By taking « sufficiently small in this expression we have by continuity of V f that V f(a* + vy, (y —
Ny — 2*) < (1/2)Vf ()T (y — 2*) < 0, so that f(y,) < f(z*) for all a sufficiently small.
Therefore z* is not a solution of (8.21) when —V f(2*) ¢ Nq(z*). O

Interestingly, because of the identity in Theorem 8.14, we can write the condition —V f(z*) €
Nq(x*) alternatively as follows:
0e Vf(x*)+ dla(z"). (8.22)

Moreover, by (8.14) and Theorem 8.6, it is a consequence of (8.22) that
0€d(f(z")+ In(x")). (8.23)

From Theorem 8.2, this condition in turn is true if and only if * is a minimizer of the “uncon-
strained” problem
min f(2) + In ()

and we can see easily that this problem is equivalent to (8.21).

8.5 Optimality Conditions for Composite Nonsmooth Functions

We now consider first-order optimality conditions for functions of the form

¢(x) := fz) + (), (8.24)

where f is a smooth function and 1) is (possibly) nonsmooth, convex and finite-valued. (Because of
the latter property, the effective domain of ¢ is the entire space R", so we can apply such results as
Theorem 8.11.) This is a type of objective that we encounter often in machine learning applications;
see Chapter 1.

We deal first with the case in which f is convex too.

Theorem 8.17. When f is conver and differentiable and 1) is convex and finite-valued, the point
x* is a minimizer of ¢ defined in (8.24) if and only if 0 € V f(x*) + 0p(x™*).

Proof. By Theorem 8.6, we have that 9f(x) = {V f(x)}, so by using the fact that ¢(z) has effective
domain R™ and applying Theorem 8.11, we have

9¢(x) =V f(z) + 0(x).
The result follows immediately from Theorem 8.2. 0

When f is strongly convex, the problem (8.24) has a minimizer and it is unique.

Theorem 8.18. Suppose that the conditions of Theorem 8.17 hold, and in addition that f is
strongly convex. Then the problem (8.24) has a unique solution.

For the more general case in which f is possibly nonconvex, we have a first-order necessary
condition.

Theorem 8.19. Suppose that f is differentiable and ¥ is conver and finite-valued, and let ¢ be
defined by (8.24). Then if x* is a local minimizer of ¢, we have that 0 € V f(z*) + O (x*).
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Proof. Supposing that 0 ¢ Vf(z*) + 0y(x*), we show that x* cannot be a local minimizer. We
define the following convex approximation to ¢(x + d):

¢(d) == f(z*) + Vf(z*)Td+ y(a* + d),

By differentiability of f we have that for all o € [0, 1] and for any d that ¢(ad) = ¢(x+ad)+o(ald|).
Since by assumption 0 ¢ 0¢(0) = Vf(z*) + 0¢(x*), we have from Theorem 8.2 that 0 is not a
minimizer of ¢(d). Hence there exists d with ¢(d) < ¢(0), so that the quantity ¢ := #(0) — ¢(d) is
strictly positive. By convexity of ¢, we have for all a € [0, 1] that

$(ad) < ¢(0) — a(9(0) — ¢(d)) = ¢(a”) — ac,

and therefore

oz + ad) < ¢(z*) — ac+ o(ald|).

Therefore ¢p(x* +ad) < ¢(z*) for all @ > 0 sufficiently small, so z* is not a local minimizer of ¢. [J

8.6 Proximal Operators and the Moreau Envelope

We define here the proximal operator that is a key component of algorithms for regularized opti-
mization, and analyze some of its properties in preparation for convergence analysis of proximal-
gradient algorithms in Section 9.5. The proximal operator is a powerful generalization of Euclidean
projections, and will allow us to greatly enhance our nonsmooth optimization toolbox.

For a closed proper convex function h we define the prox-operator of the h as

1
prox p(x) := arg min {h(u) + §||u - :L‘H2} . (8.25)

Note that this is a well defined function because of the strong convexity of the Euclidean norm.
When h(z) = Ig(z), the indicator function for a closed convex set €, prox j,(z) is simply the
Euclidean projection of x onto the set €2, as we see from the following argument:

, 1 ) 1 )
prox r, (z) = arg min {Ig(u) + iHu — x| } = argznelgrzli\\u —z|]°.

Proximal operators are more general than Euclidean projections, but they satisfy a similar
nonexpansiveness property.

Proposition 8.20. Suppose h is a convex function. Then
Iprox u(z) — prox ()| < [l — vl
Proof. From optimality properties, we have from (8.25) that
0 € MNoh(prox xp(z)) + (prox an(z) — ). (8.26)
Rearranging these expressions, at two points x and y, we have
x — prox p(z) € d(proxp(z)), y— proxp(y) € O(proxp(y)).
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Now, for a convex function f, it follows from the definition of subgradients that if a € df(z)
and b € 9f(y), we have (a — b)” (z — y) > 0. By applying this inequality, we have

(1/7) (2 — prox u(x)) — (y — prox 4(y))) " (prox u(x) — prox 4(y)) > 0,

which by rearrangement and application of the Cauchy-Schwartz inequality yields

Iprox () = prox a(y)|* < (z — y)" (prox u(z) — proxs(y)) < [lz — yl| [[prox n(x) — proxa(y)|,
from which we obtain the proposition. O
We note several special cases of the prox operator which are useful in later chapters.

e h(z) = 0 for all x, for which we have prox,(x) = 0. (Though trivial, this observation is
useful in proxing that the prox-gradient method of Chapter 9 reduces to the familiar steepest
descent method when the objective contains no regularization term.)

o h(z) = A||z||1. By substituting into definition (8.25) we see that the minimization separates
into its n separate components, and that the ith component of prox ., is

. 1
[pI'OX)\”.”l]i = argmin {)\|uz| + i(ul — 1‘1)2} .
It is not hard to verify that

i — A ifx; > )
[prox ., (#)]i = ¢ 0 if 2 € [\ Al; (8.27)
T+ A if o; < —A,

an operator that is known as soft thresholding.

e h(xz) = M||zl|lo, where ||z|o denotes the cardinality of the vector z, its number of nonzero
components. Although this & is not a convex function (as we can see by considering convex
combinations of the vectors (0,1)7 and (1,0)7 in R?), its prox-operator is well defined to be
the hard thresholding operation:

xp if |z > V2,

[prox xj.po (#)]: = {o if [ < V22X,

For the cardinality function, the definition (8.25) separates into n individual components, and
the fixed price of A for allowing u; to be nonzero is not worth paying unless |z;| > V2.

We close this section by noting that the proximity operator is closely related to smooth approx-
imations of convex functions. For a closed proper convex function h and a positive scalar A, we
define the Moreau envelope as

1 1 1
My p(z) := inf {h(u) + ﬁHu - JZHQ} =5 inf {)\h(u) + §||u - xHZ} : (8.28)
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The prox-operator of the function Ak is the value of u that achieves the infimum in (8.28).

The Moreau envelope can be seen as a smoothing of regularization of the function h. It has a
finite value for all z, even when h take on infinite values for some x € R". In fact, it is differentiable
everywhere: Its gradient is

VMyn(x) = %(z — prox yp()).

It is easy to check moreover that x* is a minimizer of A if and only if it is a minimizer of M) j,.

Sources and Further Reading

Some material of this chapter can be found in the lecture of [31] on “Subgradients.”
Further background on Moreau envelopes and the proximal mapping is given in [25].

Exercises

1.

2.

Prove that if f is convex and z € dom f, the subdifferential df(z) is closed and convex.

Prove (8.5) by applying the definition (2.14) of a convex function.

. Show that any norm f(x) := ||z|| has 0 as a subgradient at x = 0, that is, 0 € 9f(0). Show

that f(z) is not differentiable at z = 0. (Reminder: A norm || - || has the properties that
(a) ||z|| = 0 if and only if x = 0; (b) |az| = |«f||z|| for all scalars o and vectors z; (c)
[z +yll < [zl + llyll for all z,y.)

. Prove the additivity property (8.7) and the homogeneity property (8.8) of directional deriva-

tives.

. For the following norm functions f over the vector space R™, find df(z) and f’(z;v) for all

and v:

(a) The ¢; norm: f(x) = ||z|;

(b) The ls norm: f(z) = ||z co;

(c) The ¢y (Euclidean) norm: f(x) = ||z||2.

. Show that the pointwise maximum function f defined by (8.16) is convex, under the stated

conditions on ¢(z,4) for x € R% and i € I, where I is a compact set.
Find the subdifferential of the piecewise linear convex function f : R™ — R defined by

f(z)= max alz+b,

where a; € R" and b; e R, i =1,2,...,n.

. Prove the subdifferential calculus expressions (8.14) and (8.15).
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9. Suppose that f is defined as a maximum of m convex functions, that is, f(z) := max;—12_m fi(z),
where each f; is convex. Show that

of(z) = Z Aivi + vy € Ofi(x), A >0, Z Ai=1
i: fi(z)=f(z) i: fi(z)=f(z)

10. (a) Show that I is a convex function if and only if € is a convex set.

(b) Show that € is a nonempty closed convex set if and only if Ig(x) is a closed proper
convex function.

11. Show that the set of all solutions of (8.21) is a convex set.

12. Show that a closed proper convex function h and its Moreau envelope M) ; have identical
minimizers.

13. Calculate prox y,(z) and M) 5(z) for h(z) = 1|z|3.
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